Abstract

The link with exponential families has allowed \(k\)-means clustering to be generalized to a wide variety of data-generating distributions in exponential families and clustering distortions among Bregman divergences. Getting the framework to go beyond exponential families is important to lift roadblocks like the lack of robustness of some population minimizers, which is carved into their axiomatization. Current generalizations of exponential families like the \(q\)-exponential families or even deformed exponential families fail at achieving the goal. In this paper, we provide a new attempt at getting a complete framework, grounded in a new generalization of exponential families that we introduce, called \emph{tempered} exponential measures (TEM). TEMs keep the maximum entropy axiomatization framework of \(q\)-exponential families, but instead of normalizing the measure, normalize a dual called a co-distribution. Numerous interesting properties arise for clustering, such as improved and controllable robustness for population minimizers, that keep a simple analytic form.

1 INTRODUCTION

Compared to supervised learning, clustering is a loosely formulated problem. It is not clear which objects to cluster (Bonnier [1887]) and which function to optimize (von Luxburg et al., 2012). Among techniques, \(k\)-means is conceivably the most popular clustering algorithm. Decades after its introduction (Lloyd [1982], Steinhaus [1956]), \(k\)-means remains hugely popular (Flach et al. 2012, Hastie et al. 2002) and still has a very active research agenda (Paul et al. 2021, Vellal et al. 2022). \(k\)-means has a competitive advantage over other techniques from two standpoints: the objects clustered are equivalently the expectation parameters of Gaussians with identity covariance (Nielsen and García [2009], pp 17). Thus, there is a sound statistical interpretation of the objects being clustered (or the parameters learned), and the eventual generative process of the training data (Vellal et al. 2022). Also, the loss optimized has solid information theoretic grounds: it is a Bregman divergence known as squared Mahalanobis distance, which stems from the KL divergence between two such Gaussians. This very elegant property can be extended “above” the Gaussian distribution to any exponential family (Banerjee et al. [2005b]), generalizing the clustering losses used to general Bregman divergences, which leads to improved designs in specific application areas with practical implications (Févotte et al. 2009).

In fact, this property can be extended further \emph{above} exponential families, towards \(q\)- and deformed- exponential families using escort distributions (Nock et al. 2017, Theorem 3), (Amari et al. 2012, Vigelis and Cavalcante 2011), but there is no more “novelty” on the parameters’ side as Bregman divergences are kept as distortions between parameters.

Getting such novelty would be crucial for clustering: the cluster centers, also called population minimizers that elicit the most general clustering algorithms belong to a small set from the analytic standpoint, with one, the arithmetic average, being ubiquitous for all Bregman divergences (Banerjee et al. 2005b, Proposition 1). This is an issue for clustering in terms of robustness to outliers (Amari 2016, Section 11.1.6). For example, the arithmetic average lacks robustness: adding a single point that progressively drifts away will drag a cluster center arbitrarily far away from its initial value, bringing considerable instability to clustering. A solution to this problem cannot easily arise within exponential families, nor \(q\)-exponential nor deformed exponential families because the arithmetic average as maximum likelihood estimator is carved in their axiomatization (Barndorff-Nielsen 1979, pp 137). Adding robustness is not necessarily an issue by going “above” Bregman divergences (Nock et al. 2016, Vemuri et al. 2010), but either the connection with distributions is lost or substantially departs from exponential families. Establishing a new generalization is not trivial since it has to go through extending all key objects at play, including (i) the distributions (i.e., generalizing exponential
families), (ii) information-theoretic distortions between distributions (KL divergence), (iii) parameter-based clustering distortions (Bregman divergences), (iv) an actionable identity between the distortions in (ii) and (iii), and of course (v) population minimizers (f-means).

We know of no approach that gets above exponential families and covers (i) through (v) while conveniently expanding the realm of distortions beyond Bregman divergences.

Our paper is a proposal that achieves this goal. While our contributions thus span all steps from (i) to (v) (Table 1 indicates where to find our contribution on each), the benefit for downstream clustering is simple: it provides improved robustness for population minimizers. Technically speaking, our key thread is close to Tsallis’ nonextensive statistics framework [Tsallis, 2009], inclusive of the specific arithmetic developed in its context [Nivanen et al., 2003], but with an early tweak: we do not normalize the solution of maximum entropy to a distribution. Instead, we normalize a dual, which we call the co-(tempered exponential) distribution (COD). The unnormalized solution of the maximum entropy formulation is called tempered exponential measure (TEM). This is a major difference with work that followed the Amari-Naudts-Tsallis q-exponential families, the deformed exponential families, and their escort distributions, which are all normalized [Amari, 2016; Naudts, 2011; Tsallis, 2009]. TEM/COD depend on a parameter \( t \) and as \( t \to 1 \), both the tempered exponential measure and its co-distribution converge to the same exponential family. Maintaining unnormalized measures is the trick that brings improved robustness for clustering; it creates an unbalanced clustering problem whose parameter distortions, generalizing Bregman divergences, belong to a broad subset known as conformal Bregman divergences [Nock et al., 2016].

Our results in (i) to (v) have wider interest than clustering; we establish additional results, such as simple and elegant closed forms for key functions including the cumulant (Theorem 3.2) unlike, e.g., q-exponential families and the total mass of the TEM (Lemma 3.3), etc. To ease reading, all proofs and additional experiments are given in an Appendix, denoted for short as “App”.

<table>
<thead>
<tr>
<th>Item</th>
<th>Brief description</th>
<th>Where?</th>
</tr>
</thead>
<tbody>
<tr>
<td>(i)</td>
<td>(tempered exponential) measures</td>
<td>Thm. 3.2</td>
</tr>
<tr>
<td>(ii)</td>
<td>IT distortion</td>
<td>Eq. 19</td>
</tr>
<tr>
<td>(iii)</td>
<td>parameter distortion</td>
<td>Eq. 20</td>
</tr>
<tr>
<td>(iv)</td>
<td>relationship (ii) vs (iii)</td>
<td>Thm. 4.1</td>
</tr>
<tr>
<td>(v)</td>
<td>population minimizers</td>
<td>Lem. 5.1, 5.2</td>
</tr>
</tbody>
</table>

Table 1: Correspondence between the key items in the Introduction and where to find them in this paper.

where \( \varphi \) is the sufficient statistic, \( \theta \) is the natural parameter, and \( G \), the cumulant or partition function, ensures normalization (the “\( \chi \)” symbol simplifies the carrier or base measure). The natural parameter holds the information about the “individual” distribution inside its family, which is encoded in the cumulant function \( G \). The connection between exponential families and clustering à-la-k-means is simple to state and enlightening on what such clustering achieves. Given any two distributions \( p_i, p_j \) with densities \( p_i, p_j \), a popular information-theoretic distortion measure for their comparison is an f-divergence [Ali and Silvey, 1966; Csiszar, 1963]. In our context, the case of the reverse KL divergence is especially important:

\[
F(P_i \| P_j) \equiv \int f(d p_i / d p_j) d p_j, \quad f \equiv - \log. \quad (2)
\]

Suppose then we have a set of distributions \( \{P_i\}_{i=1}^m \) and wish to find a set of distributions \( \{Q_j\}_{j=1}^k \), \( k \) being user-fixed, minimizing the following loss function:

\[
F(\{P_i\}_{i=1}^m, \{Q_j\}_{j=1}^k) \equiv \mathbb{E}_i \left[ \min_j F(P_i \| Q_j) \right]. \quad (3)
\]

Without any further assumption, this well-founded formulation of the clustering problem fails at two hurdles: (i) the potential intractability of the integrals to compute and (ii) the formulation and/or computation of the so-called population minimizers \( Q \) in (3). A simple assumption solves both problems simultaneously: if all distributions are assumed to belong to the same exponential family (characterized by a strictly convex differentiable cumulant function \( G \)), then

\[
F(P_i \| Q_j) = D_G(\theta_i \| \theta_j), \quad (4)
\]

the Bregman divergence between the natural parameters and with generator \( G \):

\[
D_G(\theta_i \| \theta_j) = G(\theta_i) - G(\theta_j) - (\theta_i - \theta_j)^T \nabla G(\theta_j). \quad (5)
\]

The original k-means clustering is obtained for \( D_G \) being squared Mahalanobis distance, which corresponds to distributions being Gaussians with identity covariance. For any Bregman divergence, the right population minimizer in (3) is always the average [Banerjee et al., 2005b]. This allows generalizing the k-means algorithm to all Bregman divergences by repeatedly allocating points to their closest
center Bregman-wise and updating cluster centers with their cluster’s average. A Bregman divergence being asymmetric in general, one can choose to flip arguments in (4); the left population minimizer is then an f-mean of the form \( \nabla G^{-1} \mathbb{E} \nabla G(\cdot) \).

To summarize, k-means clustering operates in disguise on parameters of distributions using distortions that can be understood from both the information geometric (4) and information-theoretic (2) standpoints. Such distributions can naturally be related to a generative process for the observed data and the whole algorithm can also be understood from a Bayesian standpoint (Neal, 2004) where priors and posteriors are modeled with the initial “guess” of an exponential family. All key steps to get the complete characterization consolidate steps (i) to (v), sketched in the introduction.

In the context of clustering, a relevant question is to get this scheme to work beyond its restriction of the “same exponential family” assumption. Alleviating the assumption of the same exponential family is not straightforward: doing so decomposes the KL divergence into a sum of two Bregman divergences, one between the cumulants (Nock et al., 2017, Theorem 24). More important is, in fact, getting above the “exponential family” assumption because the population minimizers – in particular, the average – can suffer from a lack of robustness. Unfortunately, this lack of robustness is to some extent carved into the axiomatic definition of exponential families (Barndorff-Nielsen, 1979, pp 137), (Amari, 2016 Section 2.8.1) and Bregman divergences (Banerjee et al., 2005a).

Natural candidates to rise above exponential families are \( q \)-exponential families and deformed exponential families (Amari 2016; Amari et al., 2012; Naudts, 2011). \( q \)-exponential families essentially replace the \( \exp \) in (1) by a generalization, the \( q \)-exponential:

\[
\exp_q(z) \equiv [1 + (1 - q)z]_+^{1/(1-q)},
\]

with \( [z]_+ = \max \{0, z\} \) and \( q \geq 0 \) (\( q > 0 \)) guarantees the (strict) convexity of the function. Deformed exponential families go further in the generalization by replacing the \( q \)-exponential by a \( \chi \)-exponential for some \( \chi \) positive non-decreasing, where its reciprocal defines the \( \chi \)-logarithm:

\[
\log_{\chi}(z) \equiv \int_1^{z} \frac{1}{\chi(t)} \, dt, \tag{7}
\]

the \( q \)-exponential being derived for \( \chi(z) \equiv z^q \). An escort distribution can be defined, whose density has the general form \( \tilde{p}_\theta(x) \propto \chi(\rho_\theta(x)) \).

It turns out neither \( q \)-exponential nor deformed exponential families allow to generalize the Bregman divergence part in the RHS of (4), see for example Nock et al., 2017, Theorem 3. To get robustness, one previous work departs from both Bregman divergences and exponential families. Liu et al. (2012): in this case, the Bregman divergence, which computes the difference between a convex function and a tangent plane, is replaced by the distance to the projection on a tangent plane, called a total Bregman divergence. A link is established with distributions, but these are substantially different from exponential families as their natural parameters belong to a submanifold defining a curved family of distributions. Our objective is rather to go above exponential families with a sufficient broadening of the Bregman divergence part. Ideally, the divergence part would pave the way for new properties such as improved robustness for clustering, and the distribution part, beyond generalizing exponential families, would include guarantees of “proximity” to exponential families as new properties on the parameters’ side appear. This is important given the ubiquitous nature of exponential families as a tool in ML.

Finally, we also note a recent breakthrough tied to exponential families: instead of an information theoretic / information geometric link as in (4), Janati et al. (2020) establish a regularized optimal transport / information geometric link. However, this was only done for Gaussian measures (not necessarily normalized).

### 3 TEMPERED EXPONENTIAL MEASURES AND CO-DENSITIES

We make extensive use of the \( q \)-exponential function defined in (6), in our context, parameter \( q \) is renamed \( t \) to make a clear distinction of the notations we use. We define the inverse of the \( t \)-exponential (Naudts, 2011):

\[
\log_t(z) \equiv \frac{1}{1-t} \left( z^{1-t} - 1 \right), \quad \left( \lim_{t \to 1} \log_t = \log \right). \tag{8}
\]

We introduce notions of duality using \( t \).

**Definition 3.1.** The dual \( t^* \) of \( t \) is \( t^* = 1/(2-t) \); the dual \( (\exp_t)^* \) of \( \exp_t \) is the perspective transform:

\[
(\exp_t)^*(z) = t^* \exp_{t^*} \left( \frac{z}{t^*} \right). \tag{9}
\]

Last, we define in the same way the dual \( (\log_t)^* \) of \( \log_t \).

We remark that if \( t \in [0,1] \) then \( t^* \in [1/2,1] \). As already outlined in the introduction, we shall make use of unnormalized measures – and by extension, unnormalized densities – when dealing with such objects, a tilde shall indicate it is \textit{not necessarily normalized}. The following gives the first example, where \( \varphi : X \to \mathbb{R}^3 \) denotes a sufficient statistics and \( \tilde{h} \) an expectation parameter (boldfaced are used for vector notations).

\[
\tilde{p}_{t,h} = \left\{ \tilde{p} \bigg| \begin{array}{l}
\mathbb{E}_{\tilde{p}}[\varphi] = \int \varphi(x) \tilde{p}(x) \, dx = h, \\
\int \tilde{p}(x)^{1/t} \, dx = 1, \\
\tilde{p}(x) \geq 0, \forall x \in X.
\end{array} \right\} \tag{10}
\]
denotes a set of unnormalized densities. Following the classical approach, we elicit the element(s) of $\tilde{P}_{\ell|\mathbf{h}}$ whose maximizing a generalized notion of the Tsallis entropy (Capital $\tilde{P}$ denotes the measure of density $\tilde{p}$ wrt $\xi$):

$$H_\ell(\tilde{P}) = - \int \psi_\ell(\tilde{p}(x)) \, d\xi,$$

(11)

$$\psi_\ell(z) = z \log z - \log z - 1 \cdot z.$$

(12)

With Tsallis entropy and replacing in (10) $1/t^*$ by constant $1$, $\tilde{P}_{\ell|\mathbf{h}}$ would cover probability density functions related to $t=q$-exponential families (Naudts, 2004) (in fact, their escorts). The change $1 \rightarrow 1/t^*$ may look cosmetic in the definition but has dramatic consequences in the whole chain of results that leads from $\tilde{P}_{\ell|\mathbf{h}}$ to clustering. The first major difference is that $q$-exponential families do not admit a closed form expression for the cumulant $G$ in (11) (Naudts, 2004, p 12). Our solution does and leads to an elegant generalization of the cumulant function for exponential families. The theorem makes use of a generalization of the subtraction, $\ominus_t$, in the $t$-arithmetic introduced in Nivanen et al. (2003):

$$z \ominus_t x = \frac{z - x}{1 + (1 - t)x}.$$  

(13)

**Theorem 3.2.** For any $t \in [0,1]$ and $\mathbf{h} \in \mathbb{R}^d$, the solution

$$\tilde{p}_{t|\mathbf{h}}(x) = \frac{\exp_t(\theta^\top \varphi(x))}{\exp_t(G_1(\theta))} = \exp_t(\theta^\top \varphi(x) \ominus_t G_t(\theta),$$  

(14)

where

$$G_t(\theta) = (\log_{t^*})^* \int (\exp_{t^*}(\theta^\top \varphi(x))d\xi$$  

(15)

is the (convex) cumulant ensuring the normalization of the dual $\tilde{p}_{t|\mathbf{h}}$; assuming $G_t$ differentiable, the correspondence $\theta = \nabla G_t^{-1}(\mathbf{h})$ also holds and $\theta$ is called a natural parameter.

(Proof in App. Section III) Hereafter, we assume $t \in [0,1]$, which is technically convenient in our context, but note that Theorem 3.2 operates on a wider range of $t < 2$ values. We introduce the nomenclature of tempered exponential measures (TEM) whose (non-normalized) densities are given by (14) and their co-densities (COD) which are the (normalized) “duals” defined by $(\tilde{p}_{t|\mathbf{h}})^{1/t^*}$. Note that since $\lim_{t \to 1}(\log_t)^* = \log$ and $\lim_{t \to 1}(\exp_t)^* = \exp$, the cumulant function $G_t$ in (14) is indeed a generalization of the well-known log partition function $G$ for the standard exponential families, which normalizes the density (1). Such a closed form expression for the cumulant is not known for $q$-exponential families. To properly define TEMs like exponential families (Nielsen and García, 2009), we have to include an eventual carrier measure: we thus let $\kappa(x)$ denote the carrier measure and let a general TEM be defined from the unnormalized density:

$$\tilde{p}_{t|\mathbf{h}}(x) = \exp_t(\theta^\top \varphi(x) \ominus_t G_t(\theta) \ominus_t \kappa(x))$$  

(16)

where $\ominus_t$ was also introduced in Nivanen et al. (2003):

$$z \ominus_t x = z + t + (1 - t)zx.$$  

(17)

In addition to having a cumulant in nice form, TEMs have another key property: the total mass due to $\tilde{p}_{t|\mathbf{h}}, M_t(\theta) = \int \tilde{p}_{t|\mathbf{h}}(x)d\xi$, is also available in an elegant closed form. Hereafter, $G_t^* $ denotes the convex conjugate of $G_t$.

**Lemma 3.3.** $M_t(\theta) = 1 + (1 - t)(G_t^*(\mathbf{h}) - \theta^\top \mathbf{h}).$ If $G_t$ is strictly convex differentiable,

$$M_t(\theta) = 1 + (1 - t)(G_t^*(\mathbf{h})) = \exp_t^{1-t}(-G_t^*(\mathbf{h})).$$  

(18)

**Proof sketch** Surprisingly perhaps, it takes two equations to sketch its proof (more in App, Section II), both expressing $Q = \mathbb{E}_{\tilde{p}_{t|\mathbf{h}}} [\log_t \tilde{p}_{t|\mathbf{h}}]$ in two different ways. First, using the definition of $M_t(\theta)$ and the fact that $\tilde{p}_{t|\mathbf{h}}$ sums to 1, we get $Q = \int \tilde{p}_{t|\mathbf{h}}(1/(1 - t)) \cdot (\tilde{p}_{t|\mathbf{h}}^1(t - 1)d\xi = (1/(1 - t)) \cdot (1 - M_t(\theta))$. Second, using (10) and (14), we also get $Q = \int \tilde{p}_{t|\mathbf{h}}(\theta^\top \varphi - \tilde{p}_{t|\mathbf{h}})^{-1}G_t(\theta)d\xi = \theta^\top \mathbf{h} - G_t(\theta)$. There remains to identify $M_t(\theta)$ from the two expressions for $Q$.

Naturally, we recover $\lim_{t \to 1} M_t(\theta) = 1$ for exponential families. Since the total mass is positive by definition, we get two nontrivial bounds on the cumulant and its convex conjugate: $G_t(\theta) \geq -1/(1 - t) + \theta^\top \mathbf{h}$ and $G_t^*(\mathbf{h}) \leq 1/(1 - t)$, both of which become vacuous when $t \to 1^-$. Table 2 presents a few examples of TEMs and the related parameters useful in our clustering context (see Sections II and III). Hereafter, we assume that $G_t$ is strictly convex and differentiable.

## 4 AN INFORMATION THEORETIC/GEOMETRIC RESULT

TEMs being a generalization of exponential families, one would expect that the key information theoretic / information geometric identity [4] does admit a generalization to our context. We will now show that this indeed is the case. We
Table 2: Functions of key interest related to some TEM families, mentioning the source (Λ), natural (θ) and expectation (̂h) parameters, the cumulant Gt(θ) and its convex dual G∗ t(̂h), the corresponding divergence on natural parameters BGt(θ | θ), and its two population minimizers. Remark that for each of them α* in Lemma 5.2 has a closed form and we obtain two different generalizations of Itakura-Saito divergence with BGt(θ | θ). We let t** = 2/(3 − t*), c1 = \sqrt{\frac{\pi}{2 - t} \left(1 + \frac{1}{t^*}ight)},

5 CLUSTERING AND POPULATION MINIMIZERS

Let \{θ_l\}_{l=1}^m be a training set of parameters endowed with an implicit (e.g., uniform) distribution. We define two losses for the so-called left and right population minimizers:

\begin{align*}
L_l(θ) = \mathbb{E}_l[\text{BG}_t(θ_1 | θ)] \quad \text{and} \quad L_r(θ) = \mathbb{E}_l[\text{BG}_t(θ | θ_1)],
\end{align*}

(22)

where \mathbb{E}_l[\cdot] denotes an average over the training sample. The left and right population minimizers, respectively \(θ_l\) and \(θ_r\), are then defined as

\begin{align*}
θ_l = \arg\min_θ L_l(θ) \quad \text{and} \quad θ_r = \arg\min_θ L_r(θ).
\end{align*}

(23)
Clustering above Exponential Families with Tempered Exponential Measures

clustering in two directions. The first is the elicitation of population minimizers and the second is their robustness to outliers (Amari, 2016; Fujisawa and Eguchi, 2008; Vecchiumi et al., 2010). To evaluate robustness, we add a new element \( \theta_0 \) with weight \( \varepsilon \) in the new loss. The initial loss is scaled by \((1 - \varepsilon) \). The population minimizer is said to be robust to outliers if the new population minimizer satisfies \( \theta_{i,\text{new}} - \theta_{i,\text{old}} = \varepsilon \cdot z(\theta_i) \), where \( z(.) \), the influence function, has bounded norm.

**Population minimizers elicited** We first provide both population minimizers in (23), reminding us we assume \( G \) strictly convex and differentiable. The simplest one is the right population minimizer.

**Lemma 5.1.** The right population minimizer (23) is given by

\[
\theta_t = E_i \left[ \frac{1}{\exp(-G_i(\theta_i))} \cdot \theta_i \right].
\]  

The proof of this Lemma trivially comes from (Banerjee et al., 2005b, Proposition 1), and it also recovers their result for Bregman divergences as \( \lim_{\alpha \to 1} \theta_t = E_i[\theta_i] \). We turn to the left population minimizer and let \( T_\alpha(\theta) = G_i(\theta_i) + \langle \theta - \theta_i \rangle \nabla G_i(\theta_i) \) the value at \( \theta \) of the tangent hyperplane to \( G_i \) at \( \theta_i \). We also let \( N(\theta) = 1 + (1 - t)E_i[T_\alpha(\theta)] \).

**Lemma 5.2.** The critical point of \( L_t(\theta) \) satisfies \( \nabla G_i(\theta_i) = \alpha_* - E_i \nabla G_i(\theta_i) \) for some \( \alpha_* > 0 \). It is the left population minimizer if \( N(\theta_i) > 0 \).

The proof, in App. Section VII also shows that since \( t \geq 1 \),

\[
\alpha_* \in \left[ 1, \min_i \frac{1 + (1 - t)G_i(\theta_i)}{N(\theta_i)} \right],
\]  

which provides a convenient initialization interval for a line search of \( \alpha_* \). Table 2 shows that it is also possible to get the left population minimizer in closed form for specific choices of TEM. One also sees that \( \alpha \geq 1 \) and \( \lim_{\alpha \to 1} \alpha = 1 \), which gives us back the f-mean left population minimizer of Bregman divergences, also noting that \( \lim_{\alpha \to 1} N(\theta) = 1 \) so the condition \( N(\theta) > 0 \) vanishes, and can in fact always be satisfied by choosing \( t \) close enough to 1\(^{\text{[3]}}\) Notice also that the left population minimizer is unique.

**Robustness of population minimizers** We first tackle the right population minimizer: the average is notoriously not robust and so in the case of Bregman divergences, this population minimizer can never be robust, regardless of the divergence. In the case of TEMs, however, the partition function gives a direct handle for robustness as the following simple Lemma shows, \( \| \cdot \| \) being any norm.

**Lemma 5.3.** If \( G_i(\theta) = \Omega(\| \theta \|) \) and \( t \neq 1 \), the right population minimizer (23) is robust.

(proof in App, Section VII) Obviously, this robustness property vanishes as \( t \to 1 \). Since the denominators in (24) are an increasing function of \( \Omega(\| \theta \|) \), one roughly gets that robustness is achieved by picking a “heavy” enough TEM. The case of the left population minimizer is treated in the following Lemma. For any strictly convex \( G \), the “f-mean generated by \( G \)” refers to \( \nabla G^{-1}(E_i[\nabla G(\theta_i)]) \), which is the left population minimizer for exponential families (Banerjee et al., 2005b).

**Lemma 5.4.** Suppose \( G \) strongly convex differentiable. Then the left population minimizer (23) is robust iff the f-mean generated by \( G \) is robust.

(proof in App, Section VII) A technical advantage of this Lemma is that to show the robustness of our left population minimizer, it is necessary and sufficient to investigate that of the f-mean, which can be simple to establish. As an example, the harmonic mean is robust, and it is the left population minimizer associated to the (1D) exponential distribution. In Table 2 for the 1D-tem, one can check that \( \theta_i \) is also robust: suppose \( \theta_i \) is the outlier. When \( \theta_i \to -\infty \), its influence vanishes in \( \theta_i \) and when \( \theta_j \to 0, \theta_i \sim \theta_j \to 0 \), Formal robustness is a binary notion but the experiments shall unveil that improved robustness can also be achieved for \( t < 1 \) when the case \( t = 1 \) is already robust.

Finally, there is an interesting parallel on robustness to be made between the left and right population minimizers. We have seen that the right population minimizer is robust if \( G_i \) is chosen “large enough”. One can remark that \( 1 + (1 - t)G_i(\theta_i) - N(\theta_i) = (1 - t)DG_i(\theta_i) \geq 0, DG_i \) being a Bregman divergence. If \( \theta_i \) is an outlier, it may well be the case that \( (1 + (1 - t)G_i(\theta_i))/N(\theta_i) \) becomes huge, but the right bound in (25) depends on the min of the training sample’s ratios and thus is that of a non-outlier. Thus, picking \( G_i \) to get a robust right population minimizer does not a priori prevent the left population minimizer from being robust as well, a property that cannot hold for exponential, q-exponential or deformed exponential families.

6 EXPERIMENTS

We report experiments on simulated data on four topics related to clustering: (a) the shape of the balls whose associated distortion is \( B_{G_i} \), (b) Voronoi diagrams associated to the cluster centers, (c) robustness, and (d) clustering with or without noise. For (a) through (d), the key parameter used from our theory is the divergence considered (Eq. 20): we focus on the divergence associated to the 1D t-exponential measure in Table 2 which is a generalization of the Itakura-Saito divergence. In a domain of dimension \( > 1 \), the divergence we compute is just a sum of coordinate-wise 1D, scalar divergences, thereby mimicking a separable divergence, which is a common approach in ML. For (d), the clustering algorithm built on top of our distortions follows

---

\(^{\text{[3]}}\)In fact, Lemma 5.3 provided in App shows it is a weak assumption to directly assume \( N(\theta) > 0 \).
we have two types of Voronoi diagrams, a left and a right whose centers are the same among plots. Balls are computed (left center) or more "round" for the right center. Having (20);

Thus, as \( t \) increases, we end up with two curved Voronoi diagrams (Figure 1). Divergences in our case, this does not hold anymore and always affine with convex polyhedral cells for all Bregman divergences (Boissonnat et al., 2010) and those associated with \( B_{\ell^2} \) in (20): the right Voronoi diagram is always affine with convex polyhedral cells for all Bregman divergences. In our case, this does not hold anymore and thus, we end up with two curved Voronoi diagrams (Figure 2).

**Information-geometric Balls**  An important question for clustering, especially when it comes to generalizing approaches based on Bregman divergences, is the shape of the corresponding information-geometric balls. Such balls are defined by a radius, a distortion and a center, generalizing the classical Euclidean balls whose distortion, the squared Euclidean distance, is a particular case of the Mahalanobis divergence. Generalized to Bregman divergences, the balls can adopt a variety of shapes, even becoming eventually non-convex when the center is on the left position of the Bregman divergence (Nock et al., 2008). In our case, Figure 1 shows examples of balls for the 1D \( t \)-exponential TEM, thus generalizing the Itakura-Saito balls (they appear for \( t = 1 \)). One can remark that extending \( t < 1 \) allows for more “extreme” shapes, where balls are more “flattened”, in particular when they are close to the quadrant’s border (left center) or more “round” for the right center. Having increased diversity in ball shapes is good for clustering.

**Voronoi diagrams**  An important structure for clustering is the Voronoi diagrams that partition the space in cells associated to a training data point being the closest center. Since the information geometric divergences (Bregman divergences or our \( B_{G_t} \) in (20)) are not symmetric in general, we have two types of Voronoi diagrams, a left and a right one depending on whether the cell’s center is put in the left or right position in the corresponding divergence. There is a big difference between Voronoi diagrams associated to Bregman divergences (Boissonnat et al. 2010) and those associated with \( B_{G_t} \) in (20): the right Voronoi diagram is always affine with convex polyhedral cells for all Bregman divergences. In our case, this does not hold anymore and thus, we end up with two curved Voronoi diagrams (Figure 2).

**Robustness**  To analyze whether we can indeed observe improved robustness for \( t \neq 1 \) vs. \( t = 1 \), we have used the 1D \( t \)-exponential’s left population minimizer. It is an interesting case because for \( t = 1 \), the divergence is Itakura-Saito divergence and its left population minimizer, the harmonic mean, is robust to outliers (See Section 5). Whether we can get improved robustness for \( t \neq 1 \) is displayed in Figure 3. Here, we choose a point close to the average, that we associate with a very heavy weight and then move away progressively the point by a constant vector in \( \mathbb{R}^2 \). The resulting trajectory of the outlier, in green, is picked at random. We then compute the trajectory of the population minimizer, in blue. One can observe that for \( t = 1 \), the center moves away with a segment length slowly decreasing, whereas, for \( t = 0 \), this length quickly decreases as the outlier moves far away, displaying improved robustness. Note that the robustness for \( t = 1 \) appears more clearly for a displacement of the outlier further away, which is not shown to keep the pictures readable. Another interesting phenomenon appears, not just from the standpoint of the distance of the new center to its original position, but also from the standpoint of the
We finally compute the average of those distances and report we test whether improved robustness can be translated to 5000 (we call these “true clusters that are split”). We do not use a $k$ (sometimes, clustering comes up with less than 2). When there is noise, we generate it uniformly (computing centers, reallocating points to clusters), and before and after max displacement): one can check that this resulting cluster center (in blue, see text for details).

angle to its original position, as measured by a cone whose half lines cross the origin and go through the two centers (before and after max displacement): one can check that this angle is smaller for the $t = 0$ case. Equivalently, for $t = 1$, the center is not just dragged away according to a distance that is larger than for $t = 0$: it also follows more closely the trajectory of the outlier compared to $t = 0$.

Clustering with and without noise In this experiment, we test whether improved robustness can be translated to a better handling of noise. We treat noise as follows. We generate a fixed number of $k$ clusters (and keep this value for clustering). The clusters are generated by uniform sampling 200 points in a $B_F$-ball whose on-screen pixel radius is fixed. A point close to the left population minimizer is chosen and treated as an outlier (green), with weight $5000 \times$ that of non-outliers. We then move away the outlier with a fixed step size (in green) and compute the resulting cluster center (in blue, see text for details).

$\theta_q \in \{0, 1\}$. For example, the left population average of the 1D $t$-exponential $\text{TEM}$ in Table 2 is monotonic and idempotent but does not meet the bounding constraint. Relaxing the constraints of the population minimizers outside those met by traditional means is not a bad thing, as ultimately the properties of a population minimizer depend on the distortion it is supposed to minimize in expectation. Also, as exemplified by our experiments, relaxing those properties can be beneficial. Ultimately, it can be a design choice to consider or tune $\text{ex ante}$: for example, assuming $t \in [0, 1]$, one needs $G_t(\min, \theta_i) \leq 0, G_t(\max, \theta_i) \geq 0$ to get bounding. One also has to keep in mind that clustering faces substantial impediments in terms of design choices (Kleinberg, 2002). Third, our experiments have made use of simple random (Forgy) initialization for the cluster centers. A better initialization with guarantees has been designed for clustering with Gaussians (Arthur and Vassilvitskii, 2007), extended to exponential families (Nock et al., 2008), and even to distortion classes without closed form for the population minimizers (Nielsen and Nock, 2015). Applying it to our setting is a promising direction.

Second, as we noted in Section 2, some previous work related to robust clustering has also put a focus on links with distributions, departing from both Bregman divergences and exponential families (Liu et al., 2012; Vemuri et al., 2010). In our case, our generalizations of exponential families to TEMs, which allows for improved robustness as $t \neq 1$, still
come with a guarantee of “closeness” to exponential families. We provide a proof on a key parameter, the cumulant \[ E \theta \], and show that one can always come “as close as desired” to the exponential family case with \( t \neq 1 \). Such a result is relevant not just to numerical analysis at large: the cumulant is indeed the ID of a family of distributions in exponential families and it is not available in closed form for classical generalizations of exponential families that are \( q \)-exponential families or deformed exponential families. We let \( \Theta \) denote the (open) set of natural parameters.

**Theorem 7.1.** \( \forall \theta \in \Theta, \forall \varepsilon > 0, \exists t < 1 : |G_t(\theta) - G_1(\theta)| < \varepsilon. \)

(Proof in App, Section VIII) As a consequence, we also get continuity in the neighborhood of the exponential family’s case of the total mass of the TEM (Lemma 3.3) and of the convex conjugate of the cumulant.

Last, from a more general standpoint on TEMs, our general approach may seem close to the design of \( q \)-exponential families and even deformed exponential families – the knowledgeable reader will notice that our CODs technically look similar to escort distributions in the way we design them through (10), despite a normalization which belongs to the *divisive* normalization of distribution rather than the subtractive normalization of \( q \)-exponential families and deformed exponential families (Zhang and Wong 2022). Classical escort distributions, however, appear independently of the \( q \)-exponential families or deformed exponential families: they do not belong to their axiomatization. In our case, they do, and the fact that we chose to somehow “mix” TEM and COD in the axiomatization of the TEM, by constraining the normalization of the COD, seems to yield technical conveniences not known for \( q \)-exponential families or even deformed exponential families, the first of which is the elegant closed form of the cumulant in (15). Beyond such technical conveniences appear some concrete advantages for clustering. Given the ubiquity of exponential families and Bregman divergences in ML, those advantages could bear fruitful applications in other ML areas.

### 8 Conclusion

In this paper, we introduce a new generalization of exponential families named tempered exponential measures, whose constrained maximum entropy design involves normalizing a dual instead of the measure itself as in the state-of-the-art generalization of exponential families (\( q \)-exponential families and deformed exponential families). Tempered exponential measures provide a generalization of Bregman divergences in the parameter space, which allows designing clustering with improved robustness properties compared to the classical \( k \)-means extended to exponential, \( q \)-exponential, or deformed exponential families.

Given the wide footprint of exponential families and Bregman divergences in ML and the fact that tempered exponential measures also provide new and general technical conveniences beyond the realm of clustering, more ML applications of this new tool are expected, as well as additional technical insights relevant to ML such as the information geometry of the parameter space.
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Page 23
I Cheatsheet for \(t\)-functions, \(t\)-algebra and related functions

**\(t\)-algebra** Following [Nivanen et al. (2003)](#), we define

\[
\begin{align*}
    x \odot_{t} y &= \log_t(\exp_t(x) \exp_t(y)) = x + y + (1 - t)xy, \\
    x \oslash_{t} y &= \log_t(\exp_t(x) / \exp_t(y)) = \frac{x - y}{1 + (1 - t)y}, \\
    x \otimes_{t} y &= \exp_t(\log_t(x) + \log_t(y)) = (x^{1-t} + y^{1-t} - 1)_{+}^{1/t \\ exp} \text{ if } x, y \geq 0 \text{ else undefined,} \\
    x \oslash_{t} y &= \exp_t(\log_t(x) - \log_t(y)) = (x^{1-t} - y^{1-t} + 1)_{+}^{1/t \\ exp} \text{ if } x, y \geq 0 \text{ else undefined.}
\end{align*}
\]

**\(t\)-functions** \(\log_t\) and \(\exp_t\) satisfy

\[
\begin{align*}
    \log_t'(z) &= z^{-t}, \\
    \exp_t'(z) &= \exp_t(z), \\
    (\log_t)^*(z) &= \left(\frac{z}{t^*}ight)^{-t^*}, \\
    (\exp_t)^*(z) &= \exp_t(z).
\end{align*}
\]

For non-negative scalars \(x, y \geq 0\), we also have

\[
\begin{align*}
    \log_t xy &= \log_t x + x^{1-t} \log_t y, \\
    \log_t \frac{x}{y} &= \log_t x - (\frac{x}{y})^{1-t} \log_t y.
\end{align*}
\]

**General properties** The \(t\)-functions and \(t\)-algebra have the interesting property that properties of the \(t = 1\) functions transfer modulo the general rule that “classical arithmetic outside the function becomes \(t\)-arithmetic inside and vice-versa”. For example:

\[
\begin{align*}
    \frac{\exp_t(x)}{\exp_t(y)} &= \exp_t(x \oslash_{t} y), \\
    \exp_t(x) \oslash_{t} \exp_t(y) &= \exp_t(x - y).
\end{align*}
\]

The \(t\)-functions also satisfy

\[
\begin{align*}
    \exp_{\frac{1}{t^*}}(z) &= \frac{1}{\exp_t(-z)}, \\
    \log_{\frac{1}{t^*}} z &= -\log_t \frac{1}{z}.
\end{align*}
\]

\((\exp_t)^*(z)\) and \((\log_t)^*(z)\) are inverses of each other.

II Proof of Theorem 3.2

We first show the expression of \(\hat{p}_{t|\theta}\) (in the scalar case for natural parameters for readability); the proof is a generalization of the proof for the exponential family (See, e.g., [Duchi (2021)](#)). We first consider the case where \(\hat{p}_{t|\theta} = [\hat{p}_{t|\theta}(x)]_{x \in X}\) is a finite-dimensional vector. The solution to this problem can be obtained by introducing Lagrange multipliers \(\theta \in \mathbb{R}, \lambda \in \mathbb{R}, \nu \geq 0\) to enforce the constraints

\[
\hat{p}_{t|\theta}(x) = \arg\min_{\hat{p}} \left\{ -H_t(\hat{p}) - \theta \left( \int x \hat{p}(x) \, d\xi(x) - \mu \right) \\
+ \lambda \left( \int \hat{p}(x)^{2-t} \, d\xi(x) - 1 \right) - \nu \hat{p}(x) \right\},
\]

where \(H_t\) is Tsallis’ entropy, defined in (11) (main file). Setting the functional derivative with respect to \(p(x)\) to zero yields

\[
\log_t \hat{p}(x) - \theta x + \lambda' \hat{p}(x)^{1-t} - \nu = 0,
\]
with $\lambda' = (2 - t) \lambda$. Expanding the definition of $\log_t$, we can rewrite the equation as

$$(1 + (1-t)\lambda') \hat{p}(x) \hat{y} = 1 + (1-t) \theta x + \nu'.$$

By the KKT conditions, $\nu' = (1-t) \nu$ is zero iff $1 + (1-t) \theta x \geq 0$. We remark that for this to hold, we need $1 + (1-t) \lambda' \geq 0$.

We suppose it holds and then we will check that it does indeed hold. Using the definition of $\exp_t$, the equation becomes

$$\exp_t \lambda' \hat{p}(x) = \exp_t (\theta x),$$

which is thus the general form of a TEM. Denoting $\lambda'$ by $G_t(\theta)$ yields the form of Eq. (14). Next, we show that the solution holds for any event space $\mathcal{X}$. For $\psi_t \equiv z \log t z - \log_t -1 z$ (originally defined in Amid et al. [2019]), we let

$$D_{\psi_t}(u,v) = u \log_t u - u \log_t v - \log_{t-1} u + \log_{t-1} v$$

denote the (scalar) Bregman divergence induced by $\psi_t$ and by extension

$$D_{\psi_t}(\tilde{P}, \tilde{Q}) = \int D_{\psi_t}(\hat{p}(x), \hat{q}(x)) dx.$$

Consider any $\tilde{P} \in \tilde{P}_{t,h}$ with unnormalized density $\hat{p}(x)$. We have

$$H_t(\tilde{P}) = -\int_{\mathcal{X}} \psi_t(\hat{p}(x)) dx$$

By adding and subtracting $G_t(\theta)$ and refactoring the terms, we have

$$H_t(\tilde{P}) = -D_{\psi_t}(\tilde{P}, \tilde{P}_{t,\theta}) (1 + (1-t)G_t(\theta)) - (\theta h - G_t(\theta))$$

where we use the fact that $E_{\tilde{P}}[\varphi(x)] = E_{\tilde{P}_{t,\theta}}[\varphi(x)] = \bar{h}$ and $G_t(\theta) \geq -1/(1-t)$ by the fact that (40), the denomination $\lambda' = G_t(\theta)$ and the normalization constraint of the dual COD, we obtain

$$G_t(\theta) = \log_t \left( \int \exp_t (\theta \varphi(x))^{2-t} dx \right)^{\frac{1}{2-t}} = (\log_t)^* \left( \int \exp_t (\theta \varphi(x)) dx \right),$$

which since $\log_t (z) \geq -1/(1-t)$, shows $G_t(\theta) \geq -1/(1-t)$ and confirms $1 + (1-t)\lambda' \geq 0$.

To finish up, we check that

$$\frac{\partial G_t(\theta)}{\partial \theta} = \left( \frac{\int \exp_t (\theta \varphi(x)) dx}{t^*} \right)^{-t^*} \cdot \int \varphi(x) \exp_t (\theta \varphi(x)) dx = \left( \frac{\int \exp_t (\theta \varphi(x)) dx}{t^*} \right)^{-t^*} \cdot \exp_t G_t(\theta) \cdot \bar{h}$$

as claimed. To show convexity of $G_t$, let us consider the more general case of $\theta \in \mathbb{R}^d$ and define the score function as

$$s_{t, \theta}(x) = \nabla \log_t \tilde{p}_{t, \theta}(x) = \frac{1}{\exp_t (G_t(\theta))^{1-t}} \left( \varphi(x) - \tilde{p}_{t, \theta}(x)^{1-t} \nabla G_t(\theta) \right).$$

We then have

$$\nabla^2 G_t(\theta) = \frac{1}{\exp_t (G_t(\theta))^{1-t}} \left( \int \varphi(x) \varphi(x)^T \tilde{p}_{t, \theta}(x)^T dx - \nabla G_t(\theta) \nabla G_t(\theta)^T \right)$$

which concludes the proof.
III Proof of Lemma 3.3

We get the result using the log entropy with two different derivations,

\[
\mathbb{E}_{\hat{P}_{t|\theta}} \left[ \log \hat{P}_{t|\theta} \right] = \int \hat{p}_{t|\theta} \left( \frac{1}{1-t} \left( \hat{p}_{t|\theta}^{1-t} - 1 \right) \right) \, d\xi = \frac{1}{1-t} \left( 1 - M_t(\theta) \right)
\]

and we identify the right-hand sides to get the statement of the Lemma. In the upmost derivation, we use the definition of \( M_t(\theta) \) and the fact that \( \hat{p}_{t|\theta}^{1-t} \) sums to 1. In the bottommost derivation, we use the expression in (13) (main file) to identify the terms between the integrals and then simplify. We get \( M_t(\theta) = 1 + (1-t)(G_t(\theta) - \theta^\top h) \). If \( G_t \) is strictly convex differentiable, since by the relationship \( \theta = \nabla G_t^{-1}(h) \) and convex duality, \( G_t^*(h) = \theta^\top h - G_t(\theta) \).

**Remark A.** The non-negativity of the total mass \( M_t \) gives us a non-trivial lowerbound for \( G_t \) and upperbound for \( G_t^* \):

\[
G_t(\theta) \geq \frac{1}{1-t} + \theta^\top h, \quad (51)
\]

\[
G_t^*(h) \leq \frac{1}{1-t}, \quad (52)
\]

both of which become vacuous when \( t \to 1 \).

IV Proof of Theorem 4.1

Using the \( t \)-algebra and the definition of \( F_t \) in (19) (main file), we first get an integral-free expression:

\[
F_t(\hat{P}_{t|\theta} \| \hat{P}_{t|\theta}) = \int f \left( d\hat{p}_{t|\theta} \otimes_t d\hat{p}_{t|\theta} \right) d\hat{p}_{t|\theta}
\]

and we then simplify the last expression using Lemma 3.3

\[
\frac{\theta^\top \mu - M_t(\theta)G_t(\theta)}{1 + (1-t)G_t(\theta)} - \frac{\theta^\top \mu - M_t(\theta)G_t^*(\hat{\theta})}{1 + (1-t)G_t^*(\hat{\theta})}
\]

which yields the statement of the Theorem.

**Remark A.** We remark that \( F_t(\hat{P}_{t|\theta} \| \hat{P}_{t|\theta}) \) is also equal to the Bregman divergence \( D_{\phi_t}(\hat{P}_{t|\theta} \| \hat{P}_{t|\theta}) \), a connection also known to hold for exponential families’ analysis where the KL divergence is both an \( f \)-divergence and a Bregman divergence.
V Proof of Lemma 5.2

Recall that \(T_i(\theta) = \nabla G_i(\theta_i) + (\theta - \theta_i)^\top \nabla G_i(\theta_i)\) the value at \(\theta\) of the tangent hyperplane to \(G_i\) at \(\theta_i\). Denote for shot
\[
\begin{align*}
N(\theta) &= 1 + (1-t)E_i[T_i(\theta)], \\
D(\theta) &= 1 + (1-t)G_i(\theta).
\end{align*}
\]

We then obtain the loss for the left population minimizer:
\[
L_i(\theta) = \frac{1}{1-t} \cdot \left(1 - \frac{N(D)}{D} \right),
\]

which immediately yields:

**Lemma A.** \(\theta\) is a critical point of \(L_i(\theta)\) iff:
\[
N(\theta) \cdot \nabla D(\theta) = D(\theta) \cdot \nabla N(\theta).
\]

**Lemma B.** Suppose \(\exists\ i : M_i(\theta_i) > 0\) and \(G_i\) is strictly convex or strictly concave. Then any critical point of \(L_i(\theta)\) has \(N(\theta) \neq 0\).

**Proof.** Suppose otherwise. Note that unless we are in the degenerate case where all \(\theta_i\) are equal, \(D(\theta) > N(\theta)\) from the strict convexity of \(G\) (we recall that \(N(\theta)\) is the expected value of all tangent hyperplanes at all \(\theta_i\); s., at \(\theta\), which thus sits strictly below the function). So Lemma A implies \(\nabla N(\theta) = 0\), which, after developing, is in fact
\[
E_i \nabla G_i(\theta_i) = 0,
\]

In addition to being a critical point, the condition \(N(\theta) \neq 0\) yields \(E_i[T_i(\theta)] = -1/(1-t)\). Using the definition of \(T_i\) and simplifying with \(E_i \nabla G_i(\theta_j) = 0\) then reveals
\[
E_i[G_i(\theta_i) + (\theta - \theta_i)^\top \nabla G_i(\theta_i)] = E_i[G_i(\theta_i) - \theta_i^\top \nabla G_i(\theta_i)] = -\frac{1}{1-t},
\]

which, using Lemma 3.3 (main file) reveals that the population for which \(\theta\) is a minimizer necessarily has
\[
E_i[M_i(\theta_i)] = 1 + (1-t)E_i[G_i(\theta_i) - \theta_i^\top \nabla G_i(\theta_i)] = 1 - 1 = 0.
\]

Since \(M_1\) is non-negative, this leads to a contradiction with the assumption of the Lemma.

The question is then whether such a critical point can be a population minimizer, and even more, if it is unique. Answering the first question comes from the Hessian of the loss.

**Lemma C.** Removing the argument \(\theta\) for readability, we have:
\[
HL_i = \frac{1-t}{D^2} \cdot (\nabla E_i[T_i] \nabla G_i + \nabla G_i \nabla E_i[T_i]) - \frac{2(1-t)N}{D^3} \cdot \nabla G_i \nabla G_i + \frac{N}{D^2} \cdot H G_i.
\]

**Proof.** Denote for short \(\delta_{ij} = [\nabla G_i(\theta_i)]_j\) and \(\nabla_j \Delta = [\nabla G_i(\theta)]_j\). We check that we have \((\partial/\partial \theta_j')E_i[T_i] = \Delta_{ak}\), so we have
\[
\frac{\partial}{\partial \theta_j'} \left[ \nabla \theta L_i \right]_k = \frac{1}{(1-t)(1-t)G_i(\theta)} \cdot \nabla_k \Delta - \frac{1}{(1-t)G_i(\theta)} \nabla_k \Delta_{ik}
\]

\[
= \frac{1}{(1-t)(1-t)G_i(\theta)} \cdot \nabla_k \Delta - \frac{1}{(1-t)G_i(\theta)} \nabla_k \Delta_{ik}
\]

\[
= \frac{1}{(1-t)(1-t)G_i(\theta)} \cdot \nabla_k \Delta - \frac{1}{(1-t)G_i(\theta)} \nabla_k \Delta_{ik}
\]

\[
= \frac{1}{(1-t)(1-t)G_i(\theta)} \cdot \nabla_k \Delta - \frac{1}{(1-t)G_i(\theta)} \nabla_k \Delta_{ik}
\]

noting our convention yields \(\nabla_{kj} = [H G_i]_{jk}\), we get the statement of the Lemma.

\[\text{If strictly concave, } D(\theta) < N(\theta), \text{ which yields to the same result.}\]
We note from (63) that \( \alpha \) is equivalent, after simplification, to

\[
\text{(59) and (60) bring:}
\]

\[
\text{which provides a convenient upperbound which, in addition to the fact that}
\]

\[
\text{it is opposed, meaning convex\leftrightarrow\concave, otherwise.}
\]

**Proof.** Using Lemma A (58) simplifies to

\[
HL_1 = \frac{(1-t)N}{D^3} \cdot (\nabla G_t \nabla G_t^T + \nabla G_t \nabla G_t^T) - 2(1-t)N \cdot \nabla G_t \nabla G_t^T + \frac{N}{D^2} \cdot HG_t
\]

yielding the statement of the Lemma.

Hence, if \( N \geq 0 \), all critical points are population minimizers. In the next Lemma, we show a condition for unicity.

**Lemma E.** Suppose \( G_t \) is strictly convex. Any optimum of \( L_t \) is unique.

**Proof.** Let us consider any two such minimizers \( \theta', \theta'' \). We thus have simultaneously from Lemma A

\[
N(\theta') \cdot \nabla D(\theta') = D(\theta') \cdot \nabla N(\theta') = (1-t)D(\theta') \cdot \mathbb{E}_i \nabla G_t(\theta_i),
\]

\[
N(\theta'') \cdot \nabla D(\theta'') = D(\theta'') \cdot \nabla N(\theta'') = (1-t)D(\theta'') \cdot \mathbb{E}_i \nabla G_t(\theta_i),
\]

\[
\frac{D(\theta') - 1}{1-t} - \frac{N(\theta') - 1}{1-t} = L_t(\theta') = L_t(\theta'') = \frac{D(\theta'') - 1}{1-t} - \frac{N(\theta'') - 1}{1-t}.
\]

We note (61) is equivalent, after simplification, to

\[
\frac{N(\theta')}{D(\theta')} = \frac{N(\theta'')}{D(\theta'')},
\]

Also, (59) and (60) bring:

\[
\frac{N(\theta')}{D(\theta')} \cdot \frac{\partial D(\theta)}{\partial \theta_i} \bigg|_{\theta = \theta'} = \frac{N(\theta'')}{D(\theta'')} \cdot \frac{\partial D(\theta)}{\partial \theta_i} \bigg|_{\theta = \theta''}, \forall i \in [d],
\]

and thus simplifies with (62) to

\[
\frac{\partial D(\theta)}{\partial \theta_i} \bigg|_{\theta = \theta'} = \frac{\partial D(\theta)}{\partial \theta_i} \bigg|_{\theta = \theta''}, \forall i \in [d],
\]

or in gradient form after using the definition of \( D \) and simplifying,

\[
\nabla G_t(\theta') = \nabla G_t(\theta''),
\]

but since \( G_t \) is strictly convex, \( \nabla G_t \) is bijective and this implies \( \theta' = \theta'' \), and completes the proof of the Lemma.

Folding together all Lemmata, we get that if \( G_t \) is strictly convex, \( \theta \) is the unique left population minimizer if \( \nabla L_t(\theta) = 0 \) and \( N(\theta) > 0 \). (56) can be reformulated as:

\[
\nabla G_t(\theta) = \frac{D(\theta)}{N(\theta)} \cdot \mathbb{E}_i \nabla G_t(\theta_i),
\]

Now, define function \( \alpha \):

\[
\alpha(\theta) = \frac{D(\theta)}{N(\theta)}.
\]

We note from (63) that \( \alpha_* = \alpha(\theta_i) \) and we also note from (55) that we also have

\[
L_t(\theta) = \frac{1}{1-t} \cdot \left( 1 - \frac{1}{\alpha(\theta)} \right),
\]

so we conclude, if \( t \leq 1 \),

\[
\alpha_* \leq \min_i \alpha(\theta_i),
\]

which provides a convenient upperbound which, in addition to the fact that \( \alpha_* \geq 1 \), provides a convenient initialization interval for a line search of \( \alpha_* \).
VI Proof of Lemma 5.3

We recall the right population minimizer:

\[ \theta_r^{\text{old}} = \mathbb{E}_i \left[ \frac{1}{1 + (1 - t)G_t(\theta_r')} \cdot \theta_i \right]. \] (67)

If we add a new point \( \theta_n \) with a weight \( \varepsilon \) and downweight the other points’ weights proportionally, the new right population minimizer is

\[ \theta_r^{\text{new}} = (1 - \varepsilon) \cdot \theta_r^{\text{old}} + \varepsilon \cdot \frac{1}{1 + (1 - t)G_t(\theta_n')} \cdot \theta_n, \] (68)

and so

\[ \theta_r^{\text{new}} - \theta_r^{\text{old}} = \varepsilon \cdot \frac{1}{1 + (1 - t)G_t(\theta_n')} \cdot (\theta_n - \theta_r^{\text{old}}), \] (69)

and so if \( G_t(\theta_r') = \Omega(\|\theta_n\|) \), \( \|z(\theta_n)\| \leq (1/(1 + (1 - t)G_t(\theta_n')) \cdot \|\theta_n\| + \|\theta_r^{\text{old}}\| = O(1) \) and the right population minimizer is robust.

VII Proof of Lemma 5.4

Denote for short

\[ \theta_1^{\text{old}} \triangleq \arg \min_{\theta} L(\theta) = \mathbb{E}_i \left[ D_{G_t}(\theta_i' \| \theta) \right] \] (70)

\[ \theta_1^{\text{new}} \triangleq \arg \min_{\theta} L^\varepsilon(\theta) = \frac{(1 - \varepsilon) \mathbb{E}_i \left[ D_{G_t}(\theta_i' \| \theta) \right] + \varepsilon D_{G_t}(\theta_n' \| \theta_n)}{1 + (1 - t)G_t(\theta)}. \] (71)

Also, we let \( \nabla \approx (1 - \varepsilon) \cdot \nabla G_t(\theta_1^{\text{old}}) + \varepsilon \cdot \nabla G_t(\theta_n') \) and \( \mathbb{E}(\theta) \triangleq \mathbb{E}_i \left[ T_i(\theta) \right], \mathbb{E}_\varepsilon(\theta) \triangleq (1 - \varepsilon) \mathbb{E}(\theta) + \varepsilon \mathbb{T}_n(\theta) \), where by extension \( \mathbb{T}_n(\theta) \triangleq \mathbb{G}_t(\theta_n') + (\theta - \theta_n')^\top \nabla G_t(\theta_n'). \) We also use the following Taylor expansion:

(A) \( \nabla G_t(\theta_1^{\text{new}}) - \nabla G_t(\theta_1^{\text{old}}) = \mathbb{H}_t(\theta_1^{\text{new}} - \theta_1^{\text{old}}) \triangleq \varepsilon \mathbb{H}_t z_\varepsilon(\theta_n'), \) where \( \mathbb{H}_t \) is a value of the Hessian of \( G_t. \)

Finally, we note

\[ \nabla L^\varepsilon(\theta) = \frac{1}{1 + (1 - t)G_t(\theta)} \cdot (1 + (1 - t)\mathbb{E}_\varepsilon(\theta)) \cdot \nabla G_t(\theta) \cdot (1 + (1 - t)G_t(\theta)) \cdot \nabla z. \] (72)

Using the definition of \( \theta_1^{\text{new}} \) and (A), we get to:

\[ 0 = (1 + (1 - t)G_t(\theta_1^{\text{new}}))^2 \cdot \nabla L^\varepsilon(\theta_1^{\text{new}}) \]
\[ = ((1 + (1 - t\mathbb{E}_\varepsilon(\theta_1^{\text{new}})) \cdot \nabla G_t(\theta_1^{\text{new}}) - (1 + (1 - t)G_t(\theta_1^{\text{new}})) \cdot \nabla z) \]
\[ = ((1 + (1 - t\mathbb{E}_\varepsilon(\theta_1^{\text{new}})) \cdot (\nabla G_t(\theta_1^{\text{old}}) + \varepsilon \mathbb{H}_t z_\varepsilon(\theta_n')) - (1 + (1 - t)G_t(\theta_1^{\text{new}})) \cdot \nabla z). \] (73)

We get the relationship satisfied by the influence function:

\[ z_\varepsilon(\theta_n') = \frac{1}{\varepsilon} \cdot \mathbb{H}_t^{-1} \left( \frac{1 + (1 - t)G_t(\theta_1^{\text{new}})}{1 + (1 - t)\mathbb{E}_\varepsilon(\theta_1^{\text{new}})} \cdot \nabla z - \nabla G_t(\theta_1^{\text{old}}) \right) \]
\[ = \mathbb{H}_t^{-1} \left( \frac{1 + (1 - t)G_t(\theta_1^{\text{new}})}{1 + (1 - t)\mathbb{E}_\varepsilon(\theta_1^{\text{new}})} \cdot \nabla G_t(\theta_n') + \left( \frac{1 - \varepsilon}{\varepsilon} \cdot \frac{1 + (1 - t)G_t(\theta_1^{\text{new}})}{1 + (1 - t)\mathbb{E}_\varepsilon(\theta_1^{\text{new}})} - 1 \right) \cdot \nabla G_t(\theta_1^{\text{old}}) \right) \]
\[ = \mathbb{H}_t^{-1} \left( \alpha(\theta_1^{\text{new}}) \cdot \nabla G_t(\theta_n') + \left( \frac{1 - \varepsilon}{\varepsilon} \cdot \alpha(\theta_1^{\text{new}}) - 1 \right) \cdot \nabla G_t(\theta_1^{\text{old}}) \right). \] (74)
We proceed in three steps.

We know from (66) that \( \alpha(\theta^*) \) cannot diverge as a function of the outlier \( \theta^* \), so we end up with

\[
z_i(\theta^*) = Q \cdot H_i^{-1} \nabla G_i(\theta^*) + H_i^{-1} v,
\]

where \( Q \ll \|v\| \ll \infty \). If we compute the \( f \)-mean for \( G_i \) and its influence function, then we get this time:

\[
z_1(\theta^*) = \frac{1}{\varepsilon} H_1^{-1} \nabla \varepsilon
\]

\[
= H_1^{-1} \left( \nabla G_1(\theta^*) + \frac{1}{\varepsilon} \mathbb{E}_i[\nabla G_1(\theta_i)] \right)
\]

\[
= H_1^{-1} \nabla G_1(\theta^*) + H_1^{-1} v_1.
\]

where \( \|v_1\| \ll \infty \). We see that \( z_i \) has bounded norm iff \( z_1 \) does so, which proves the statement of the Lemma.

**Remark A.** The strong convexity argument is here just to handle the influence of the Hessian via its minimal eigenvalue in (75) and (78). We could add (realistic) assumptions on the training sample’s domain to replace the strong convexity argument by strict convexity.

### VIII Proof of Theorem 7.1

We proceed in three steps.

**Step 1:** \( \forall \theta, \forall \varepsilon > 0, \exists t < 1 : G_t(\theta) \geq G_1(\theta) - \varepsilon \). We rely on the inequalities\(^5\)

\[
\forall t \in [0,1], \forall z \geq 0, \log(z) \leq (\log_*)^*(z), \tag{79}
\]

\[
\exists a, b \in \mathbb{R} \text{ s.t. } \forall t \in [0,1], \forall z \in \mathbb{R}, (1 - (1-t)g_a, b(z))_+ \exp(z) \leq (\exp_*)^*(z), \tag{80}
\]

where \( g_{a,b}(z) = az^2 - bz + 1 \). From (79) and (80), we get the inequalities in:

\[
G_t(\theta) = (\log_*)^* \left( \exp_*)^* \left( \theta^T \varphi \right) \right) d\xi
\]

\[
\geq \log \left( \exp_*)^* \left( \theta^T \varphi \right) \right) d\xi
\]

\[
\geq \log \left( \exp_1^{-1} \left( -a(\theta^T \varphi)^2 + b(\theta^T \varphi) - 1 \right) \exp \left( \theta^T \varphi \right) \right) d\xi
\]

\[
= \log \left[ t + (1-t) \left( -a(\theta^T \varphi)^2 + b(\theta^T \varphi) \right) \right]_+ \exp \left( \theta^T \varphi - G_1(\theta) \right) d\xi
\]

\[
= G_1(\theta) + \log \left[ t + (1-t) \left( -a(\theta^T \varphi)^2 + b(\theta^T \varphi) \right) \right]_+ \exp \left( \theta^T \varphi - G_1(\theta) \right) d\xi
\]

\[
= G_1(\theta) + \log Q_t(\theta), \tag{81}
\]

with \( Q_t(\theta) = \mathbb{E}_1 \left[ f_t(\theta^T \varphi) \right] \) (\( \mathbb{E}_1 \) indicating the expectation for \( t = 1 \), i.e., the exponential family) and

\[
f_t(z) = \left[ t + (1-t) \cdot z \cdot (b - az) \right]_+ \tag{82}
\]

Since \( f_t \) does not take negative values, for any \( 0 \leq \delta < 1 \), if we let \( \mathcal{X}_\delta = \{ x : f_t(\theta^T \varphi(x)) \geq \delta \} \), then we have, for \( \mu_1 \) the probability measure associated to \( t = 1 \),

\[
Q_1(\theta) \geq \delta \cdot \mu_1(\mathcal{X}_\delta). \tag{83}
\]

Also, for any \( a, b, z \in \mathbb{R}, f_1(z) = 1 \) and \( f_t(z) \) is continuous in \( t \) and \( z \) so

\[
\forall z_\delta > 0, \forall 0 \leq \delta < 1, \exists t < 1 \text{ s.t. } f_t([-z_\delta, z_\delta]) \subseteq [\delta, +\infty),
\]

\(^5\)The proofs, at the end of the proof of Theorem 7.1 elicit \( a, b \).
We then check that we can simultaneously get

$$\forall \theta, \forall \varepsilon > 0, \exists t < 1 : G_t(\theta) \geq G_1(\theta) - \varepsilon,$$

i.e., we have completed the proof of Step 1.

**Step 2:** \(\forall \theta, \forall \varepsilon > 0, \exists t < 1 : G_t(\theta) \leq G_1(\theta) + \varepsilon\). We rely on the inequalities

$$\forall t \in [0, 1], \forall z \geq 0, (\log_2)^*(z) \leq \log(z) - u(t)z + v(t)(1 + \log^2 z + (z - 1)^2), \tag{85}$$

$$\exp_\epsilon^*(z) \leq \exp(z), \forall t \leq 1, \forall z \in \mathbb{R}, \tag{86}$$

where \(u(t), v(t)\) are two continuous functions of \(t\) satisfying \(u(1) = v(1) = 0\). \(\log_2\) being non-decreasing, we get with (86) the first inequality of

$$G_t(\theta) = (\log_2)^*(\exp_\epsilon^*(\theta^\top \varphi)) d\xi \leq (\log_2)^* \int \exp(\theta^\top \varphi) d\xi \leq \log \int \exp(\theta^\top \varphi) d\xi - u(t) \cdot \int \exp(\theta^\top \varphi) d\xi + v(t) \cdot \left(1 + \log \left(\int \exp(\theta^\top \varphi) d\xi - 1\right)^2\right) = G_1(\theta) - u(t) \cdot \exp(G_1(\theta)) + v(t) \cdot \left(1 + G_1^2(\theta) + \exp(G_1(\theta)) - 1\right). \tag{87}$$

We have \(h_1 = 0\) and \(h_3\) is continuous in \(t\), so \(\forall \varepsilon > 0, \exists t < 1\) close enough to 1 such that \(h_1(z) \leq \varepsilon\), implying, for \(z = G_1(\theta), G_t(\theta) \leq G_1(\theta) + \varepsilon\). This completes the proof of Step 2.

We then check that we can simultaneously get **Step 1** and **Step 2** as both depend on choosing \(t < 1\) close enough to 1. What remains is then:

**Step 3:** we show (79), (80), (85), (86).

\(\Rightarrow\) We first prove (79) and define

$$\Delta(z) = (\log_2)^*(z) - \log(z).$$

We have

$$\Delta'(z) = ((2 - t)z)^{-2t - 1} - \frac{1}{z}. \tag{88}$$

\(\Delta'\) zeroes for \(z_* = (2 - t)^{-1/(1 - t)}\) (which is the global minimum for \(\Delta\), for which \((\log_2)^*(z_*) = 1\). Since \(\log(1+z) \leq z, \forall z > 0\), we get by picking \(z = 1 - t\) and reorganizing \(\log z_* \leq 1\), and thus \(\Delta(z_*) \geq 0\), and since \(z_*\) is the global minimum of \(\Delta\), yields (79).

\(\Rightarrow\) Since \((\log_2)^*\) and \((\exp_\epsilon)^*\) are inverses of each other, (86) follows from (79).

\(\Rightarrow\) We now prove (80). Equivalently, we show that for some \(a, b \in \mathbb{R}\) we have

$$P_{a,b}(z) = t + (1 - t)z(b - az) \leq \exp(-z) \exp_\epsilon(z), \forall t \in [0, 1], \forall z \in \mathbb{R} \tag{89}$$

(we note the result trivially holds for \(t = 1\) so we focus on \(t \in [0, 1]\)). If

$$a, b > 0 \tag{90}$$

The proofs, at the end of the proof of Theorem 7.1 elicit functions \(u(t), v(t)\).
then $P_{a,b}(z)$ is a downwards facing parabola with its maximum in $z_\ast = b/(2a) > 0$ and it always has two roots:

$$z_{\pm} = z_\ast \cdot \left( 1 \pm \sqrt{1 + \frac{4at}{b^2(1-t)}} \right).$$

(91) We now want to choose $a, b$ so as to constrain

$$z_-, z_+ \in \mathbb{I}, \forall t \in [0, 1], I = \sqrt{\frac{1}{1-t}} \cdot [-1, 1].$$

(92) 1. Case of $z_-$. Since $z_- < 0$, we just need $z_- \geq -\sqrt{1/(1-t)}$, which after reorganising becomes:

$$\sqrt{1 + \frac{4at}{b^2(1-t)}} \leq 1 + \sqrt{a} \cdot \sqrt{\frac{4a}{b^2(1-t)}}.$$  

(93) To get this, it is sufficient we want the same inequality with a $t$ factor in the rightmost square root of the RHS (since $t \leq 1$). Making the change of variable $Z = 4at/(b^2(1-t))$, which ranges through $\mathbb{R}_+$, we thus want $\sqrt{1+Z} \leq 1 + \sqrt{aZ}$, which indeed holds over $\mathbb{R}_+$ if

$$a \geq 1.$$  

(94) 2. Case of $z_+$. Since $z_+ > 0$, we just need $z_+ \leq \sqrt{1/(1-t)}$, which after reorganising becomes:

$$a \geq t + b\sqrt{1-t}.$$  

(95) The RHS takes its max for $b = 2\sqrt{1-t}$, for which it equals $2 - t$. Hence, to get $z_+ \leq \sqrt{1/(1-t)}$, we just need

$$a \geq 2.$$  

(96) Hence, if $a \geq 2$, then (92) holds. Given that is holds and since $\exp_t$ is an increasing function of $t$, to get (89), it is enough that we prove that for some $a > 2, b > 0$,

$$P_{a,b}(z) \leq \exp_t(-z) \exp_t(z) = \left(1 - (1-t)^2z^2\right)^\frac{1}{(1-t)} \cdot Q(z), \forall z \in \mathbb{I}, \forall t \in [0, 1).$$  

(97) We then note

$$Q'(z) = -2(1-t) \cdot zQ^3(z) ; \quad Q''(z) = -2(1-t) \cdot (1 - (1-t^2)z^2)Q^{2t-1}(z).$$  

(98) A Taylor expansion in $z = 0$ then gives $Q(z) \sim_0 1 - (1-t)z^2 = R(z)$. Noting $R'(z) = -2(1-t) \cdot z$ and since $Q(z) \leq 1$, we obtain $0 \geq Q'(z) \geq R'(z)$ for $z \in \mathbb{I}_+$. Since both functions are even, we thus get

$$R(z) \leq Q(z), \forall z \in \mathbb{I}.$$  

(99) To get (97), we thus just need $P_{a,b}(z) \leq R(z), \forall z \in \mathbb{I}$. Since $t \leq 1$, this inequality has the convenient $t$-free simplification

$$(a - 1)z^2 - bz + 1 \geq 0, \forall z \in \mathbb{I}.$$  

(100) This parabola facing upwards has no root (and is thus non negative) if

$$a \geq 1 + \frac{b^2}{4}.$$  

(101) To summarize, we get (89) (and so (80)) for any choice $a, b$ satisfying:

$$b > 0 ; \quad a \geq \max \left\{ 2, 1 + \frac{b^2}{4} \right\}.$$  

(102)
We finish by showing (105). We want to show
\[ \forall t \in [0, 1], \forall z \geq 0, (\log_t)^*(z) \leq \frac{\log(z) - u(t)z + v(t)(1 + \log^2 z + (z - 1)^2)}{\log(z)}. \] (103)

For some \( u(t) \geq 0, v(t) \geq 0 \) both defined on \([0, 1]\), continuous and with limit 0 in \( t = 1^- \). We fix
\[ u(t) = 1 - t^*e^t, \quad v(t) = (\log_t)^*(1) + u(t), \] (104)

and we check they trivially satisfy those properties in addition to being strictly decreasing over \([0, 1]\) and satisfying
\( u([0, 1]) = [0, 1 - 1/\sqrt{2}], v([0, 1]) = [0, 1/\sqrt{2}] \). We also check that (103) trivially holds for \( t = 1 \) so we prove the result for \( t \in [0, 1] \). We have
\[ (\log_t)^*(1) = h_t(1); \quad (\log_t)^*(1) = h_t'(1), \] (105)

so functions \((\log_t)^*, h_t\) are tangent at \( z = 1, \forall t \in [0, 1] \). We note
\[ h_t'(z) = \frac{1 - (u(t) + 2v(t))z + 2v(t)(z^2 + \log z)}{z}. \]

Given (105), if we can show
\[ h_t'(z) \leq (\log_t)^*(z), \forall z \leq 1, \forall t \in [0, 1] \] (106)

then, since all related functions are continuous, we obtain
\[ (\log_t)^*(z) \leq h_t(z), \forall z \leq 1, \forall t \in [0, 1]. \] (107)

(106) is the same as
\[ 1 - (u(t) + 2v(t))z + 2v(t)(z^2 + \log z) \leq \frac{(1 - u(t))z^{1-t^*}}{(1 - t^*)(1 - u(t))}, \forall z \leq 1, \forall t \in [0, 1]. \] (108)

Since \( i_t(1) = j_t(1), (108) \) is guaranteed if \( i_t'(z) \geq j_t'(z), \forall z \leq 1, \forall t \in [0, 1] \). This condition can be formulated as (for any \( c \)):
\[ 4v(t)z + \frac{c}{z} + \frac{2v(t) - c}{z} \geq u(t) + 2v(t) + \frac{(1 - t^*)(1 - u(t))}{z^{t^*}}, \forall z \leq 1. \] (109)

Now pick \( c = (u(t) + 2v(t))^2/(16v(t)) \). We can check that
\[ c \leq v(t), \forall t \in [0, 1] ; \quad 4v(t)z + \frac{c}{z} \geq u(t) + 2v(t), \forall z \geq 0, \forall t \in [0, 1], \] (110)

so we get
\[ 4v(t)z + \frac{c}{z} + \frac{2v(t) - c}{z} \geq u(t) + 2v(t) + \frac{v(t)}{z}, \forall z \leq 1, \forall t \in [0, 1]. \] (111)

To get (109), it is thus enough, since \( t^* \in [1/2, 1], u(t) \in [0, 1], z \leq 1, \) that we show \( v(t) \geq 1 - t^* \), which after reordering, yields equivalently \((\log_t)^*(1) \geq t^*e^t - t^* \). Using \( t^* = 1/(2 - t) \) and multiplying both sides by \( 2 - t \) yields in compact form the requirement
\[ (2 - t)(\log_t)^*(1) \geq (1 - t)(\log_t)^*(1), \] (112)

which, since \((\log_t)^*(1) > 0 \) for \( t \in [0, 1] \), indeed holds. In summary, we have shown:
\[ (\log_t)^*(z) \leq h_t(z), \forall z \leq 1, \forall t \in [0, 1]. \] (113)

There remains to cover the cases \( z > 1 \) and it is sufficient to change the polarity of (105), (108) and thus show
\[ i_t(z) \geq j_t(z), \forall z \geq 1, \forall t \in [0, 1]. \] (114)
We now restrict the interval to check for $t$. We remark that

$$h^*_t(z) = \frac{v(t)}{z^2} \cdot (2z^2 - \log z - w(t)), \quad w(t) = \frac{1 - v(t)}{v(t)};$$

We note $w(t) \in [\sqrt{2} - 1, +\infty)$. Since $v(t) \geq 0$, for all $t$s such that $(2z^2 - \log z - w(t))(1, +\infty)$ does not contain 0, $h_t$ is convex for $z \geq 1$. Since $(\log_t)^*$ is concave, we shall get our result. What is the set of such $t$s? The function $z \mapsto 2z^2 - \log z - w(t)$ is strictly increasing for $z \geq 1$. Thus, we seek $t$ such that $w(t) \leq 2$, or equivalently $v(t) \geq 1/3$: for any $t$ such that $v(t) \geq 1/3$, $h_t$ is convex over $[1, +\infty)$ and our result (103) holds. We thus refine (115) by checking

$$i_t(z) \geq j_t(z), \forall z \geq 1, \forall t \in [0, 1) : v(t) \leq 1/3.$$  \hspace{1cm} (115)

Since $z^{1-t^*} \leq z$ and $\log z \geq 0$ for $z \geq 1$, (115) is implied by showing $1 - (u(t) + 2v(t))z + 2v(t)z^2 \geq (1 - u(t))z$ (we recall $v(t) \geq 0$), which provides us with the degree-2 polynomial condition

$$1 - (1 + 2v(t))z + 2v(t)z^2 \geq 0,$$

and this needs to be checked for $z \geq 1, t \in [0, 1) : v(t) \leq 1/3$. We compute the roots

$$z_{\pm} = \frac{1 + 2v(t) \pm |1 - 2v(t)|}{2},$$

and check that the largest root, under the condition $v(t) \leq 1/3$, is $z_+ = (1/2)(1 + 2v(t) + 1 - 2v(t)) = 1$. In other words, (115) holds and we have completed the proof of (85), and thus the proof of Theorem 7.1.

IX Voronoi diagrams

Figures 4 and 5 present more detailed Voronoi diagrams for the same setting as described in the main file.
Figure 5: Voronoi diagrams associated to the right population minimizer of the 1D $t$-exponential (domain = $\mathbb{R}^2_+$) of the vertices of a rotating regular pentagon, for $t \in \{0, 0.5, 1\}$.