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Abstract

The statistical modeling of random networks has been widely used to uncover interaction mechanisms in complex systems and to predict unobserved links in real-world networks. In many applications, network connections are collected via egocentric sampling: a subset of nodes is sampled first, after which all links involving this subset are recorded; all other information is missing. Compared with the assumption of “uniformly missing at random”, egocentrically sampled partial networks require specially designed modeling strategies. Current statistical methods are either computationally infeasible or based on intuitive designs without theoretical justification. Here, we propose an approach to fit general low-rank models for egocentrically sampled networks, which include several popular network models. This method is based on graph spectral properties and is computationally efficient for large-scale networks. It results in consistent recovery of missing subnetworks due to egocentric sampling for sparse networks. To our knowledge, this method offers the first theoretical guarantee for egocentric partial network estimation in the scope of low-rank models. We evaluate the technique on several synthetic and real-world networks and show that it delivers competitive performance in link prediction tasks.

1 INTRODUCTION

Massive network data that capture complicated dynamics and interactions in human society, the economy, ecosystems, and biology are now available (Goldenberg et al., 2010; Newman, 2018). The past 15 years have witnessed substantial progress in random network models within the statistics field. Associated efforts have provided countless model options to analyze network data with well-established theories (Bickel and Chen, 2009; Gao and Ma, 2021; Hoff et al., 2002; Rohe et al., 2011). Drawing insights from complex networks is fundamental to many scientific challenges (Kolaczyk and Csárdi, 2014; Newman, 2018), such as understanding community structures (Karrer and Newman, 2011), predicting new links (Liben-Nowell and Kleinberg, 2007; Zhao et al., 2017), and modeling peer effects in downstream tasks (Le and Li, 2020).

Missing data is a commonly encountered issue in data analysis (Little and Rubin, 2019) and plagues network problems, especially in social networks. Network connections are frequently obtained through surveys or sampling processes. One application of the network model, link prediction, is intrinsically embedded in missing data scenarios (Kumar et al., 2020; Martínez et al., 2016). Moreover, the missingness in network problems often exhibits unique patterns and calls for specialized modeling strategies.

We consider the missingness from egocentric sampling in this paper. Egocentric sampling is a widely used mechanism for acquiring network data (Alatas et al., 2016; Ali and Dwyer, 2009; Arnaboldi et al., 2013; Bandiera and Rasul, 2006). Under this approach, a subset of subjects is randomly sampled and all their connections are recorded. Any connections between subjects outside the sample are missing. Handcock and Gile (2010) designs a model based on the exponential random graph model (ERGM), which can handle egocentrically missing data. However, their model fitting is not computationally feasible for moderately sized networks in general, though its computation can be improved in certain settings (Krivitsky and Morris, 2017). As we will show, this class of models is too restrictive to make effective link predictions. Li et al. (2023) introduced an algorithm motivated by the CUR decomposition in computational mathematics (Drineas et al., 2006), which is computationally efficient and demonstrates strong empirical performance on link prediction tasks. However, the underlying statistical model fitted by their method is unclear. Theoretical guarantees are not available for the aforementioned methods. The only family with known theoretical model-fitting correctness is the stochastic block model family, implicitly available from Chen and Lei (2018), includ-
ing Chandrasekhar and Lewis (2011) as a special case.

This paper proposes a method to estimate general low-rank random network models based on egocentrically sampled partial networks. Our technique can consistently estimate network models, even for sparse networks whose average node degree is sublinear in sample size. To our knowledge, this approach is the first to feature theoretical guarantees for general low-rank models on egocentrically sampled partial networks. Our results cover many special cases, most of which previously had no known model-fitting theory; examples include the setting of Li et al. (2023), along with the random dot product model (Young and Scheinerman, 2007) and its generalization (Rubin-Delanchy et al., 2017). As an unexpected byproduct, our method provides a new insight into the method of Li et al. (2023): while Li et al. (2023) motivated their algorithm by a CUR format, their insight into the method of Li et al. (2023); which previously had no known model-fitting theory; examples include the setting of Li et al. (2023), along with the random dot product model (RDQG) and its variants (Rubin-Delanchy et al., 2017; Young and Scheinerman, 2007). Indeed, as studied by Chatterjee (2015), most popular random network models are approximately low-rank.

When the network is only partially observed from egocentric sampling, suppose there are \( n \) nodes whose connections are fully observed. Without loss of generality, we can assume that these nodes are the first \( n \) rows and columns in the adjacency matrix \( A \). Consider the following block partition:

\[
A = \begin{pmatrix} A_{11} & A_{12} \\
A_{21} & A_{22} \end{pmatrix},
\]

where \( A_{11} \in \{0,1\}^{n \times n} \), \( A_{12} \in \{0,1\}^{n \times (N-n)} \), \( A_{21} = A_{21}^\top \), and \( A_{22} \in \{0,1\}^{(N-n) \times (N-n)} \). Note that \( A_{12} = A_{21}^\top \). In our problem, \( A_{11} \), \( A_{12} \) and \( A_{21} \) are observed while \( A_{22} \) (in red) is missing. We can partition \( P \) in the same way

\[
P = \begin{pmatrix} P_{11} & P_{12} \\
P_{21} & P_{22} \end{pmatrix}.
\]

The goal of model fitting is to recover \( P \) from the observed blocks \( A_{11} \), \( A_{12} \) and \( A_{21} \). The core challenge is to recover \( A_{22} \) for which no observations are available.

2.2 Low-rank Estimation (LE) Algorithm

A natural approach to the current problem is to use certain types of low-rank matrix completion (Candès and Plan, 2010; Plan and Vershynin, 2011). However, as shown in Li et al. (2023), such methods can be slow and suffer from poor accuracy due to the egocentric missing pattern. Li et al. (2023) employed an intuitive CUR decomposition based on the missing structure of \( A \) that efficiently computes a low-rank imputation with good empirical performance. Yet, the exact reason for this technique’s success is unclear. We take a more principled approach by leveraging the low-rank structure precisely, leading to superior performance over Li et al. (2023) while also providing theoretical guarantees.

Specifically, our algorithm is motivated by a self-consistency property studied by Owen and Perry (2009) for low-rank matrices.

Lemma 2.1 (Owen and Perry (2009)) For any \( p \times q \) matrix \( M \) with the partition

\[
M = \begin{pmatrix} M_{11} & M_{12} \\
M_{21} & M_{22} \end{pmatrix},
\]
Suppose $\text{rank}(M_{11}) = \text{rank}(M)$, we have

$$M_{11} = M_{12}M_{22}^+M_{21}.$$ 

As per this lemma, suppose $\text{rank}(P_{11}) = K$. We can then exactly compute $P_{22}$ by $P_{11}$ and $P_{12}$. In practice, when we do not observe $P_{11}$ and $P_{12}$, it seems logical to take $A_{11}$ and $A_{12}$ as the “plug-in” estimators of $P_{11}$ and $P_{12}$. Yet this naive approach will not work well for two reasons. First, due to the binary nature, the Moore-Penrose inverse operator on $A_{11}$ is too noisy to be a good approximation. Second, directly using $A_{11}$ ignores the requirement of $\text{rank}(P_{11}) = K$ needed in Lemma 2.1. An additional step is thus necessary to resolve the two issues simultaneously. In brief, we first take the optimal rank-$K$ approximation of $A_{11}$ as a smoothing step and then take the Moore-Penrose of the smoothed estimator. The full procedure is described in Algorithm 1.

**Algorithm 1 (LE imputation for the missing network)**

*Given egocentrically sampled submatrices $A_{11}, A_{12}$, and the rank $K$, complete the following steps:* 

1. Take the singular value decomposition of $A_{11} = UDV^T$, where $D$ is the diagonal matrix containing the singular values of $A_{11}$ in non-increasing order; and $U$ and $V$ are orthogonal matrices with each column being a singular vector.

2. Compute $\hat{P}_{11} = U_{(K)}D_{(K)}V_{(K)}^T$, in which $U_{(K)}$ and $V_{(K)}$ are the matrices of the first $K$ columns of $U$ and $V$, respectively, and $D_{(K)}$ is the diagonal matrix of only the first $K$ singular values.

3. Set $\hat{P}_{22} = A_{12}^T\hat{P}_{11}A_{12}$.

4. (Optional) If a strict constraint of all entries within $[0, 1]$ is desired, truncate all values of $\hat{P}_{22}$ to $[0, 1]$.

5. Return $\hat{P}_{22}$.

2.3 Connections and New Insights to Li et al. (2023)

Algorithm 1 turns out to be closely connected to the subspace estimation (SE) method of Li et al. (2023). In particular, suppose we replace the SVD of Steps 1-2 in Algorithm 1 by the rank-$K$ approximation of $A_{\text{obs}} = (A_{11}, A_{12})$ and then take the resulting first $n$ columns as $\hat{P}_{11}$. Using $\hat{P}_{11}$ instead of $P_{11}$ in other calculations would lead to the SE method. This connection is a bit surprising given that the SE method is originally designed for matrices with CUR decomposition (see their Theorem 1), a strict subset of low-rank matrices. Our current connection, therefore, reveals a new interpretation for the SE method – it is fitting general low-rank models instead of CUR-form models. As we will show, the LE method comes with theoretical guarantees for its performance. However, our analysis could not be extended to the SE method. This is because the column extraction operation of $\hat{P}_{11}$ complicates the perturbation analysis. Our intuition is that such a step, though it uses more information from data (by taking $A_{\text{obs}}$), also requires a strong signal-to-noise ratio. Our empirical experiments support this conjecture (see Section 4). We leave the theoretical analysis of the SE estimation for future work.

2.4 Other Considerations

**Model tuning by cross-validation.** The LE algorithm takes the rank $K$ as a tuning parameter. In practice, we can tune a proper $K$ via cross-validation as indicated in Li et al. (2023). Specifically, we randomly hold out $\rho$ proportion of the fully observed nodes, denoted by $V \subset [n]$ for validation. The remaining nodes $[n] \setminus V$ are treated as a smaller egocentrically sampled partial network, on which the LE algorithm is applied with a sequence of $K$. We then evaluate the link prediction performance of the LE algorithm with each $K$ value on the partial network associated with the hold-out set $V$. The $K$ value that achieves the highest area under the receiver operating characteristic (ROC) curve (i.e., AUC) is returned. This procedure is repeated multiple times, and we use the rounded average of the selected ranks as the final rank.

**Full matrix recovery.** Algorithm 1 only outputs the estimated $\hat{P}_{22}$. This is because imputing the missing subnetwork would be the most widely needed step in analyzing partial network data, and it would be the unique contribution of our paper. Estimation of the full matrix $P$, as a global model estimation, is also available. The other components $P_{11}$ and $P_{12}$ can be estimated together with the low-rank smoothing of the observed component $A_{\text{obs}}$ by taking its rank-$K$ truncated SVD. Suppose the resulting matrix is $\hat{P}_{\text{obs}}$. We can take its last $N - n$ columns $\hat{P}_{\text{obs},(n+1):N}$ as $P_{12}$ and the first $n$ column as $P_{11}$. Then due to symmetric properties, we set $P_{21} = P_{12}^T$. We can also force symmetry on $P_{11}$ by taking $\frac{1}{2}(P_{11} + P_{11}^T)$ as the estimator of $P_{11}$. Similar to Step 4 of Algorithm 1, we can truncate the values of all estimators to $[0, 1]$ as an optional step. Our theoretical properties hold in both cases. Combined with the output $\hat{P}_{22}$ of Algorithm 1, the final estimation of the full matrix $P$ is given by

$$\hat{P} = \begin{pmatrix} \hat{P}_{11} & \hat{P}_{12} \\ \hat{P}_{21} & \hat{P}_{22} \end{pmatrix}.$$  

As we will show in the next section, $\hat{P}$ would be a consistent estimator of $P$. However, in practice, $P$ may not be an exactly rank-$K$ matrix. We do not think it is necessary to force the rank of $\hat{P}$ in most applications. However, if needed, one can force the rank value with the post-processing of SVD truncation.

**Extension to directed and weighted networks.** While we focus on undirected and unweighted networks, the exten-
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3 THEORETICAL PROPERTIES OF THE LE ESTIMATOR

As mentioned, one major contribution of our work is the theoretical guarantee for general low-rank network model recovery from the partial network, which is not previously available. We now proceed to introduce our theoretical results. We first introduce additional notations and our regularity assumptions. Define $p^* = \max_{ij} P_{ij}$. For any matrix $M$, denote its $k$th largest singular value by $\sigma_k(M)$. For two sequences $a_n$ and $b_n$, we will write $a_n \lesssim b_n$ if there exists a constant $C$ such that $a_n \leq C b_n$. Correspondingly, we write $b_n \gtrsim a_n$ if $a_n \lesssim b_n$. Moreover, if $a_n \lesssim b_n$ and $b_n \lesssim a_n$, we write $a_n \sim b_n$.

We make the following assumptions.

Assumption A1 (Low-rank recoverable) The rank of the model satisfies $\text{rank}(\hat{P}_{11}) = \text{rank}(P) = K$. In particular, $K \lesssim \sqrt{\log n}$.

Assumption A2 (Well-conditioned model)

$$np^* \sim \sigma_K(\hat{P}_{11}) \leq \sigma_1(\hat{P}_{11}) \sim np^*$$

$$Np^* \sim \sigma_K(P) \leq \sigma_1(P) \sim Np^*$$

Assumption A1 is strictly needed to ensure the validity of the low-rank recovery on the population matrix $P$ by Lemma 2.1. In contrast, assumption A2 can be relaxed for better generality. However, we keep it in the current form for conciseness and interpretability of our error bound.

Remark 1 Both A1 and A2 are indeed motivated by the general sparse graphon model of Bickel and Chen (2009). The sparse graphon framework is arguably the most popular way to generate the $P$ in the inhomogeneous Erdős-Rényi model (Gao and Ma, 2021; Klopp et al., 2017; Lin et al., 2020; Mukherjee et al., 2017). In particular, it is not difficult to see that under the sparse graphon mechanism, if the true graphon does generate a low-rank $P$ and the observed nodes are uniformly sampled in the egocentric sampling, both A1 and A2 hold almost surely. In particular, the assumptions hold for the SBM, RDPG and their variants.

Remark 2 Meanwhile, we also want to emphasize that we do not assume that observed subjects form a random sample out of all nodes. So our theory is still applicable in situations of nonuniform sampling or even informative sampling, as long as A2 holds. This property is crucial for real-world applications. We will provide evidence supporting this claim in Section 4.

Theorem 3.1 Under assumptions A1 and A2, further assume that $np^* \gtrsim \log(n)$ and $K \lesssim \sqrt{\log n}$. If $\hat{P}_{22}$ is the estimator of $P_{22}$ produced by Algorithm 1, we have

$$\|\hat{P}_{22} - P_{22}\|_F \lesssim \sqrt{K} \left( \frac{N}{n} \right)^{3/2} \sqrt{KNp^* + \frac{N^2}{n^2} \log n}$$

with probability tending to 1.

The requirement for $K$ can be further relaxed with a more complicated error bound which we will not pursue. For illustration, consider the following two special cases

1. Suppose $n$ and $N$ are in the same order ($n \sim N$), we can see that the error bound on the missing network is in the order of $K\sqrt{np^*} + \sqrt{K} \log n$. Since $\|P_{22}\|_F \sim n\sqrt{p^*}$, we know that $\|\hat{P}_{22} - P_{22}\|_F/\|P_{22}\|_F \to 0$ and the estimation consistency is guaranteed under the current assumptions.

2. Suppose $K$ is bounded and $np^* = \log^2 n$. Then the error bound is the order of $\frac{N^2}{n^2} \log n$. So $\|\hat{P}_{22} - P_{22}\|_F/\|P_{22}\|_F \to 0$ as long as $n \gg N^{4/5}$. Therefore, though our method allows the sampling proportion to be vanishing, the decaying rate has to be slow.

The error bound for the full matrix recovery is a straightforward extension of Theorem 3.1 as follows.

Corollary 1 Under the assumptions of Theorem 3.1, for the full matrix estimator $\hat{P}$ defined in (1), we have

$$\|\hat{P} - P\|_F \lesssim \sqrt{K} \left( \frac{N}{n} \right)^{3/2} \sqrt{KNp^* + \frac{N^2}{n^2} \log n}$$

with high probability.

Corollary 1 still has the same order error bound as Theorem 3.1. This indicates that the major estimation error for the full matrix $P$ is still on the unobserved component $P_{22}$. Because the components $P_{11}$ and $P_{12}$ are observed (with noises) and the model is low-rank. The recovery of these terms would be easy. The imputation of the unobserved subnetwork is the most challenging component of the problem, and it is our emphasized contribution. Similar to the previous illustration, the corollary indicates that if $N \sim n$, for example, the full matrix estimation is consistent.

4 SYNTHETIC EXPERIMENTS

In this section, we evaluate the proposed LE method in link prediction tasks to predict the unobserved subnetwork under several synthetic network models. Our implementation
is based on R. We include all the egocentric-suitable methods mentioned in Section 1 as benchmarks as follows.

1. Subspace estimation method (SE) (Li et al., 2023). This method is based on the CUR decomposition of a matrix, as a special case of the low-rank model. The approach is effective for link prediction with computational scalability. It does not come with theory.

2. LE+. This method is computed as the average of the LE and SE estimations. This simple hybrid will be adaptive to better one of the two methods according to individual scenarios.

3. The neighborhood smoothing method (NS) for graphon estimation (Zhang et al., 2017). This method was originally studied under piecewise-smooth dense graphon models (Bickel and Chen, 2009), and we adapt it according to the egocentric sampling. The piecewise-smooth graphon model family overlaps with some low-rank models, but the two model classes are not nested. Its theory in egocentrically sampled and sparse networks is unclear. The computation is polynomial in $N$ but not well suited to networks with more than a few thousand nodes. We use the Python implementation provided from Li et al. (2023) for it.

4. ERGM (Handcock and Gile, 2010). We use the model version with egocentric sampling and geometrically weighted edgewise shared partnerships introduced by Hunter (2007). This ERGM configuration works best in our evaluation. The model is implemented in the R package ergm (Handcock et al., 2019). Note that the ERGM does not follow the inhomogeneous Erdös-Rényi framework in general. This method is the slowest among all the benchmarks, and it does not come with a known theoretical guarantee.

5. SBM model fitting. This approach is adapted to egocentric sampling given the model fitting strategy of Chen and Lei (2018) based on spectral clustering (Lei and Rinaldo, 2015). It is implemented in the R package randnet (Li et al., 2021). The model fitting is known to be consistent if the true model is the SBM. This model has a high computation speed similar to that of LE (the proposed method) and SE.

6. DCBM model fitting. Similar to the SBM, the model fitting strategy of Chen and Lei (2018) is applied based on the R package randnet.

4.1 Experiment Setup

Following Li et al. (2023), synthetic networks with dimension $N = 500$ are generated under four network models.

1. The SBM: In this model, we first randomly assign $N$ nodes to $K$ groups or communities. Let $Z \in \{0, 1\}^{N \times K}$ be a community label matrix, where $Z_{ik} = 1$ if and only if the node $i$ belongs to the $k$th community. With a matrix symmetric matrix $B \in [0, 1]^{K \times K}$ as the “community-connection” matrix, the probability matrix is $P = ZBZ^T$. We set $K = 5$ in our experiments. This model represents an important benchmark scenario because it is strictly low-rank ($K = 5$) and we do have a model-based method to fit it consistently via the SBM fitting. Therefore, LE’s performance under this model gives a measure of its adaptivity to specific models.

2. The DCBM: The out-in ratio ($\beta$), i.e., the ratio of between-block to within-block edges, is set to be the ratio of the average between-block edge probability to within-block edge probability as in the “community-connection” matrix $B$ in the SBM. Similarly, the number of communities $K = 5$. The degree parameters follow the power-law distribution with $\alpha = 0.1$ and lower bound 1.

3. The RDPG (product model). Under this model, we first generate $Z_i \in [0, 1]^K$ for each node $i \in [N]$. Each coordinate of $Z_i$ is generated independently from Beta$(0.5, 1)$, following the procedure of Athreya et al. (2017). The connection probability between nodes $i$ and $j$ is given by $P_{ij} = Z_i^T Z_j$. This model provides a more general low-rank scenario compared to the SBM, for which no known consistency guarantees were previously available.

4. The latent space model (distance model). For each node $i \in [N]$, we generate its latent vector $Z_i \sim N(0, I_5)$. Then the connection probability between nodes $i$ and $j$ is set by $P_{ij} = [1 + \exp(\|Z_i - Z_j\|)]^{-1}$ where $\|Z_i - Z_j\|$ is the Euclidean distance between $Z_i$ and $Z_j$. The $P$ of the distance model is not low-rank. This model thus serves to test the potential to approximate full-rank models.

The network generated from the above models may not be sparse. Therefore, after deriving the probability matrix $P$, we further scale it to control the average expected degree of the generated networks. We focus on networks in our experiments with expected degrees of 20 and 50.

We evaluate the methods based on the mean squared error (MSE) on the unobserved probability matrix

$$MSE = \|P_{zz} - P_{zz}\|^2_F/(N-n)^2.$$  

Additionally, the performance is also measured by the timing of model fitting, reflecting the computational efficiency. Since most of the methods involve tuning procedures for which the configuration and preference can vary across users, we do not include the tuning procedure in timing evaluation and only focus on the model-fitting procedure.
We are also aware that the different methods are implemented differently: NS is implemented in Python; LE, SE, SBM and DCBM are implemented in R; the major component of ERGM fitting is implemented in C and called by R functions. Overall, we believe the comparison of NS, SE, LE, and SBM is fair, while the ERGM, if implemented similarly, would be even more inferior in speed comparison. All experiments are independently repeated 100 times.

4.2 Evaluation under Missing Completely At Random

For egocentric missingness with missing-completely-at-random (MCAR), we randomly sample \( \rho = \{0.1, 0.2, 0.5, 0.9\} \) of the nodes as observed while the rest as missing. We will investigate the performance of all methods in configurations of different synthetic models, expected degrees and \( \rho \).

4.2.1 Performance Evaluation

**Link Prediction Accuracy.** Table 1 displays the prediction errors under the SBM, DCBM, product, and distance models, respectively, with various levels of sampling proportions and sparsity levels.

Under the SBM model, the SBM model-fitting is generally the best method since it fits the correct model. LE, SE, LE+ and NS all have similar performances and are inferior to the SBM. LE is generally more accurate than SE, and its advantage increases with the sampling proportion \( \rho \). The only case when SE is better is when \( \rho \) is very low (0.1) while the network is dense (50). This coincides with our theoretical conjecture. LE+ can be better or similar to the better one of the two.

Under the DCBM model, LE+ is generally the best method, while LE and SE have similar performance. The comparison between LE, SE and LE+ remains similar. A surprising result is that DCBM model fitting does not produce the best result and is inferior to SBM model fitting under low-degree sparse networks.

Under the product and distance models, LE and LE+ are essentially the best ones. These experiments demonstrate the effectiveness of the proposed estimator to fit general low-rank structures and even beyond that.

One interesting fact may be that SBM performs well under sparse networks (Deg. = 20) regardless of the generating model. This may be explained by its parsimony, reducing the variance in estimation when little information is available from the observed data.

**Timing Comparison.** Table 2 summarizes the average computing time of all the methods under evaluation. The ERGM is by far the slowest and generally not applicable for networks with over a few hundred nodes. NS is feasible but is still slower than the other methods. The comparison between LE, SE, SBM and DCBM can be different across network configurations, but overall, they are all comparatively efficient in speed.

**Summary.** Overall, the LE method renders competitive accuracy in all settings even when the model is full-rank (but can be approximated by low-rank structures). The closely related SE method is inferior to LE, except in low-sampling-high-density cases. LE+ can generally achieve adaptive performance by combining LE and SE.

<table>
<thead>
<tr>
<th>Model</th>
<th>((\rho,\text{Deg}))</th>
<th>LE</th>
<th>SE</th>
<th>LE+</th>
<th>NS</th>
<th>ERGM</th>
<th>SBM</th>
<th>DCBM</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0.1,20)</td>
<td>4.91 (0.139)</td>
<td>5.09 (0.140)</td>
<td>5.24 (0.140)</td>
<td>5.27 (0.141)</td>
<td>5.10 (0.141)</td>
<td>5.20 (0.142)</td>
<td>5.32 (0.143)</td>
<td></td>
</tr>
<tr>
<td>(0.1,50)</td>
<td>14.04 (0.237)</td>
<td>14.12 (0.237)</td>
<td>14.24 (0.238)</td>
<td>14.27 (0.239)</td>
<td>14.13 (0.240)</td>
<td>14.23 (0.241)</td>
<td>14.33 (0.242)</td>
<td></td>
</tr>
<tr>
<td>(0.2,20)</td>
<td>1.87 (0.080)</td>
<td>1.90 (0.081)</td>
<td>1.95 (0.082)</td>
<td>1.98 (0.083)</td>
<td>1.93 (0.084)</td>
<td>1.98 (0.085)</td>
<td>2.02 (0.086)</td>
<td></td>
</tr>
<tr>
<td>(0.2,50)</td>
<td>3.39 (0.191)</td>
<td>3.48 (0.192)</td>
<td>3.59 (0.193)</td>
<td>3.69 (0.194)</td>
<td>3.50 (0.195)</td>
<td>3.60 (0.196)</td>
<td>3.67 (0.197)</td>
<td></td>
</tr>
<tr>
<td>(0.5,20)</td>
<td>1.17 (0.090)</td>
<td>1.20 (0.091)</td>
<td>1.24 (0.092)</td>
<td>1.27 (0.093)</td>
<td>1.19 (0.094)</td>
<td>1.22 (0.095)</td>
<td>1.26 (0.096)</td>
<td></td>
</tr>
<tr>
<td>(0.5,50)</td>
<td>0.32 (0.014)</td>
<td>0.33 (0.015)</td>
<td>0.35 (0.016)</td>
<td>0.36 (0.017)</td>
<td>0.31 (0.018)</td>
<td>0.33 (0.019)</td>
<td>0.35 (0.020)</td>
<td></td>
</tr>
<tr>
<td>(0.9,20)</td>
<td>0.97 (0.035)</td>
<td>1.00 (0.036)</td>
<td>1.03 (0.037)</td>
<td>1.05 (0.038)</td>
<td>0.96 (0.039)</td>
<td>1.00 (0.040)</td>
<td>1.03 (0.041)</td>
<td></td>
</tr>
<tr>
<td>(0.9,50)</td>
<td>2.45 (0.119)</td>
<td>2.49 (0.120)</td>
<td>2.53 (0.121)</td>
<td>2.57 (0.122)</td>
<td>2.47 (0.123)</td>
<td>2.50 (0.124)</td>
<td>2.53 (0.125)</td>
<td></td>
</tr>
<tr>
<td>(1.5,20)</td>
<td>5.63 (0.176)</td>
<td>5.67 (0.177)</td>
<td>5.72 (0.178)</td>
<td>5.77 (0.179)</td>
<td>5.66 (0.180)</td>
<td>5.69 (0.181)</td>
<td>5.72 (0.182)</td>
<td></td>
</tr>
<tr>
<td>(1.5,50)</td>
<td>0.582 (0.005)</td>
<td>0.589 (0.006)</td>
<td>0.592 (0.007)</td>
<td>0.594 (0.008)</td>
<td>0.586 (0.009)</td>
<td>0.591 (0.010)</td>
<td>0.595 (0.011)</td>
<td></td>
</tr>
<tr>
<td>(2.1,20)</td>
<td>3.68 (0.201)</td>
<td>3.74 (0.202)</td>
<td>3.80 (0.203)</td>
<td>3.85 (0.204)</td>
<td>3.75 (0.205)</td>
<td>3.80 (0.206)</td>
<td>3.84 (0.207)</td>
<td></td>
</tr>
<tr>
<td>(2.1,50)</td>
<td>0.393 (0.018)</td>
<td>0.400 (0.019)</td>
<td>0.407 (0.020)</td>
<td>0.410 (0.021)</td>
<td>0.402 (0.022)</td>
<td>0.406 (0.023)</td>
<td>0.410 (0.024)</td>
<td></td>
</tr>
<tr>
<td>(3.9,20)</td>
<td>2.87 (0.314)</td>
<td>2.90 (0.315)</td>
<td>2.95 (0.316)</td>
<td>2.99 (0.317)</td>
<td>2.91 (0.318)</td>
<td>2.95 (0.319)</td>
<td>2.99 (0.320)</td>
<td></td>
</tr>
<tr>
<td>(3.9,50)</td>
<td>0.933 (0.026)</td>
<td>0.938 (0.027)</td>
<td>0.942 (0.028)</td>
<td>0.946 (0.029)</td>
<td>0.936 (0.030)</td>
<td>0.940 (0.031)</td>
<td>0.944 (0.032)</td>
<td></td>
</tr>
<tr>
<td>(6.3,20)</td>
<td>2.13 (0.327)</td>
<td>2.17 (0.328)</td>
<td>2.21 (0.329)</td>
<td>2.25 (0.330)</td>
<td>2.15 (0.331)</td>
<td>2.19 (0.332)</td>
<td>2.23 (0.333)</td>
<td></td>
</tr>
<tr>
<td>(6.3,50)</td>
<td>0.999 (0.034)</td>
<td>1.003 (0.035)</td>
<td>1.007 (0.036)</td>
<td>1.011 (0.037)</td>
<td>1.002 (0.038)</td>
<td>1.006 (0.039)</td>
<td>1.010 (0.040)</td>
<td></td>
</tr>
</tbody>
</table>

**Table 1: MSE of Link Prediction Performance on Synthetic Networks \( (10^{-3}) \).**
4.3 Evaluation under Missing Not At Random

All methods are also evaluated under the missing-not-at-random (MNAR) scenario, where the sampling probability of a node depends on its degree (in A). Two settings are evaluated: the positive setting (+), where nodes with higher degrees are more likely to be sampled; and the negative setting (−), where nodes with lower degrees are more likely to be sampled. Based on the adjacency matrix A, the nodes are divided into three groups by the descending order of their node degrees by proportions 33%, 34% and 33%. The three groups are sampled at $\delta_+ = \{1.5, 1.0, 0.5\}$ or $\delta_- = \{0.5, 1.5, 1.0\}$ respectively of $\rho = 0.2, 0.5$. For example, the first group under $\rho = 0.2$ and the positive setting is sampled at $\delta = \delta_+ \rho = 1.5 \times 0.2 = 0.3$.

Tables 3–4 display the MSE of the prediction error under the four generating models, with varying sampling proportions and sparsity levels for both positive and negative settings. The result is consistent with the findings under uniform sampling. Under the SBM model, SBM still has the best general performance. Under other settings, LE+ is generally the best method while LE and SE have comparable performance. Timing comparison is not included as it is similar to that of uniform sampling.

Table 3: MSE of Link Prediction Performance on Synthetic Networks, Positive MNAR Setting (10−3).

<table>
<thead>
<tr>
<th>$\rho$</th>
<th>LE</th>
<th>SE</th>
<th>LE+</th>
<th>NS</th>
<th>SBM</th>
<th>DCM</th>
<th>SBM</th>
<th>DCM</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.20</td>
<td>2.05</td>
<td>2.14</td>
<td>1.89</td>
<td>3.48</td>
<td>10.4</td>
<td>5.32</td>
<td>2.94</td>
<td></td>
</tr>
<tr>
<td>0.50</td>
<td>6.41</td>
<td>6.31</td>
<td>5.38</td>
<td>6.68</td>
<td>73.6</td>
<td>2.49</td>
<td>6.37</td>
<td></td>
</tr>
<tr>
<td>0.01</td>
<td>0.015</td>
<td>0.016</td>
<td>0.016</td>
<td>0.016</td>
<td>0.032</td>
<td>0.026</td>
<td>0.03</td>
<td>0.03</td>
</tr>
<tr>
<td>0.05</td>
<td>0.142</td>
<td>0.145</td>
<td>0.145</td>
<td>0.145</td>
<td>0.192</td>
<td>0.184</td>
<td>0.19</td>
<td>0.19</td>
</tr>
</tbody>
</table>

5 LINK PREDICTION IN REAL-WORLD NETWORKS

In this section, we evaluate our approach to link prediction on real-world networks. We consider three examples: two social networks and one airline traffic network. We wish to demonstrate the merits and limitations of our approach. In the first two examples, our method outperforms other benchmarks, indicating that the low-rank model assumption is reasonable. In the third example, the NS method works better. As such, the network may not be
well-approximated with a low-rank structure, whereas the graphon structure underlying the NS method might be more suitable.

5.1 Data Information

The first network is the Enron email network of Priebe et al. (2005) between 184 employees of the Enron company; edges indicate employees’ email communication. The second network is a faculty friendship network between 81 faculty members at a UK university (Nepusz et al., 2008). The last network contains 755 airports in the United States, based on the U.S. Bureau of Transportation Statistics, where two airports are connected if there is a direct passenger flight between them. For simplicity, we ignore edge directions and weights. The average node density, betweenness centrality, and closeness centrality of each node are shown in Figure 1. Overall, the airport network exhibits much stronger heterogeneity in topological features. The nodes are, on average, much less connected and much less central, while special hub airports provide highly dense and central connections. Such strong topological heterogeneity suggests that the low-rank model may not be able to approximate this network well, as might occur in real-world situations (Seshadhri et al., 2020). As demonstrated in the link prediction evaluation, this topological variation does lead to a preference for different link prediction strategies.

5.2 Performance Evaluation

Contrary to our synthetic experiments, it is impossible to evaluate the MSE of the missing probability matrix. Instead, we specifically evaluate the methods based on their link prediction accuracy on the unobserved entries \((A_{22})\). Because the entries in \(A_{22}\) are binary, for a given threshold on values of \(P_{22}\), we get

\[
TPR = \frac{\# \{\text{Correctly predicted edges}\}}{\# \{\text{Total existing edges}\}},
\]

\[
FPR = \frac{\# \{\text{Incorrectly predicted edges}\}}{\# \{\text{Total existing non-edges}\}}.
\]

Varying the threshold and plotting the true positive rate (TPR) against the false positive rate (FPR) produces a ROC curve. We evaluate the link prediction accuracy using the area under the ROC curves (AUC) as our metric for link prediction performance. ROC curve is a commonly used performance metric in link prediction problems (Liben-Nowell and Kleinberg, 2007; Zhao et al., 2017).

![Figure 1: Attributes of Real Networks; Node Degree (Left), Betweenness (Middle), and Closeness (Right).](image)

5.2.1 Evaluation under MAR

The same sampling mechanism as for synthetic networks is applied. Results for the three networks are summarized in Table 5. For the Enron and UK faculty networks, LE+ has the best prediction performance among all methods. Meanwhile, LE has comparable performance to LE+ and is better than other methods. The low-rank model is thus suitable for these two networks. The NS method also delivers reasonably good performance thanks to its generality. For
the U.S. airport network, under low sampling proportions $\rho = \{0.1, 0.2\}$, LE, SE, LE+, NS and DCBM are similar and are inferior to the SBM method. Under higher sampling proportions $\rho = \{0.5, 0.9\}$, the NS method has the best performance, while the other benchmark methods perform similarly. This pattern implies that all low-rank methods perform no better than a block approximation while missing additional structures which the NS method might integrate. Such an observation conveys that low-rank models may not be feasible for this airport network. Also, this is consistent with the synthetic experiments where SBN performs the best under very low sampling proportions due to its simplicity. The missing values for the UK faculty network under the sampling proportion $\rho = 0.1$ is not produced because it has a small network size ($N = 81$) inappropriate for such a low value of $\rho$.

Table 5: Predictive AUC on Three Networks.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>$\rho$</th>
<th>LE</th>
<th>SE</th>
<th>LE+</th>
<th>NS</th>
<th>ERGM</th>
<th>SGM</th>
<th>DCBM</th>
</tr>
</thead>
<tbody>
<tr>
<td>enron</td>
<td>0.1</td>
<td>0.703</td>
<td>0.714</td>
<td>0.663</td>
<td>0.660</td>
<td>0.663</td>
<td>0.658</td>
<td>0.68</td>
</tr>
<tr>
<td></td>
<td>0.2</td>
<td>0.784</td>
<td>0.714</td>
<td>0.830</td>
<td>0.711</td>
<td>0.708</td>
<td>0.741</td>
<td>0.729</td>
</tr>
<tr>
<td></td>
<td>0.4</td>
<td>0.874</td>
<td>0.850</td>
<td>0.882</td>
<td>0.827</td>
<td>0.774</td>
<td>0.788</td>
<td>0.796</td>
</tr>
<tr>
<td></td>
<td>0.9</td>
<td>0.905</td>
<td>0.904</td>
<td>0.905</td>
<td>0.905</td>
<td>0.905</td>
<td>0.906</td>
<td>0.906</td>
</tr>
<tr>
<td>UK faculty</td>
<td>0.2</td>
<td>0.728</td>
<td>0.701</td>
<td>0.731</td>
<td>0.631</td>
<td>0.51</td>
<td>0.657</td>
<td>0.667</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>0.817</td>
<td>0.792</td>
<td>0.842</td>
<td>0.737</td>
<td>0.716</td>
<td>0.725</td>
<td>0.729</td>
</tr>
<tr>
<td></td>
<td>0.9</td>
<td>0.835</td>
<td>0.768</td>
<td>0.836</td>
<td>0.785</td>
<td>0.706</td>
<td>0.753</td>
<td>0.747</td>
</tr>
<tr>
<td>US airports</td>
<td>0.1</td>
<td>0.768</td>
<td>0.766</td>
<td>0.775</td>
<td>0.742</td>
<td>0.502</td>
<td>0.835</td>
<td>0.798</td>
</tr>
<tr>
<td></td>
<td>0.2</td>
<td>0.822</td>
<td>0.821</td>
<td>0.837</td>
<td>0.817</td>
<td>0.505</td>
<td>0.859</td>
<td>0.837</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>0.878</td>
<td>0.890</td>
<td>0.893</td>
<td>0.893</td>
<td>0.527</td>
<td>0.893</td>
<td>0.876</td>
</tr>
<tr>
<td></td>
<td>0.9</td>
<td>0.891</td>
<td>0.918</td>
<td>0.931</td>
<td>0.935</td>
<td>0.555</td>
<td>0.905</td>
<td>0.884</td>
</tr>
</tbody>
</table>

5.2.2 Evaluation under MNAR

Real network results again suggest that our method is applicable for non-uniform sampling as long as assumption A1 holds. Results for the three networks are summarized in Tables 6–7. Similar to the synthetic experiments, when compared with the uniform-sampling setting, the positive setting, which puts more weight on high-degree nodes, improves the performance of all methods and the negative setting does the opposite.

Table 6: Predictive AUC on Three Networks, Positive MNAR Setting.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>$\rho$</th>
<th>LE</th>
<th>SE</th>
<th>LE+</th>
<th>NS</th>
<th>ERGM</th>
<th>SGM</th>
<th>DCBM</th>
</tr>
</thead>
<tbody>
<tr>
<td>enron</td>
<td>0.2</td>
<td>0.752</td>
<td>0.714</td>
<td>0.781</td>
<td>0.699</td>
<td>0.901</td>
<td>0.697</td>
<td>0.723</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>0.855</td>
<td>0.827</td>
<td>0.857</td>
<td>0.714</td>
<td>0.753</td>
<td>0.777</td>
<td>0.751</td>
</tr>
<tr>
<td>UK faculty</td>
<td>0.2</td>
<td>0.795</td>
<td>0.761</td>
<td>0.790</td>
<td>0.61</td>
<td>0.513</td>
<td>0.633</td>
<td>0.636</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>0.837</td>
<td>0.863</td>
<td>0.833</td>
<td>0.768</td>
<td>0.526</td>
<td>0.703</td>
<td>0.757</td>
</tr>
<tr>
<td>US airports</td>
<td>0.2</td>
<td>0.773</td>
<td>0.784</td>
<td>0.838</td>
<td>0.788</td>
<td>0.501</td>
<td>0.744</td>
<td>0.722</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>0.817</td>
<td>0.887</td>
<td>0.892</td>
<td>0.882</td>
<td>0.513</td>
<td>0.881</td>
<td>0.879</td>
</tr>
</tbody>
</table>

Table 7: Predictive AUC on Three Networks, Negative MNAR Setting.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>$\rho$</th>
<th>LE</th>
<th>SE</th>
<th>LE+</th>
<th>NS</th>
<th>ERGM</th>
<th>SGM</th>
<th>DCBM</th>
</tr>
</thead>
<tbody>
<tr>
<td>enron</td>
<td>0.2</td>
<td>0.750</td>
<td>0.749</td>
<td>0.781</td>
<td>0.699</td>
<td>0.901</td>
<td>0.697</td>
<td>0.723</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>0.855</td>
<td>0.827</td>
<td>0.857</td>
<td>0.714</td>
<td>0.753</td>
<td>0.777</td>
<td>0.751</td>
</tr>
<tr>
<td>UK faculty</td>
<td>0.2</td>
<td>0.795</td>
<td>0.761</td>
<td>0.790</td>
<td>0.61</td>
<td>0.513</td>
<td>0.633</td>
<td>0.636</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>0.837</td>
<td>0.863</td>
<td>0.833</td>
<td>0.768</td>
<td>0.526</td>
<td>0.703</td>
<td>0.757</td>
</tr>
<tr>
<td>US airports</td>
<td>0.2</td>
<td>0.773</td>
<td>0.784</td>
<td>0.838</td>
<td>0.788</td>
<td>0.501</td>
<td>0.744</td>
<td>0.722</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>0.817</td>
<td>0.887</td>
<td>0.892</td>
<td>0.882</td>
<td>0.513</td>
<td>0.881</td>
<td>0.879</td>
</tr>
</tbody>
</table>

6 DISCUSSION

We have introduced an LE algorithm to fit low-rank models on egocentrically sampled partial networks. The approach is computationally efficient and presents theoretical guarantees for its correctness. Our technique is the first known consistent method for general low-rank models under egocentric sampling, and it does not require “missing completely at random” assumptions. It can accurately predict missing links when the true model is low-rank or can be approximated by low-rank structures. However, we want to stress that one may have difficulty determining whether a partial network is from a low-rank model in practice; no single model of link prediction works well in all cases. A practically preferable approach involves combining methods to achieve more adaptive performance in various situations, as studied by Ghasemian et al. (2020); Li and Le (2021); Peixoto (2018); Yao et al. (2021). Notably, even in this ensemble setting, having a strong individual method that works well in numerous situations is still necessary. We believe the proposed LE approach greatly contributes to potential candidates as one such model.

The proposed method can be extended in several directions. One limitation of our theory is the strict low-rank assumption; theoretical properties for approximately low-rank models are thus far unknown. A more general theory in these scenarios would largely expand the method’s scope. As another example, if a sequence of evolving networks is observed (subject to egocentric missingness), a critical but open question concerns how to fit a dynamic network model compatible with this missingness. We will leave this and other investigations for future work.

There are several applications in which we can potentially embed the current method. For example, graph learning methods such as GNN (Zhou et al., 2020) take networks as input, and our method can help to handle the semi-supervised prediction setting when the training data are only partially observed. Another application is to use our theory to study the privacy-preserving algorithms for network data (Hehir et al., 2021).
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1 Proofs

In this section, we present the derivation of the error bound in the main paper. In our analysis, we will say some event happens with high probability if it happens with probability tending to 1 as $N \to \infty$. We use $C$ and $c$ as generic universal constants that may vary case by case. Let $P$, $A$, $\tilde{P}$ be as defined as in the main paper, we introduce the following notations:

- $\| \cdot \|$ denotes the spectral norm
- $\| \cdot \|_F$ denotes the Frobenius norm
- $p^* = \max_{ij} p_{ij}$
- $\lambda_k(M)$ is the $k$-th largest eigenvalue of the matrix $M$
- $\sigma_k(M)$ is the $k$-th largest singular value of the matrix $M$

**Lemma 1.1** (Owen and Perry (2009)). For any $p \times q$ matrix $M$ with the partition

$$M = \begin{pmatrix} M_{11} & M_{12} \\ M_{21} & M_{22} \end{pmatrix},$$

Suppose rank($M_{11}$) = rank($M$), we have

$$M_{11} = M_{12} M_{22}^{-1} M_{21}.$$  

**Lemma 1.2** (Lei and Rinaldo (2015)). Let $P$ be the probability under the inhomogeneous Erdős-Renyi model and $A$ be the adjacency matrix from $P$. Assume that $np^* \geq c \log n$ for some constant $c > 0$. There exists a constant $C$ such that

$$\| A - P \| \leq C \sqrt{np^*}$$  

with high probability.

**Lemma 1.3** (Yu, Wang, and Samworth (2015)). Given a symmetric matrix $P$. Suppose rank($P$) = $K$ and let its eigendecomposition be $U \Sigma U^T$, where $\Sigma = \text{diag}(\lambda_1, \ldots, \lambda_K)$ contains all the eigenvalues in nonincreasing order. For another symmetric matrix $\tilde{A}$ in the same dimension, suppose its rank $K$ eigendecomposition is given by $\tilde{U} \tilde{\Sigma} \tilde{U}^T$. There exists an orthogonal matrix $O \in \mathbb{R}^{K \times K}$ such that

$$\| \tilde{U}O - U \|_F \leq C \sqrt{K} \frac{\| A - P \|}{\lambda_K}.$$  

**Lemma 1.4** (Athreya et al. (2017)). Let $P$ be the probability under the inhomogeneous Erdős-Renyi model with rank($P$) = $K$ and $A$ be the adjacency matrix from $P$. With the notations of Lemma 1.3, and the same orthogonal matrix $O$, we have

$$\| O \Sigma - \tilde{\Sigma} O \|_F \leq C (K^2 + \log n)$$  

with high probability.

**Assumption A1** (Low-rank recoverable). The rank of the model satisfies $\text{rank}(P_{11}) = \text{rank}(P) = K$. 

Assumption A2 (Well-conditioned model). There exists a constant $\psi > 0$ such that
\[
\frac{1}{\psi} \cdot np^* \leq \sigma_K(P_{11}) \leq \sigma_1(P_{11}) \leq \psi \cdot np^*
\]

Assumption A1 is strictly needed to ensure the validity of the low-rank recovery on the population matrix $P$ by Lemma 1.1. In contrast, assumptions A2 can be relaxed for better generality. However, we keep it in the current form for conciseness and interpretability of our error bound. Moreover, both A1 and A2 are indeed motivated by the general sparse graphon model of Bickel and Chen (2009) and are easy to hold when the egocentric sampling is done randomly on the nodes under many low-rank models. In particular, we have the following proposition

**Theorem 1.5.** Under assumptions A1 and A2, further assume that $np^* > c \log n$ and $K \leq c\sqrt{\log n}$ for some constant $c > 0$, we have
\[
\|\hat{P}_{22} - P_{22}\|_F \leq C\sqrt{K} \left( \left( \frac{N}{n} \right)^{3/2} \sqrt{Knp^*} + \frac{N^2}{n^2} \log n \right)
\]
for some constant $C > 0$ with high probability.

For illustration, consider the following two special cases

1. Suppose $n$ and $N$ are in the same order, we can see that the error bound on the missing network is in the order of $K\sqrt{np^*} + \sqrt{K} \log n$. Since $\|P_{22}\|_F \sim n\sqrt{p^*}$, we know that $\|\hat{P}_{22} - P_{22}\|_F / \|P_{22}\|_F \to 0$ and the estimation consistency is guaranteed under the current assumptions.

2. Suppose $K$ is bounded and $np^* = \log^2 n$. Then the error bound is in the order of $\frac{N^2}{n} \log n$. So $\|\hat{P}_{22} - P_{22}\|_F / \|P_{22}\|_F \to 0$ as long as $n \gg N^{4/5}$. Therefore, though our method allows the sampling proportion to be vanishing, the decaying rate has to be slow.

**Proof of Theorem 1.5.** Consider the prediction error of the probability matrix $\hat{P}_{22} - P_{22}$. We start with the spectral norm bound. By using the subproductivity of the spectral norm and triangular inequality, we have
\[
\|\hat{P}_{22} - P_{22}\| = \|A_{21}\hat{P}_{11}^+ A_{12} - P_{21}^+ P_{12}\| \\
\leq \|A_{21} - P_{21}\| \|\hat{P}_{11}^+ A_{12} - P_{11}^+ P_{12}\| \\
\leq \|A_{21} - P_{21}\| \|\hat{P}_{11}^+ A_{12} - P_{11}^+ P_{12}\| + \|A_{21}\| \|\hat{P}_{11}^+ A_{12} - P_{11}^+ P_{12}\| \\
\leq \|A_{21} - P_{21}\| \|\hat{P}_{11}^+ - P_{11}^+\| \|A_{12} - P_{12}\| + \|A_{21}\| \|\hat{P}_{11}^+ A_{12} - P_{11}^+ P_{12}\| \\
\leq \|A_{21} - P_{21}\| \|\hat{P}_{11}^+ - P_{11}^+\| \|A_{12} - P_{12}\| + \|A_{21}\| \|\hat{P}_{11}^+ A_{12} - P_{11}^+ P_{12}\| \\
= I + II
\]

Denote the eigendecompositions up to $K$ of $P_{11}$ and $A_{11}$ by $P_{11} = U\Sigma U^T$ and $A_{11} = \bar{U}\Sigma \bar{U}^T$ respectively. Note that since $\text{rank}(P) = K$, the eigendecomposition of $P$ is exact. Note that, since the singular values match the eigenvalues up to their signs, we have $P_{11}^+ = U\Sigma^{-1} U^T$ and $A_{11}^+ = \bar{U}\Sigma^{-1} \bar{U}^T$. We try to control the terms separately.

We want to control the concentration of each component of the $A$ matrix partition. In particular, we are taking the joint event of Lemma 1.4, and Lemma 1.2 for $A$ and $A_{11}$. Notice that here $np^* > c\log n$ indicates that $Np^* > c\log N$ due to the monotonicity of $\log n / n$. Under this condition, therefore, we have $\|A_{11} - P_{11}\| \leq C\sqrt{np^*}$ and $\|A_{21} - P_{21}\| \leq \|A - P\| \leq C\sqrt{np^*}$. Under this event, we also have
\[
|\lambda_k(A_{11}) - \lambda_k(P_{11})| \leq \|A_{11} - P_{11}\| \leq \sqrt{np^*}, 1 \leq k \leq K.
\]

Therefore, due to the assumption that $\lambda_K(P_{11}) \geq \psi np^*$ and $np^* \geq c\log n$, for sufficiently large $n$, we have
\[
|\lambda_K(A_{11})| \geq \frac{1}{2}|\lambda_K(P_{11})|.
\]
Upper bound of term $\mathcal{I}$. Let $O \in \mathbb{R}^{K \times K}$ be an orthogonal matrix in Lemmas 1.3 and 1.4. Consider the term $\|P_{11}^+ - P_{11}^\dagger\|:

\begin{align*}
\|P_{11}^+ - P_{11}^\dagger\| &= \|\tilde{U}\tilde{\Sigma}^{-1}\tilde{U}^T - U\Sigma^{-1}U^T\| \\
&= \|\tilde{U}O\tilde{\Sigma}^{-1}\tilde{U}^T - U\Sigma^{-1}U^T\| \\
&\leq \|\tilde{U}O - U\|\|O\tilde{\Sigma}^{-1}\tilde{U}^T\| + \|UO^T\tilde{\Sigma}^{-1}\tilde{U}^T - U\Sigma^{-1}U^T\| \\
&\leq 2\|\tilde{U}O - U\|\|\tilde{\Sigma}^{-1}\| + \|O\tilde{\Sigma}^{-1}O - \Sigma^{-1}\| \\
&\leq 2\|\tilde{U}O - U\|\|\tilde{\Sigma}^{-1}\| + \|\tilde{\Sigma}^{-1}\|\|O\Sigma - \Sigma O\| \\
&= \|\tilde{\Sigma}^{-1}\|\left(2\|\tilde{U}O - U\| + \|\tilde{\Sigma}^{-1}\|\|O\Sigma - \Sigma O\|\right) \\
&\leq \frac{1}{2}\sigma_K(P_{11})^{-1}\left\{6\sqrt{\frac{K}{np^*}} + [\sigma_K(P_{11})]^{-1}C\log(n)\right\} \\
&\leq C\frac{1}{np^*}\left(\sqrt{\frac{K}{np^*}} + \log n\right).
\end{align*}

Therefore, we have

$$\mathcal{II} = (\|P_{21}\| + \|A_{12} - P_{12}\|)^2 \|P_{11}^+ - P_{11}^\dagger\| \leq C\left(\frac{N}{n}\right)^{3/2}\sqrt{\frac{K}{np^*}} + \frac{N^2}{n^2}\log n).$$

Note that this bound for $\mathcal{II}$ dominates that for $\mathcal{I}$. Substituting both bounds for $\mathcal{I}$ and $\mathcal{II}$ into (5) leads to

$$\|\hat{P}_{22} - P_{22}\| \leq C\left(\frac{N}{n}\right)^{3/2}\sqrt{\frac{K}{np^*}} + \frac{N^2}{n^2}\log n).$$

Finally, notice that $\text{rank}(\hat{P}_{22})$ and $\text{rank}(P_{22}) = K$, which indicates that $\text{rank}(\hat{P}_{22} - P_{22}) \leq 2K$. So we have the Frobenius norm bound

$$\|\hat{P}_{22} - P_{22}\|_F \leq C\sqrt{\frac{K}{n}}\left(\frac{N}{n}\right)^{3/2}\sqrt{\frac{K}{np^*}} + \frac{N^2}{n^2}\log n).$$

Finally, notice that if even the truncation to $[0, 1]$ is applied, this process would not increase the error at all entries of $\hat{P}_{22}$, so the error bound still holds.

The error bound for the full matrix recovery is a straightforward extension of Theorem 1.5.

**Corollary 1.** Under the assumptions of Theorem 1.5, for the full matrix estimator $\hat{P}$, we have

$$\|\hat{P} - P\|_F \leq C\sqrt{\frac{K}{n}}\left(\frac{N}{n}\right)^{3/2}\sqrt{\frac{K}{np^*}} + \frac{N^2}{n^2}\log n)$$

with high probability.
Proof of Corollary 1.

\[
\|\hat{P} - P\|_F^2 = \|\hat{P}_{11} - P_{11}\|_F^2 + 2\|\hat{P}_{12} - P_{12}\|_F^2 + \|\hat{P}_{22} - P_{22}\|_F^2 \\
\leq 2\|\hat{P}_{11} - P_{11}\|_F^2 + 2\|\hat{P}_{12} - P_{12}\|_F^2 + 2\|\hat{P}_{22} - P_{22}\|_F^2 \\
\leq 2\|\hat{P}_{obs} - P_{obs}\|_F^2 + 2\|\hat{P}_{22} - P_{22}\|_F^2 \\
\leq 2K\|\hat{P}_{obs} - P_{obs}\|_F^2 + \|\hat{P}_{22} - P_{22}\|_F^2.
\]

For the first term, under the same high probability event of Theorem 1.5, we have

\[
\|\hat{P}_{obs} - P_{obs}\| \leq \|\hat{P}_{obs} - A_{obs}\| + \|P_{obs} - A_{obs}\| \\
\leq \sigma_K(A_{obs}) + \|P_{obs} - A_{obs}\| \\
\leq 2\|P - A\| \\
\leq C\sqrt{np}.
\]

Combining this result with Theorem 1.5, we have

\[
\|\hat{P} - P\|_F^2 \leq C\left(Knp^* + K^2\left(\frac{N}{n}\right)^3 Np^* + K\left(\frac{N}{n}\right)^4 \log^2 n\right) \leq C'\left(K^2\left(\frac{N}{n}\right)^3 Np^* + K\left(\frac{N}{n}\right)^4 \log^2 n\right)
\]

So we have

\[
\|\hat{P} - P\|_F \leq C\sqrt{K}\left(\frac{N}{n}\right)^{3/2} \sqrt{Knp^* + \frac{N^2}{n^2} \log n}
\]

under the event. From the proof, it can also be seen that the major error for the full matrix estimation is still on the unobserved component \(\hat{P}_{22}\).

Finally, notice that if even the truncation to \([0, 1]\) is applied, this process would not increase the error at all entries of \(\hat{P}\), so the error bound still holds.

\[\square\]
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