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Abstract

The introduction of machine learning (ML) techniques to the field of survival analysis has increased the flexibility of modeling approaches, and ML based models have become state-of-the-art. These models optimize their own cost functions, and their performance is often evaluated using the concordance index (C-index). From a statistical learning perspective, it is therefore an important problem to analyze the relationship between the optimizers of the C-index and those of the ML cost functions. We address this issue by providing C-index Fisher-consistency results and excess risk bounds for several of the commonly used cost functions in survival analysis. We identify conditions under which they are consistent, under the form of three nested families of survival models. We also study the general case where no model assumption is made and present a new, off-the-shelf method that is shown to be consistent with the C-index, although computationally expensive at inference. Finally, we perform limited numerical experiments with simulated data to illustrate our theoretical findings.

1 INTRODUCTION

Survival analysis (Gross et al., 1981; Kalbfleish and Prentice, 2002), the field of statistics concerned with modeling time-to-event data, is central to healthcare applications to predict time from diagnosis to death or risk of disease recurrence. Rather than directly modeling time-to-event, many survival models predict risk of event occurrence (Haider et al., 2020). Many definitions of risk can be found in the literature; the most classic are the expected time-to-event, the probability of an event occurring after a given time, or the multiplicative factor in the hazard rate under the proportional hazards (PH) assumption. Importantly, survival data are often right-censored, and only a lower bound on the time-to-event is observed; it usually corresponds to the time at which patients leave the study. Most classical survival models have therefore been extended to the censored case (see, e.g. Klein and Moeschberger (2011) Chapter 3 for a review of the different types of censoring and Chapter 4 for survival estimation in the censored case).

Machine learning models are increasingly used in survival analysis and have shown state-of-the-art results in various application areas (Zhu et al., 2016, 2017; Yousefi et al., 2017; Katzman et al., 2018; Ching et al., 2018; Kvamme et al., 2019; Barnwal et al., 2020; Steingrimsson and Morrison, 2020; Cottin et al., 2022; Schutte et al., 2022). Evaluating this jungle of risk models is therefore an important issue to make it comprehensive for practitioners (Park et al., 2021). Among existing metrics in survival analysis, the concordance index (C-index) is probably the most commonly used (Harrell et al., 1996). It can be viewed as an extension of the Area Under the ROC Curve (AUC) for continuous outcomes and assesses the ability of a risk prediction method to correctly rank individuals according to their risk scores. More specifically, it is defined as the probability that pairs of predicted risks are ranked in the same order as the corresponding observed time-to-events.

From a statistical learning perspective, the question arises whether the C-index can be directly optimized, i.e., used as an objective function to be maximized in an ML approach. Unfortunately, the C-index is a non-concave, discontinuous loss with respect to the parameters of the risk model; consequently, gradient-based methods cannot be used directly to maximise it. In practice, models are often learned by minimizing a smooth surrogate loss on the training data and then evaluated using the C-index. Examples of training losses include the negative log-likelihood of survival models such as Cox (1972) Proportional Hazards (PH) or Accelerated Failure Time (AFT) models (Wei, 1992), loss functions defined as the expectation of an error measure between the time to event and the risk predictor (Steingrimsson and Morrison, 2020), or smooth approximations of the negated C-index (Chen et al., 2013).

Despite the widespread use of the C-index as an evaluation
In particular, it is not known under what conditions Fisher consistency (Fisher, 1922), also known as classification-calibration (Bartlett et al., 2006), holds, i.e., minimizers of the training loss correspond to optimizers of the C-index. If this property holds, we can safely say that the ML model converges to the optimal C-index as sample size grows to infinity—if the model is expressive enough.

The aim of this paper is to answer this very question. We study the consistency properties of classical cost functions in survival analysis with respect to the C-index, and provide associated excess risk bounds. We analyze in particular the properties of Maximum Likelihood Estimation (MLE), conditional average risk estimation, and smooth C-index maximization. We identify conditions under which these methods are consistent, under the form of three nested families of survival models. In addition, we study the more general case where no model assumption is made. In this case, we present a new, off-the-shelf convex method that is shown to be consistent with the C-index, although computationally expensive at inference. Finally, we perform limited numerical experiments with simulated data to illustrate our theoretical findings. In all cases, we discuss how censoring can be incorporated in our results. Note that, most of the theoretical results can be applied beyond survival analysis to any continuous ranking task in the sense of Clémençon and Achab (2018). Specifically, the following contributions are provided:

- The properties of commonly used risk estimation procedures in survival analysis are analyzed in terms of Fisher-consistency and C-index excess risk bounds.
- Conditions under which these procedures are Fisher-consistent with respect to the C-index are derived in the form of three nested families of survival models corresponding to increasingly stringent model assumptions. For each family, we characterize the maximizers of the C-index, and provide important examples.
- We discuss a novel, off-the-shelf convex estimation method which, although computationally expensive at inference, proves consistent without any modeling assumption.
- Limited experiments are conducted with simulated data to illustrate our theoretical findings.

Related Work

This work is in line with an extensive literature on the statistical efficiency of minimizing surrogate losses of non-convex and discontinuous evaluation metrics such as the 0-1 loss. Bartlett et al. (2006) derives upper bounds on the excess risk of convex surrogates for binary classification, while Agarwal (2014) provides similar results for surrogates of bipartite ranking losses. Cortes and Mohri (2003) provides a statistical analysis of the relationship between AUC and error rate minimization, and Gao and Zhou (2015) identifies sufficient conditions for consistency of pairwise surrogate losses with the AUC. From an optimization point of view, Calders and Jaroszewicz (2007) suggests maximizing the AUC directly using polynomial approximations.

While the C-index is widely used in survival analysis and several papers have investigated its properties from a practical point of view (Longato et al., 2020; Park et al., 2021), there are comparatively few statistical learning results evaluating its relationship to commonly used cost functions used in survival analysis. Steck et al. (2007) provide lower bounds on the C-index that can be directly optimized and examine their relationship to Cox’s proportional hazards, showing that this popular model approximately maximizes the C-index. The authors do not examine consistency. Chen et al. (2013) develop a gradient-boosting procedure to optimize smooth surrogates of the C-index; however, the statistical consistency of such surrogates remains to be analyzed.

Since the C-index is fundamentally a ranking measure, our work has similarities with the extensive literature on ranking algorithms and their statistical properties (Clémençon et al., 2008; Duchi et al., 2010; Chapelle et al., 2011; Rajkumar and Agarwal, 2014; Yuan et al., 2016; He et al., 2018; Ai et al., 2019; Wu et al., 2021; Werner, 2021). As far as we are aware, none of these papers analyze ranking algorithms in terms of consistency with the C-index. Clémençon and Achab (2018) examines the optimizers of the C-index, but they focus only on the case where the conditional cumulative distribution functions do not cross one another; we consider much less restrictive assumptions.

2 SETTING AND BACKGROUND

2.1 Survival Analysis

Consider the classical survival analysis framework to model time-to-events and their relationship to individual covariates. The time-to-event, denoted $T$, is assumed continuous and takes values in $\mathbb{R}_+$; individual covariates are denoted by $X$ and take values in $\mathbb{X} \subset \mathbb{R}^d$. Let $P = \text{Prob}(\mathbb{R}_+ \times \mathbb{X})$ be the space of joint probability densities $\mu$ of non-negative time-to-events and covariates; $\mu(t, x)$ is also referred to as the survival model. The density of events conditional on covariates $x$ is denoted $\mu(t|x)$, and the conditional survival function

$$S(t|x) = \mathbb{P} \{ T > t | X = x \} = \int_t^{+\infty} \mu(t|x) dt.$$  (1)
We also consider the right-censored setting where the time-to-event \( T \) is not directly observed but rather a lower bound \( U = C \wedge T \) where \( C \) is a continuous, nonnegative random variable corresponding to the censoring time. The binary random variable \( \Delta = 1(C \geq T) \) specifying whether the lower bounds corresponds to the time-to-event or to the censoring time is also observed. Throughout this paper, the censoring is assumed independent of the covariates, i.e. \( C \perp X \), and the censoring curve is defined by \( G(t) = \mathbb{P}\{C > t\} \).

### 2.2 Concordance Index

Consider a scalar valued function

\[
 f : x \in \mathbb{R}^d \mapsto f(x) \in \mathbb{R};
\]

\( f \) may for instance come from an inference procedure assessing the risk of occurrence of events, depending on covariates \( x \). In such settings, the higher \( f(x) \), the smaller the time-to-event. Many quantities may be used to define the risk; for instance, the conditional expectation of the time-to-event \( \mathbb{E}\{T|X = x\} \), the probability of an event occurring beyond a certain time \( t_0 \), \( \mathbb{P}\{T > t_0|X = x\} \), or a statistic specific to a survival model such as the multiplicative factor of the baseline hazard under the PH assumption.

The C-index is defined as the probability of having a pairwise concordant order between the predicted risks and the observed time-to-events (Harrell et al., 1982). It is usually presented as the following conditional probability:

\[
 C(f) = \mathbb{P}\{f(X) < f(X') \mid T > T'\}. \tag{2}
\]

The C-index depends on the joint distribution of \( (T, X) \), so that two survival models \( \mu \) and \( \mu' \) yield two different definitions of the C-index \( C_\mu \) and \( C_{\mu'} \). Whenever the model \( \mu \) is clear from context, we drop the subscript for ease of notation. Since the C-index measures the quality of the ranking induced by \( f \) rather than the risk values themselves, it is defined up to monotone transformation of the risk.

For any pair of real random variables \( Y \) and \( Z \), the statistical preference order (Taplin, 1997) denoted by \( \succeq \), is defined as

\[
 Y \succeq Z \iff \mathbb{P}\{Y > Z\} \geq \frac{1}{2}. \tag{3}
\]

A risk function \( f \) defining a global ordering maximally preserving the statistical preference (3) in expectation for all pairs of conditional random variables \( T|X = x \) and \( T|X = x' \) is optimal with respect to the C-index. This follows directly from the fact that:

\[
 C(f) \propto \mathbb{P}\{f(X) < f(X'), T > T'\} = \mathbb{E}\{f(X) < f(X')\}1(T > T')
 = \mathbb{E}_{X,X'}\mathbb{P}\{T > T'|X,X'\} 1(f(X) < f(X')). \tag{4}
\]

Definition 2.1 presents the case where there exists a global ordering respecting all pairwise comparisons under (3).

**Definition 2.1 (Optimal risk ordering).** An optimal risk ordering is a function \( f^* \) satisfying

\[
 f^*(x) \leq f^*(x') \Rightarrow \mathbb{P}\{T > T'|x,x'\} \geq \frac{1}{2}, \tag{5}
\]

for all pairs \( x, x' \). Note that if condition (5) is satisfied then it follows directly that \( f^* \) is an optimizer of the C-index and it only depends on the conditional density of events \( \mu(t|x) \).

We show in Sec. 3 that an optimal risk ordering does not exists in general.

### C-index estimation with right-censored data

In the survival analysis setting introduced in Sec. 2.1, time-to-events \( T \) are not observed but rather a lower bound \( U = C \wedge T \) and an event indicator \( \Delta = 1(C \geq T) \). In this case the question arises of how to consistently estimate the C-index of a risk model \( f \). Using the Inverse Censored Probability Weighting (IPCW) strategy of Robins and Finkelstein (2000), one can see that

\[
 \mathbb{E}\{1(T > T')\} = \mathbb{E}\left\{\frac{1(T > T')1(C \wedge C' \geq T')}{G(T')^2}\right\}
 = \mathbb{E}\left\{\frac{\Delta'1(U > U')}{G(U')^2}\right\},
\]

where \( G \) is the censoring curve defined at the end of Sec. 2.1. In particular, this leads to the following expression for the C-index as an expectation over \( (X, U, \Delta) \):

\[
 C(f) = \mathbb{E}\left\{\frac{\Delta'1(U > U')1(f(X) < f(X'))}{G(U')^2}\right\}
\]

The C-index can be consistently estimated from data using the empirical average instead of the expectation: this estimator is known as Uno’s C-index (Uno et al., 2011).

### 2.3 Fisher Consistency

As previously discussed, the C-index (2) cannot be maximized using gradient descent. Instead, the function \( f \) is learned by minimizing a smooth risk \( \mathcal{R}(f) \). Fisher consistency is a property guaranteeing that the minimizers of the smooth risk are also maximizers of the C-index. Definition 2.2 formalizes the notion of Fisher consistency over a family of distributions.

**Definition 2.2 (Fisher Consistency).** The risk \( \mathcal{R} \) is said to be Fisher consistent to the C-index under a distribution family \( Q \subseteq P \) if

\[
 \mathcal{R}_\mu(f^*) = \min_f \mathcal{R}_\mu(f) \implies C_\mu(f^*) = \max_f C_\mu(f),
\]

for all distribution \( \mu \in Q \), where \( \mathcal{R}_\mu, C_\mu \) are the smooth risk and C-index computed over the joint distribution \( \mu \).

\[ a \wedge b = \min(a, b). \]
In this paper, pairs of smooth risks and families of distributions are examined for which Fisher consistency holds for the C-index.

Consistency for AUC with binary labels The C-index is a continuous outcome version of the well-known AUC used in binary output ranking problems, also known as bipartite ranking. AUC is defined as the pairwise probability of concordant order between the risk and the binary labels:

\[
\text{AUC}(f) = \mathbb{P}\{ f(X) > f(X') | Y = 1, Y' = 0 \},
\]

where \(Y, Y' \in \{0, 1\}\) are binary. The loss is non-continuous and cannot be optimized directly by gradient descent. In this case, however, the set of optimizers of (6) can be easily characterized as monotone transformations of the conditional distribution (Agarwal, 2014). This can be seen as the function \(f(x) = \mathbb{P}\{ Y = 1 | X = x \}\) satisfies

\[
\mathbb{P}\{ Y > Y' | x, x' \} \geq \frac{1}{2} \iff f(x) \geq f(x'),
\]

which directly follows from the identity \(f(x)(1 - f(x')) = \mathbb{P}\{ Y > Y' | x, x' \}\). Hence, any smooth risk \(\mathcal{R}\) whose minimizer is a monotone transformation of the conditional distribution is consistent to the AUC. This includes least squares, logistic regression, and more generally any proper loss function (Agarwal, 2014).

3 Maximizers of C-index

The problem of maximizing the C-index associated to a survival model \(\mu\) writes

\[
C^*_\mu = \max_f C_\mu(f).
\]

The aim of this section is to classify the set of possible survival models \(\mu\)—the joint density of \((T, X)\)—in terms of properties of the associated maximizers of (7).

We introduce four families of survival models, denoted by \(A \subseteq B \subseteq C\) and \(D := C^c = P \setminus C\), defined informally as follows:

- **A**: Survival curves \(S(t|x)\) do not cross. Existing work studying consistency with respect to C-index, such as Clémencéon et al. (2013); Clémencéon and Achab (2018) are limited to this family of models.
- **B**: \(- E\{T | X = x\}\) is an optimal risk ordering (5). We prove in Sec. 4 that a large family of smooth risk functions is consistent in this family.
- **C**: There exists an optimal risk ordering satisfying (5). We prove in Sec. 4 that MLE is Fisher-consistent for several examples of models in family C.
- **D**: There is no optimal risk ordering satisfying (5). We introduce in Sec. 4 an off-the-shelf estimation method which proves consistent in this setting, although being computationally expensive at inference.

In the following, the four families of survival models are described alongside examples and theoretical results characterizing the associated oracle C-index maximizers.

A. Conditional Survival Curves do not Cross

Family A is defined as the set of survival models whose conditional survival curves uniformly bound one another. In other words, models \(\mu \in A\) satisfy assumption A.

**Assumption A.** For all \((x, x') \in \mathcal{X}^2\), \(t \mapsto S(t|x) - S(t|x')\) has constant sign.

Under Assumption A, Thm. 3.1 shows that the negative conditional expectation \(- CE(x) = \mathbb{E}\{ T | X = x \}\) satisfies Condition (5); the proof can be found in the Appendix.

**Theorem 3.1.** If \(\mu \in A\), the negative conditional expectation is an optimal risk ordering for the C-index satisfying Condition (5), thus \(C^*_\mu (- CE) = C^*_\mu\).

The two most commonly used survival models, namely Cox PH and AFT, satisfy Assumption A and therefore Thm. 3.1 applies, as discussed below.

Proportional Hazards model. The hazard function is defined as \(h(t) = S'(t) / (1 - S(t))^{-1}\), where \(S'\) denotes the notetime derivative of the survival curve. In the PH model, the conditional hazard \(h(t|x)\) factorizes as \(h(t|x) = h_0(t) e^{f(x)}\), where \(h_0\) is the (non-negative) baseline hazard and \(f\) is a function of the covariates (Cox, 1972). This yields

\[
S(t|x) = S_0(t) e^{f(x)}, \quad S_0(t) = e^{- \int_0^t h_0(\tau) d\tau},
\]

where \(S_0\) is the baseline survival curve. It directly follows that survival curves do not cross at any point in time, therefore Assumption A is satisfied and Thm. 3.1 applies. In this example \(f(x)\) also defines an optimal ranking; derivations are provided in the appendix to support this claim.

Accelerated Failure Times model. The AFT model assumes the following form for time-to-events:

\[
\log T = f(X) + \varepsilon,
\]

where \(\varepsilon\) is an independent random variable. The survival curve is parameterized as \(S(t|x) = S_0(te^{-f(x)})\), where \(S_0\) is the survival curve of \(e^\varepsilon\). Note that the survival curves do not cross each other as they are defined as scaling by \(e^{f(x)}\). In this example also, Assumption A is satisfied and Thm. 3.1 applies. As for the PH model, note that \(f(x)\) also defines an optimal ranking; derivations are provided in the appendix to support this claim.

B. Conditional Expectation is an Optimal Ranking

Family B is defined as the set of survival models for which the negative conditional expectation is an optimal risk ordering. In other words, models \(\mu \in B\) satisfy the following condition.
Analogously to the previous cases, a family of distributions provided.

Note that Thm. 3.1 proved the inclusion $A \subseteq B$. Now, the strict inclusion, $A \subset B$ is proved by providing an example of survival models such that $\mu \in B \setminus A$. Consider the extended AFT model presented in the previous section by adding symmetric heteroscedastic noise.

**Definition 3.2 (AFT-H).** In the AFT-H model, the time-to-event has the form

$$\log T = f(x) + \sigma(x) \varepsilon,$$

where $\sigma : \mathbb{X} \to \mathbb{R}_+$ is a positive-valued function satisfying $f(x) \leq f(x') \iff \sigma(x) \leq \sigma(x')$ and $\varepsilon$ is a centered Gaussian random variable.

Prop. 3.3 shows that AFT-H satisfies assumption B.

**Proposition 3.3 (AFT-H satisfies B).** Assume that $\mu$ is in AFT-H. Then, the negative conditional expectation is an optimal risk ordering, thus $C_\mu(CE) = C_\mu^*$.

This result is a reformulation of Corollary 2 by Lebedev (2019); we provide the original statement in the appendix. Note that under AFT-H the conditional survival curves take the following form

$$S(t|x) = S_x \left( \frac{\log t - f(x)}{\sigma(x)} \right),$$

where $S_x(X) = \mathbb{P} \{ X > \varepsilon \}$. Fixing $f(x)$ and varying $\sigma(x)$ we can clearly see how the survival curves cross so that AFT-H does not always satisfy assumption A.

C. There exists an Optimal Risk Ordering

Family C is defined as the set of survival models admitting an optimal risk ordering satisfying (5).

**Assumption C.** There exists an optimal ordering $f_\mu^*$ for survival model $\mu$, satisfying (5).

Under assumption C, a closed form for the maximum C-index attained at $f^*$ can be derived by combining Prop. 3.4 below to the expression of pairwise conditional probabilities for specific models.

**Proposition 3.4.** Assume that $\mu$ satisfies assumption C. Then, the optimal C-index takes the following form:

$$C_\mu^* = C_\mu(f_\mu^*) = \mathbb{E}_{X,X'} \varphi(\mathbb{P} \{ T > T' | X, X' \}),$$

where $\varphi(a) = \max(a, 1-a)$ and $f^*$ satisfies (5).

Analogously to the previous cases, a family of distributions satisfying assumption C is introduced, using exponential family models. Then, an example of model $\mu \in C \setminus B$ is provided.

**Definition 3.5 (Exponential family survival model).** For $\theta : \mathbb{X} \to \mathbb{R}$, $\beta : \mathbb{R}_+ \to \mathbb{R}_+$, $\tau : \mathbb{R}_+ \to \mathbb{R}$, $\eta : \mathbb{R} \to \mathbb{R}$, and $A : \mathbb{R} \to \mathbb{R}$ such that, for all $x \in \mathbb{X}$, the conditional density of a curved exponential family model is given by

$$\mu(t|x) = \beta(t) \exp \left[ \eta \circ \theta(x) \tau(t) - A \circ \theta(x) \right],$$

with associated parameter $\theta(x)$. For instance, $\theta(x) = \theta^\top x$ in a generalized linear model.

The scalar exponential family from definition 3.5 covers many of the survival curves classically used in survival analysis, e.g., the exponential, chi-squared, Laplace and normal distributions. Under the exponential family model, the scalar parameterization $\theta(x)$ satisfies the optimal risk ordering condition, as shown in the following proposition proved in the Appendix. Thus, maximization of the C-index can be achieved by estimating the parameters $\theta(x)$ of the model.

**Proposition 3.6.** Under Assumption C, with $\theta$ continuous, $\beta$ positive, $\tau$ non-decreasing and $\eta$ continuously differentiable and non-decreasing, $\theta(x)$ is an optimal risk ordering for the C-index, thus $C_\mu(\theta) = C_\mu^*$.

Weibull with varying shape parameter Consider the model defined by Weibull conditional survival curves with varying shape parameter

$$S(t|x) = e^{-t^{f(x)}},$$

The following Prop. 3.7 proves the strict inclusion $B \subset C$.

**Proposition 3.7.** The above Weibull model (11) satisfies assumption C but not assumption B.

The proof is based on the result by Lebedev (2019) showing that $f$ gives an optimal risk ordering. Assumption B is not satisfied as the expectation of a Weibull is not monotone on the shape parameter. Indeed, the expectation is given by $\Gamma(1 + \frac{1}{f(x)})$, where $\Gamma$ denotes the Gamma function. This function has a minimum between 1.46 and 1.47, decreasing first and increasing for larger values. Thus, it gives a different ranking than the optimal risk ordering $f$.

D. There is no Optimal Risk Ordering

Family D contains survival models for which there does not exist an optimal risk ordering satisfying condition (5). The following example illustrates this phenomenon. Let $\{T_i\}_{1 \leq i \leq n}$ be random variables corresponding to time-to-event of individuals $1 \leq i \leq n$, and consider the following assumption.

**Assumption D.** There exists $m \geq 3$, a subset of indices $J \subseteq \{1, \ldots, n\}$, $|J| = m$, and an ordering $i_1 < i_2 < \ldots < i_m$ such that, denoting $i_{m+1} = i_1$,

$$\min_{k \in \{1, \ldots, m\}} \left( \mathbb{P} \{ T_{i_k} < T_{i_{k+1}} \} \right) > \frac{1}{2}.$$
4 CONSISTENCY AND EXCESS RISK BOUNDS

We now study several estimation procedures classically used in survival analysis, all based on Fisher-consistent, smooth cost functions. In particular, we discuss under which families of survival models introduced in the previous section Fisher-consistency holds. Although existing work was limited to family A (e.g., Clémençon et al. (2013); Clémençon and Achab (2018)), we prove that all the considered methods are consistent in family B ⊇ A. We start by introducing the considered method and their extensions to the censoring case. Then, we provide excess risk bounds on the associated C-index suboptimality.

4.1 Estimation Procedures

Estimating the conditional expectation (A, B). Without a specific survival model but under assumption B, one can use any cost function minimized by a monotone transformation of the conditional expectation. The following Thm. 4.1 provides a family of risks based on Fenchel-Young losses (Blondel et al., 2020) satisfying this property.

Theorem 4.1. Let \( \Omega : \mathbb{C} \rightarrow \mathbb{R} \) be a twice-differentiable strongly convex function defined in a closed domain \( \mathbb{C} \subseteq \mathbb{R}^d \) such that \( \lim_{u \rightarrow +\infty} \nabla \Omega(u) = +\infty \). Define the cost function \( S(v, t) = \Omega^*(v) - vt \) where \( \Omega^* \) is the Fenchel conjugate of \( \Omega \) (Rockafellar, 1997) \(^3\). Then, the following risk

\[
\mathcal{R}(f) = \mathbb{E}_{(X, U, \Delta)} \frac{\Delta S(f(X), U)}{G(U)}, \quad (12)
\]

is convex, smooth, and its minimizer is a monotone transformation of the conditional expectation. Thus, under assumption B it is Fisher consistent to the C-index.

When \( \mathbb{C} = \mathbb{R} \) and \( \Omega(u) = u^2/2 \) this corresponds precisely to ICPE (Robins and Finkelstein, 2000) on least squares. However, Thm. 4.1 provides a larger family of consistent smooth risks by choosing \( \Omega \) and its domain \( \mathbb{C} \) using the construction of Fenchel-Young losses.

Note that the estimator minimizing (12) is not efficient in the presence of censoring as only samples corresponding to events \( \Delta = 1 \) contribute to the cost function. To alleviate this issue, Steingrimsson and Morrison (2020) uses semi-parametric efficiency theory for missing data (Tsiatis, 2006; Robins et al., 1994), and develops an augmented estimator with smallest asymptotic variance among all unbiased estimators of \( S(f(X), T) \).

Maximum Likelihood Estimators (A, B, C). Assume the conditional survival model \( \mu_f(t|x) \) lies in a family of distributions so that one of the parameters \( f(x) \) gives the optimal risk ranking (5), thus belonging to class C. We can learn the optimal parameter under censoring by minimizing the following MLE loss (Kalbfleisch and Prentice, 2002):

\[
\mathcal{R}(f) = -\mathbb{E}_{(X, U, \Delta)} \Delta \log \mu_f(U|X) + (1-\Delta) \log S_f(U|X).
\]

The derivation of this loss can be found in the Appendix. This loss can be used for all models presented in the previous section, namely PH, AFT, AFT-H, Weibull and the exponential family. Whenever the model is identifiable, the one-dimensional strongly convex function is one for which the Hessian is uniformly lower bounded \( \nabla^2 \Omega \geq C > 0 \) for all \( u \) in the domain.

\(^3\)The Fenchel conjugate \( \Omega^* \) of \( \Omega \) is defined for all \( v \in \mathbb{R} \) as \( \Omega^*(v) = \sup_{u \in \mathbb{C}} vu - \Omega(u) \).
MLE is consistent to the true parameter and thus Fisher consistent to the C-index. An important advantage of this loss is that the censored samples have an explicit role and provide signal during the learning procedure. Note that, penalized versions of (4.1) can also be used to obtain explicit finite sample risk bounds (see Prop. 4.4).

Smooth C-index (A, B, C, D). In family D, one cannot assume the existence of an optimal risk ordering. In this case, an alternative method is smooth C-index maximization, which is based on smoothing the indicator function defining the C-index under censoring as presented in Sec. 2.2, leading to a non-convex smooth loss (Mayr et al., 2016). The non-convexity of this approach may cause convergence problems and a scaling parameter may be tuned to guarantee proper convergence.

Estimating pairwise probabilities (A, B, C, D). The smooth C-index has two main problems: its non concavity and the fact its optimizer is not robust to marginal distributional shifts due to Prop. 3.8. We propose a novel methodology whereby instead of learning a risk function $f$ specifying the ranking on the training cohort, we (1) learn the pairwise conditional probabilities $P\{T > T'|x, x'\}$ on the training data with an estimator $h(x, x')$ and then (2) we construct the ranking that better satisfies the relative order constraints in expectation over the finite validation cohort $x_1, \ldots, x_n$ by solving:

$$\min_{\sigma \in S} \sum_{i,j=1}^n \gamma_{ij}1(\sigma(i) < \sigma(j)),$$

where $S$ is the set of permutations of size $n$ and $\gamma_{ij} = |2h(x_i, x_j) - 1|1(h(x_i, x_j) > 1/2)$. The derivation of this methodology follows easily from the C-index expression (4) and it is consistent by construction. The combinatorial problem (13) is known as the Minimum Weight Feedback Arc Set (MWFAS) problem (Duchi et al., 2010; Karp, 1972); it is known to be NP-Hard. However, multiple approximations of this problem exist (Even et al., 1998; Demetrescu and Finocchi, 2003).

This method addresses the two problems of the smooth C-index. First, the pairwise conditional probabilities can be learned using convex estimation methods, such as logistic regression on the binary problem $\tilde{Y} = \text{sign}(T - T')$ and $\tilde{X} = (X, X')$. Second, the ranking estimator is robust to marginal distributional shifts as the inference algorithm (13) is computed on the validation cohort. It is interesting to note that the computational bottleneck of the smooth C-index coming from its non concavity has now been transposed into the computational bottleneck of the combinatorial inference problem.

### 4.2 Excess Risk Bounds

The question is now to obtain excess risk bounds on the C-index when there exists an optimal risk ranking $f^*$ satisfying (5). The following Thm. 4.2 bounds the excess risk of the C-index.

**Theorem 4.2** (Excess risk bounds). Let $f^*$ be an optimal risk ranking satisfying (5). Let $L > 0$ a positive constant satisfying

$$|2P\{T > T'|x, x'\} - 1| \leq L|f^*(x) - f^*(x')|,$$

for all pairs $x, x'$. Then, the excess risk of the C-index can be bounded as

$$C(f^*) - C(f) \leq 2L \mathbb{E}_X |f(X) - f^*(X)|.$$

The proof of this result can be found in the Appendix, and is based on a reduction of the problem to a binary classification problem with input $(X, X')$ and output $Z = \text{sign}(T - T')$, similar to Agarwal (2014) for the bipartite ranking setting. The following Prop. 4.3 shows that condition (14) is satisfied for most of the models presented in Sec. 3. The proof is in the Appendix.

**Proposition 4.3**. The left, center and right figures correspond to data generated from models satisfying assumptions A, B and C, respectively.
Proposition 4.3. Condition (14) is satisfied by:

(i) The PH model with $L = 1$.

(ii) The AFT model (8) with $L$ the Lipschitz constant of the cumulative distribution function $F_{\varepsilon - \varepsilon'}$ of the symmetric random variable $\varepsilon - \varepsilon'$.

(iii) The AFT-H model (9) with $L$ the same as AFT scaled by a factor $\alpha$ where $\sigma(x) \geq 1/\alpha$ for all $x$.

(iv) The exponential family (10).

We now provide two examples of application of Prop. 4.3.

Example of Lasso estimator on Cox PH model Prop. 4.3 shows that Thm. 4.2 applies in particular to the PH model. For this specific case, we illustrate our theoretical findings with an application to the Lasso estimator for the Cox PH model. This estimator is analyzed in Huang et al. (2013), where finite sample bounds on the excess risk such as the ones obtained by Ausset et al. (2019) one can translate them to the C-index.

Proposition 4.4 (informal). With probability at least $1 - \varepsilon(n)$, $\varepsilon(n) \to 0$ as $n \to +\infty$,

$$C(\theta^*) - C(\hat{\theta}_{\text{lasso}}) \leq E_X \|X\|_{\infty} \frac{\|\theta^*\|_0 \log(d)}{n}.$$

The quantity $E_X \|X\|_{\infty}$ depends on the covariates model and corresponds to "the size" of the input space.

Finite sample bounds for family B. Under assumption B and using the smooth cost function (12) we can obtain excess risk bounds on the C-index in terms of the excess of the smooth risk $R(f)$.

Theorem 4.5. Let $R$ be the risk defined in (12). Under assumption B, the following inequality holds:

$$C^* - C(f) \leq 2L_1 \sqrt{R(f) - R^*},$$

where $\Omega''(u) \geq 1/\gamma^2$ for all $u$ in the domain $\mathcal{C}$.

Combining the above Thm. 5 with finite sample bounds on the excess risk such as the ones obtained by Ausset et al. (2019) one can translate them to the C-index.

5 EXPERIMENTS

In this section we perform experiments to validate our theoretical findings. More specifically, we assess empirically the consistency of different estimation methods with respect to the C-index, under simulation regimes corresponding to families A, B and C.

Data Generation and Evaluation Procedure We simulate survival data using the three different regimes A, B and C presented in Sec. 3. We first simulate the training covariates $x_1, \ldots, x_n \in \mathbb{R}^d$ as well as a unit vector $\beta \in \mathbb{R}^d$ with $d = 10$ and parameterize the optimal ranking linearly $f(x) = \beta^\top x$. We then simulate the corresponding time-to-events $t_1, \ldots, t_n$ as realizations of the distribution of $T|X$, parameterized by $\beta$ and depending on the selected regime of simulation. Four different models are fit using the the cost functions studied in Sec. 4. First, a linear model (L-MSE) optimizing a mean square error loss function to regress the conditional expectation of $T$ given $x$; second, a linear Cox model (Cox) optimizing a log-likelihood; third, a linear model (L-smooth,) optimizing a smooth C-index (with smoothing parameter $\sigma \in \{.01, 10\}$ that accounts for the smoothness of the approximation of the indicator function), and finally a pairwise model (MWFAS) that predicts pairwise probabilities using XGBoost, and from which the ranking is obtained by solving the MWFAS combinatorial problem presented in Sec. 4.1 with a fast approximation algorithm. We compute the obtained C-index from a test dataset of fixed size ($n_{\text{test}} = 3000$) using the same distribution as the training dataset.

Results The results are provided in Fig. 2. For the three generation regimes, we observe that the proposed method MWFAS yields the best performance and converges to the optimal C-index when $n$ is sufficiently large. It has similar performance to Cox in the regime A where Cox is well specified. When Cox is not well-specified it does not converge to the optimal ranking. Lastly, note that the value of the smoothing parameter used by L-smooth, can harm the performance of the resulting model and it is important to choose it properly to improve convergence guarantees.
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A Statistical Learning Take on the Concordance Index for Survival Analysis:
Supplementary Materials

Outline. The supplementary material is organized as follows. In Section 1 we provide the proofs of the results from Section 3 of the main paper and in Section 2 we provide the proofs of the results from Section 4 of the main paper.
1 PROOF OF RESULTS FROM SECTION 3

Let’s first recall the definition of an optimal risk ordering and the assumption A, B, C and D presented in Section 3 of the paper.

**Definition 1.1** (Optimal risk ordering). An optimal risk ordering is a function $f^*$ satisfying

\[
f^*(x) \leq f^*(x') \Rightarrow P \{ T > T' | x, x' \} \geq \frac{1}{2},
\]

for all pairs $x, x'$. Note that if condition (1) is satisfied then it follows directly that $f^*$ is an optimizer of the C-index and it only depends on the conditional density of events $\mu(t|x)$.

**Assumption A.** For all $(x, x') \in X^2$, $t \mapsto S(t|x) - S(t|x')$ has constant sign.

**Assumption B.** The negative conditional expectation $-CE(x) = -E \{ T | X = x \}$ is an optimal risk ordering satisfying (1).

**Assumption C.** There exists an optimal ordering $f^*_\mu$ for survival model $\mu$, satisfying (1).

**Assumption D.** There is not an optimal ordering $f^*_\mu$ for survival model $\mu$, satisfying (1).

1.1 Proof of Theorem 3.1

We start with the following Lemma 1.2 from Levy and Robinson (2006).

**Lemma 1.2** (Levy and Robinson (2006)). Let $T, T'$ be two random variables with survival functions $S_T$ and $S_{T'}$, respectively. We have that $S_T(t) \geq S_{T'}(t)$ for all $t \geq 0$ if and only if $E_{T'} \varphi(T) \geq E_{T'} \varphi(T')$ for any non-decreasing function $\varphi : \mathbb{R} \to \mathbb{R}$.

Equipped with Lemma 1.2, we can state the following proposition.

**Proposition 1.3.** Let $T, T'$ be two independent continuous random variables.

\[
S_T(t) \geq S_{T'}(t) \text{ for all } t \geq 0 \quad \implies \quad P \{ T > T' \} \geq \frac{1}{2}.
\]

**Proof.** Since the random variables are continuous, $P \{ T \geq T' \} \geq \frac{1}{2}$ is equivalent to $P \{ T \geq T' \} \geq P \{ T' \geq T \}$. In addition,

\[
P \{ T \geq T' \} = E \{ 1(T \geq T') \}
= E_{T'} E_T \{ 1(T \geq T') | T' \}
= E_{T'} E_T \{ 1(T \geq T') \} = E_{T'} S_T(T'),
\]

where we used the independence of $T, T'$. Thus, $P \{ T \geq T' \} \geq P \{ T' \geq T \}$ also equivalent to

\[
E_{T'} S_T(T') \geq E_T S_{T'}(T).
\]

On the other hand, since the survival curves are uniformly bounded, it holds that $E_{T'} S_T(T') \geq E_T S_{T'}(T')$. Applying Lemma 1.2 to $-S_{T'}$ which is non-decreasing, we obtain that $E_{T'} S_T(T') \geq E_T S_{T'}(T)$, which concludes the proof.

Recall the statement of Theorem 3.1 below.

**Theorem 3.1.** If $\mu$ satisfies assumption A, the negative conditional expectation is an optimal risk ordering for the C-index satisfying Condition (1), thus $C_\mu(- CE) = C^*_\mu$.

**Proof.** Note that, under Assumption A, for any $x, x'$, $-E \{ T | X = x \} \leq -E \{ T' | X = x' \}$ if and only if $S(t|x) \geq S(t|x')$ for any $t \geq 0$. Using that $\{ T|X = x \}$ and $\{ T|X = x' \}$ are independent continuous random variables and applying Prop. 1.3 yields the desired result.
1.2 Proof of Proposition 3.3

The AFT-H model has the following form:

$$\log T = f(x) + \sigma(x) \varepsilon,$$

where $\varepsilon$ is a standard Gaussian random variable. Recall the statement of Proposition 3.3.

**Proposition 3.3** (AFT-H satisfies B). Assume $\mu$ is in AFT-H and that if $f(x) < f(x')$ then $\sigma(x) < \sigma(x')$. Then, the negative conditional expectation is an optimal risk ordering, thus $C_\mu(-CE) = C_\mu^*$.

**Proof.** We will first show that the negative conditional expectation $-\mathbb{E} \{\log T \mid X = x\}$ is an optimal risk ordering satisfying (1). Following the proof of Corollary 2 by Lebedev (2019), we show that if $T, T'$ are defined as $\log T = a + b\varepsilon, \log T' = a' + b'\varepsilon'$ where $\varepsilon, \varepsilon'$ are symmetric around zero and independent, then $\mathbb{P}\{T > T'\} \geq \frac{1}{2}$ if and only if $a \geq a'$. If we denote by $F_{12}$ the c.d.f of $b\varepsilon - b'\varepsilon'$, which is symmetric around zero too, then

$$\mathbb{P}\{T > T'\} = \mathbb{P}\{(a + b\varepsilon) - (a' + b'\varepsilon') < 0\} = F_{12}(a - a'),$$

where the right hand side is greater or equal than 1/2 if and only if $a \geq a'$. In particular, this means that $-\mathbb{E} \{\log T \mid X = x\}$ gives an optimal risk ordering. We conclude that $-\mathbb{E} T|X = x$ is also an optimal risk ordering by noting that if $f(x) < f(x')$, then $\mathbb{E} T|X = x = f(x) + \mathbb{E} e^{\sigma(x)\varepsilon} \leq f(x') + \mathbb{E} e^{\sigma(x')\varepsilon} \leq \mathbb{E} T'|X = x'$. This follows from the assumption $f(x) < f(x') \implies \sigma(x) < \sigma(x')$ and that the log moment generating function of a standard Gaussian random variable is monotone and takes the closed form $\log E e^{t\varepsilon} = \frac{1}{2}t^2$. \hfill \qed

1.3 Proof of Proposition 3.4

Recall the statement of Proposition 3.4.

**Proposition 3.4.** Assume $\mu$ satisfies assumption C. Then, the optimal C-index takes the following form:

$$C^*_\mu = C_\mu(f^*_\mu) = \mathbb{E}_{X,X'} \varphi(\mathbb{P}\{T > T'|X,X'\}),$$

where $\varphi(a) = \max(a, 1-a)$ and $f^*_\mu$ satisfies (1).

**Proof.** We use the following expression of the C-index: $C(f) = \mathbb{E}_{X,X'} \mathbb{P}\{(f(X) - f(X'))(T - T') < 0\}$. From this, we obtain that

$$C(f) = \mathbb{E}_{X,X'} \mathbb{P}\{T > T'|X,X'\} 1(r(X,X') < 0) + \mathbb{E}_{X,X'} \mathbb{P}\{T < T'|X,X'\} 1(r(X,X') > 0)$$

$$= \mathbb{E}_{X,X'} \mathbb{P}\{T > T'|X,X'\} 1(r(X,X') < 0) + \mathbb{E}_{X,X'}(1 - \mathbb{P}\{T > T'|X,X'\})1(r(X,X') > 0)$$

where $r(x,x') = f(x) - f(x')$. Under assumption C, if $f^*$ satisfies (1), then the largest term of the right hand side of the above equation is non-zero, leading to the result. \hfill \qed

1.4 Proof of Proposition 3.6

We first recall the definition of the exponential family we presented in the main paper.

**Definition 1.4** (Exponential family survival model). For $\theta : \mathcal{X} \to \mathbb{R}$, $\beta : \mathbb{R}_+ \to \mathbb{R}_+$, $\tau : \mathbb{R}_+ \to \mathbb{R}$, $\eta : \mathbb{R} \to \mathbb{R}$, and $A : \mathbb{R} \to \mathbb{R}$ such that, for all $x \in \mathcal{X}$, the conditional density is a curved exponential family model

$$\mu(t|x) = \beta(t) \exp \left[ \eta(\theta(x))\tau(t) - A(\theta(x)) \right],$$

with associated parameter $\theta(x)$. For instance, $\theta(x) = \theta^\top x$ in a generalized linear model.

Recall also the statement of Proposition 3.6

**Proposition 3.6.** Under Assumption C, with $\theta$ continuous, $\beta$ positive, $\tau$ non-decreasing and $\eta$ continuously differentiable and non-decreasing, $\theta(x)$ is an optimal risk ordering for the C-index, thus $C_\mu(\theta) = C^*_\mu$.

**Proof.** We need to prove that, for all $x, x' \in \mathcal{X}$,

$$\eta \circ \theta(x) \geq \theta(x') \implies \mathbb{P}\{T > T'|x,x'\} \geq \frac{1}{2}.$$
We start by showing that, under the assumptions of Proposition 3.6, the scalar exponential family (conditional) distribution 
\[ \mu(t|x) = \rho(t)e^{\eta \theta(x)} \tau(t) - A \theta(x) \] 
obeys the Monotone Likelihood Ratio (MLR) property, i.e., for all \( x, x' \in X \) such that \( \theta(x) \geq \theta(x') \) and for all \( t_1 \geq t_0 \),
\[
\frac{\mu(t_1|x)}{\mu(t_1|x')} \geq \frac{\mu(t_0|x)}{\mu(t_0|x')}.
\]
Indeed, using the canonical form
\[
\mu(t|x) = \beta(t) \exp [\eta \circ \theta(x) \tau(t) - A \circ \theta(x)],
\]
we have that, for all \( x, x' \in X \) such that \( \theta(x) \geq \theta(x') \) and for all \( t_1 \geq t_0 \)
\[
\frac{\mu(t_1|x)}{\mu(t_1|x')} = \frac{\exp \{ \tau(t_1) [\eta \circ \theta(x) - A \circ \theta(x')] \}}{\exp \{ \tau(t_0) [\eta \circ \theta(x) - A \circ \theta(x')] \}} = \frac{\mu(t_0|x)}{\mu(t_0|x')},
\]
where we have used that \( \tau(t_1) \geq \tau(t_0) \) and \( \eta \circ \theta(x) \geq \eta \circ \theta(x') \) by assumption to obtain the inequality of the third line.
We now prove that inequality (5) implies \( \mathbb{P} \{ T > T'|x, x' \} \geq \frac{1}{2} \). Indeed,
\[
\mathbb{P} \{ T > T'|x, x' \} = \int_0^{+\infty} \left[ \int_0^{+\infty} \mu(t_1|x) \mu(t_0|x') dt_1 \right] dt_0 \geq \int_0^{+\infty} \left[ \int_0^{+\infty} \mu(t_1|x') \mu(t_0|x) dt_1 \right] dt_0 = \mathbb{P} \{ T' > T|x, x' \}
\]

1.5 Proof of Proposition 3.7

We consider the following Weibull model with varying shape parameter:
\[
S(t|x) = e^{-t^{\beta}(x)}.
\]
Recall the statement of Proposition 3.7

**Proposition 3.7.** The Weibull model (6) satisfies assumption C but not assumption B.

**Proof.** We have the following identity:
\[
\mathbb{P} \{ T < T' \} = \int_0^{+\infty} \exp^{-\alpha_2} d(1 - \exp^{-\alpha_1}) = \int_0^{+\infty} \exp^{-u^{\alpha_2}/\alpha_1 - u} du = I(\alpha_2/\alpha_1),
\]
where we have done the change of variables \( u = x^{\alpha_1} \). Now we follow the proof of Proposition 1 by Lebedev (2019) and show that \( I(\beta) \geq \frac{1}{2} \) if and only if \( \beta \geq 1 \). The integrand is increasing in \( \beta \) for \( 0 < \beta < 1 \) and decreasing for \( \beta > 1 \). Let \( \beta \geq 2 \), then
\[
I(\beta) > \int_0^{1} \exp^{-u^{\beta} - u} du \geq \int_0^{1} \exp^{-u^{3} - u} du = \sqrt{\pi} e^{1/4} \left( \Phi\left( \frac{3\sqrt{2}}{2} \right) - \left( \frac{\sqrt{2}}{2} \right) \right) \approx 0.507 > 1/2,
\]
where \( \Phi \) is the c.d.f of a standard Gaussian random variable. Let \( 1 < \beta < 2 \). Then the function \( u^{\beta-1}, \beta > 0 \), is concave and its graph lies below the tangent at \( \beta = 1 \):
\[
u^{\beta-1} \leq (\beta-1)u + (2 - \beta).
\]
As a result,
\[
u^{\beta} \leq (\beta-1)u^2 + (2 - \beta)u,
\]
which can be used for estimating the integral as:
\[
I(\beta) \geq \int_0^{+\infty} \exp^{-u^{\beta-1}u^2 - 3(1-\beta)u} du = \sqrt{\frac{\pi}{\beta - 1}} \exp^{\frac{3 - \beta}{2(\beta - 1)}} \left( 1 - \Phi\left( \frac{3 - \beta}{\sqrt{2(\beta - 1)}} \right) \right).
\]
Plotting this function (see Fig. 3 of Lebedev (2019)) we can clearly see how it exceeds 1/2. Moreover, this inequality turns into equality at the limits of the interval (Steinhaus and Trybula, 1959). We have thus proved that the shape parameter \( f(x) \) is an optimal risk ordering under the Weibull model (6), thus assumption C is satisfied. On the other hand, Assumption B is not satisfied as the expectation of a Weibull is not monotone on the shape parameter. Indeed, the expectation is given by \( \Gamma(1 + \frac{1}{f(x)}) \), where \( \Gamma \) denotes the Gamma function. This function has a minimum between 1.46 and 1.47, decreasing first and increasing for larger values. Thus, it gives a different ranking than the optimal risk ordering \( f \), and consequently it does not define an optimal risk ordering. Assumption B is consequently not satisfied.

1.6 Proof of Proposition 3.8

Recall the statement of Proposition 3.8.

**Proposition 3.8.** Under Assumption D, the maximizer of the C-index depends on the marginal distribution of the patients covariates \( \mu(x) \).

**Proof.** As shown in Section 2.1, the maximiser of the C-index can be written as the solution of the following problem:

\[
\max_{f} \mathbb{E}_{X,X'} P\{T > T'|X,X'\} 1(f(X) < f(X')).
\]

Assume for simplicity that the marginal population has support in a finite set of elements \( x_1, \ldots, x_n \). Then the optimal ranking of these \( n \) points is the solution of the following combinatorial problem over the set of permutations \( S_n \) of size \( n \):

\[
\max_{\sigma \in S_n} \sum_{i,j=1}^{n} \gamma_{ij} 1(\sigma_i < \sigma_j),
\]

where \( \gamma_{ij} = p_i p_j P\{T > T'|x_i, x_j\} \). This corresponds to the Minimum Weighted Feedback Arc Set (MWFAS) problem with weights \( \gamma_{ij} \). Thus, its solution clearly depends on the factor \( p_i p_j \) under no further assumption. \( \square \)
2 PROOF OF RESULTS FROM SECTION 4

2.1 Proof of Theorem 4.1

We first recall below the definitions of strongly convex functions and of the Fenchel-Young conjugate.

**Definition 2.1** (Strongly convex). A twice-differentiable strongly convex function \( \Omega \) with parameter \( \beta \) defined in a convex domain \( \mathcal{C} \subset \mathbb{R} \) is a function satisfying \( \Omega''(u) \geq \beta \) for all \( u \) in the domain \( \mathcal{C} \).

**Definition 2.2** (Fenchel-Young conjugate (Rockafellar, 1997)). Let \( \Omega \) a function with domain \( \mathcal{C} \). The Fenchel-conjugate \( \Omega^* \) of \( \Omega \) is a convex function defined as

\[
\Omega^*(v) = \sup_{u \in \mathcal{C}} vu - \Omega(u).
\]

If \( \Omega \) is differentiable, then the domain of \( \Omega^* \) corresponds to the image of the gradient \( \Omega' \) union the subgradients at the boundary of the domain \( \mathcal{C} \). If \( \Omega \) is strongly convex, then \( \Omega^* \) is continuously differentiable.

Recall now the statement of Theorem 4.1

**Theorem 4.1.** Let \( \Omega : \mathcal{C} \to \mathbb{R} \) be a twice-differentiable strongly convex function defined in a closed convex domain \( \mathcal{C} \supset \mathbb{R}_+ \) such that \( \lim_{|u| \to \infty} \Omega'(u) = +\infty \) where the limit is taken also to the negative real numbers if \( \mathcal{C} \) is unbounded in this direction. Define the cost function \( S(v, t) = \Omega^*(v) - vt \) where \( \Omega^* \) is the Fenchel conjugate of \( \Omega \) (Rockafellar, 1997). Then, the following risk

\[
\mathcal{R}(f) = \mathbb{E}_{(X,U,\Delta)} \frac{\Delta S(f(X), U)}{G(U)}, \tag{7}
\]

is convex, smooth, and its minimizer is a monotone transformation of the conditional expectation. Thus, under assumption B it is Fisher consistent to the C-index.

**Proof.** Let’s first consider the case without censoring where we observe the pair of random variables \((X, T)\). We want to prove that the minimiser \( f^* \) of the risk \( \mathcal{R}(f) = \mathbb{E}_{(X,T)} S(f(X), T) \) where \( S(v, t) = \Omega^*(v) - vt \) is a monotone transformation of the conditional expectation. The loss function \( S \) has the following properties:

- The loss \( S \) is a Fenchel-Young loss function (Blondel et al., 2020) with domain \( \mathbb{R} \) (i.e., \( S : \mathbb{R} \times \mathbb{R}_+ \to \mathbb{R} \)), which follows from the property \( \lim_{u \to +\infty} \nabla \Omega(u) = +\infty \) (and also \( \lim_{u \to -\infty} \nabla \Omega(u) = +\infty \) if \( \mathcal{C} \) is unbounded to the negative values). Indeed for any \( v \), there exists \( u \) such that \( v \in \partial \Omega(u) \) if \( u \in \mathcal{C} \), where \( \partial \Omega(u) \) stands for the subdifferential of \( \Omega \) at point \( u \), which equals just the gradient at the interior of the domain \( \mathcal{C} \). Thus the domain of \( \Omega^* \) is the real line (see definition 2.2).

- \( S \) is smooth as \( \Omega \) is strongly convex (Rockafellar, 1997) (see also definition 2.2).

- Its minimizer \( f^* \) can be written as \( f^*(x) = \Omega'(\text{CE}(x)) \), where \( \text{CE}(x) = \mathbb{E} \{ T | X = x \} \) stands for the conditional expectation (Blondel et al., 2020). Note that the smooth transformation \( \Omega' : \mathcal{C} \supset \mathbb{R}_+ \to \mathbb{R} \) is monotone due to the convexity of \( \Omega \).

When censoring is present, we can use Inverse Censoring Probability Weighting (ICPW) (Robins and Finkelstein, 2000) to construct an unbiased estimate of the risk

\[
\mathcal{R}(f) = \mathbb{E}_{(X,T)} S(f(X), T) = \mathbb{E}_{(X,T)} \frac{\mathbb{E}\{1(T \leq C)|X\} S(f(X), T)}{\mathbb{E}\{1(T \leq C)|X\}}
= \mathbb{E}_X \mathbb{E}_{T|X} \mathbb{E}_{C|X} \frac{1(T \leq C) S(f(X), T)}{G(U)}
= \mathbb{E}_{(X,U,\Delta)} \frac{\Delta S(f(X), T)}{G(U)},
\]

where \( G(u) = \mathbb{P}\{C \geq u\} \) stands for the censoring survival function. \qed
2.2 Proof of Theorem 4.2

Recall the statement of Theorem 4.2

**Theorem 4.2** (Excess risk bounds). Let $f^*$ be an optimal risk ranking satisfying (1). Let $L > 0$ a positive constant satisfying

$$|2\mathbb{P}\{T > T'|x, x'\} - 1| \leq L|f^*(x) - f^*(x')|,$$

for all pairs $x, x'$. Then, the excess risk of the C-index can be bounded as

$$C(f^*) - C(f) \leq L \mathbb{E}_X |f(X) - f^*(X)|.$$  

The result will be based on a reduction to a binary classification problem using the following Lemma 2.3.

**Lemma 2.3** (Theorem 2.2 of Devroye et al. (2013)). Let $Y \in \{-1, 1\}$ a binary random variable, and consider the binary classification risk $E(r) = \mathbb{E}_{Z,Y} 1(r(Z)Y < 0)$. Then, we have that

$$E(r) - E^* = \mathbb{E}_Z |2\mathbb{P}\{Y|Z\} - 1|1(r(Z)r^*(Z) < 0),$$

for any measurable function $r : Z \to \mathbb{R}$.

The proof now consists in lifting the C-index ranking problem in $(X, T)$ into a binary classification problem to apply Lemma 2.3. Let $Z = (X, X')$ and $Y = \text{sign}(T - T') \in \{-1, 1\}$ and consider the binary classification risk $E(r) = \mathbb{E}_{Z,Y} 1(r(Z)Y < 0)$ where $r : \mathcal{X} \times \mathcal{X} \to \{-1, 1\}$. Note that the risk $E$ is equal to the C-index if we set $r(z) = r((x, x')) = 1(f(x) \geq f(x'))$.

This can be easily seen from

$$C(f) = \mathbb{E} 1(f(X) > f(X'), T > T')$$

$$= \frac{1}{2} \mathbb{E} 1((f(X) - f(X'))(T - T') < 0)$$

$$= \frac{1}{2} \mathbb{E} 1(r(Z)Y < 0) = \frac{1}{2}E(r).$$

Moreover, as the maximizer $r^*$ of the binary classification risk is known to be $r^*(z) = 1(2\mathbb{P}\{Y = 1|z\} \geq 1)$ and $f^*$ satisfies the optimal risk ranking condition (1), we also have $r^*(z) = 1(f^*(x) \geq f^*(x'))$. Thus, applying Lemma 2.3 we obtain that

$$C^* - C(f) = \frac{1}{2} \mathbb{E}_{X,X'}\{2\mathbb{P}\{T > T'|x, x'\} - 1|r_{X,X'}(f, f^*)\},$$

where $r_{x,x'}(f, f^*) = 1((f^*(x) - f^*(x'))(f(x) - f(x')) < 0)$. Using now (8) we obtain

$$\{2\mathbb{P}\{T > T'|x, x'\} - 1|r_{x,x'}(f, f^*)\}$$

$$\leq L|f^*(x) - f^*(x')|r_{x,x'}(f, f^*)$$

$$\leq L|f^*(x) - f(x) - (f^*(x') - f^*(x'))|$$

$$\leq L(|f^*(x) - f(x)| + |f^*(x') - f(x')|).$$

where we have used that $ab \leq 0 \implies |a| \leq |a - b|$ for $a, b \in \mathbb{R}$. Finally, taking the expectation over the i.i.d. pairs $X, X'$ on both sides of the inequality we obtain the desired result.

2.3 Proof of Proposition 4.3

Recall the statement of Proposition 4.3.

**Proposition 4.3.** Condition (8) is satisfied by:

(i) The PH model with $L = 1$.

(ii) The AFT model with $L$ the Lipschitz constant of the cumulative distribution function of the symmetric random variable $\varepsilon - \varepsilon'$.

(iii) The AFT-H model (3) with $L$ is the Lipschitz constant of the cumulative distribution function of $\varepsilon$ scaled by a factor $a$ where $\sigma(x) \geq 1/a$ for all $x$.

(iv) The exponential family.
**Cox model (i).** In the Cox PH model, condition (8) of 4.2 is satisfied with $L = 1$. This comes from the identity

$$\mathbb{P} \{ T > T' | x, x' \} = \int_{0}^{+\infty} h(t|x)S(t|x)S(t|x')dt = \int_{0}^{+\infty} h_0(t)e^{f(x)}e^{-\int_{0}^{t} h_0(\tau)d\tau(e^{f(x)} + e^{f(x')})}dt = \frac{e^{f(x)}}{e^{f(x)} + e^{f(x')}} ,$$

where at the last identity we have done the change of variables $u = -\int_{0}^{t} h_0(\tau)d\tau$. The final results follows from:

$$|2\mathbb{P} \{ T > T' | x, x' \} - 1| = \frac{|e^{f(x)} - e^{f(x')}|}{e^{f(x)} + e^{f(x')}} = \max(e^{f(x)}, e^{f(x')}) |f(x) - f(x')| \leq |f(x) - f(x')| .$$

**AFT model (ii).** Under the AFT model we have the following identity:

$$\mathbb{P} \{ T > T' | x, x' \} = \mathbb{P} \{ \log T > \log T' | x, x' \} = \mathbb{P} \{ f(x) - f(x') > \varepsilon - \varepsilon' \} = F_{\varepsilon - \varepsilon'}(f(x) - f(x')) ,$$

where $F_{\varepsilon - \varepsilon'}$ is the cumulative distribution function of the symmetric random variable $\varepsilon - \varepsilon'$. Thus, inequality (8) is satisfied with the Lipschitz constant of the $F_{\varepsilon - \varepsilon'}$.

**AFT-H model (iii).** Note that the symmetric random variable $\sigma(x)\varepsilon - \sigma(x')\varepsilon'$ follows the same law as $\sqrt{(\sigma(x)^2 + \sigma(x')^2)}\varepsilon$. Using this and performing the same computations as for the AFT model, we obtain the following identity:

$$|2\mathbb{P} \{ T > T' | x, x' \} - 1| = F_{\varepsilon} \left( \frac{f(x) - f(x')}{\sqrt{\sigma(x)^2 + \sigma(x')^2}} \right) .$$

If $\sigma(x) \geq a > 0$ for all $x$, then

$$F_{\varepsilon} \left( \frac{f(x) - f(x')}{\sqrt{\sigma(x)^2 + \sigma(x')^2}} \right) \leq \frac{L}{\sqrt{2a}} |f(x) - f(x')| .$$

**Exponential family model (iv).** Assume the conditional time-to-event density writes, for $x \in \mathcal{X}$,

$$\mu(t|x) = \beta(t) \exp \{ \eta \circ (\theta(t) - A \circ \theta(x)) \} ,$$

where $\theta$ and $A$ are continuous functions, and $\eta$ and $\tau$ are continuous, non-decreasing functions. Assume further that $\mathcal{X}$ is compact (this assumption is satisfied, e.g., if all covariates are bounded). Note that, by continuity of the application $\theta, \theta(\mathcal{X})$ is also compact; without loss of generality, we assume $\Theta = \theta(\mathcal{X})$. Then, the following Proposition holds.

**Proposition 2.4.** There exists $L > 0$ such that, for all $(x, x') \in \mathcal{X}^2$,

$$|2\mathbb{P} \{ T > T' | x, x' \} - 1| \leq L |\theta(x) - \theta(x')| .$$

**Proof.** Consider the function $G : \Theta \rightarrow \mathbb{R}_+$ defined by

$$G_{\theta_0}(\theta) = \int_{0}^{+\infty} S(t; \theta_0) \mu(t; \theta)dt ,$$

where, for all $\theta \in \Theta$,

$$\mu(t; \theta) = \beta(t) \exp \{ \eta(\theta(t) - A(\theta)) \}$$

and

$$S(t; \theta_0) = \int_{t}^{+\infty} \beta(t_1) \exp \{ \eta(\theta_0(t) - A(\theta_0)) \} dt_1 .$$

First, $t \mapsto S(t; \theta_0) \mu(t; \theta)$ is integrable w.r.t. the variable $t$. Second, $\theta \mapsto S(t; \theta_0) \mu(t; \theta)$ is continuously differentiable w.r.t. the variable $\theta$. Third, since $\Theta$ is compact and $\eta, A$ are continuous, $\eta_- \leq \eta(\theta) \leq \eta_+$ and $A_- \leq A(\theta) \leq A_+$ for all $\theta \in \Theta$; we obtain that for all $t \in \mathbb{R}_+$ and for all $\theta \in \Theta$,

$$S(t; \theta_0) \mu(t; \theta) \leq S(t; \theta_0) \beta(t) \exp \{ \max\{ \eta_-(\tau(t), \eta_+(\tau(t)) \} - A_- \} .$$
Thus, by the dominated convergence theorem, \( G_{\theta_0} \) is differentiable w.r.t. \( \theta \), and
\[
G'_{\theta_0}(\theta) = \int_0^{+\infty} S(t; \theta_0) \mu'(t; \theta) \, dt.
\]

We now use similar arguments to show that \( G'_{\theta_0} \) is continuous. First, \( t \rightarrow S(t; \theta_0) \mu'(t; \theta) \) is integrable w.r.t. the variable \( t \). Second, \( \theta \rightarrow S(t; \theta_0) \mu'(t; \theta) \) is continuous w.r.t. the variable \( \theta \). Third, since \( \Theta \) is compact and \( \eta, \Lambda \) are continuous, \( \eta_- \leq \eta(\theta) \leq \eta_+ \) and \( A_- \leq A(\theta) \leq A_+ \) for all for all \( \theta \in \Theta \); we obtain that for all \( t \in \mathbb{R}_+ \) and for all \( \theta \in \Theta \),
\[
S(t; \theta_0) \mu(t; \theta) \leq S(t; \theta_0) \beta(t) \left( \max\{\eta_- \tau(t), \eta_+ \tau(t)\} - A_\right)
\times \exp \left( \max\{\eta_- \tau(t), \eta_+ \tau(t)\} - A_- \right).
\]

By the dominated convergence theorem, \( G'_{\theta_0} \) is continuous w.r.t. \( \theta \). We obtain that \( G_{\theta_0} \) is continuously differentiable w.r.t. \( \theta \) on a bounded domain. It is thus Lipschitz continuous, and there exists a positive constant \( L_{\theta_0} \) such that, for all \( \theta, \tilde{\theta} \in \Theta \),
\[
|G_{\theta_0}(\theta) - G_{\theta_0}(\tilde{\theta})| \leq L_{\theta_0} |\theta - \tilde{\theta}|,
\]
where \( |\cdot| \) denotes the Euclidean norm on \( \Theta \).

The final step consists in proving that the family of constants \( \{L_{\theta_0}\}_{\theta_0 \in \Theta} \) are uniformly bounded. To do so, it suffices to show that the derivative \( G'_{\theta_0}(\theta) \) is bounded uniformly for all \( \theta_0 \) and for all \( \theta \). Using (9), we obtain that
\[
G'_{\theta_0}(\theta) \leq \int_0^{+\infty} \{S(t; \theta_0) \beta(t) \left( \max\{\eta_- \tau(t), \eta_+ \tau(t)\} - A_\right)
\times \exp \left( \max\{\eta_- \tau(t), \eta_+ \tau(t)\} - A_- \right) \} \, dt.
\]
Noticing that
\[
S(t; \theta_0) \leq \int_t^{+\infty} \beta(t) \exp \left[ \max\{\eta_- \tau(t_1), \eta_+ \tau(t_1)\} - A_- \right] \, dt_1.
\]
completes the proof.

\[\square\]

2.4 Proof of Theorem 4.5

Recall the statement of Theorem 4.5

**Theorem 4.5.** Let \( R \) be the risk defined in (7). Under assumption B, the following inequality holds:
\[
C^* - C(f) \leq 2L\gamma \sqrt{\mathcal{R}(f) - \mathcal{R}^*},
\]
where \( \Omega''(u) \geq 1/\gamma^2 \) for all \( u \) in the domain \( \mathcal{C} \).

**Proof.** We can safely assume there is no censoring (\( \mathcal{R}(f) = \mathbb{E}_{(X,T)} S(f(X), T) \)); if there is censoring we can just use the ICPW technique described in the proof of Theorem 4.1 to write the expectation in terms of \( (X,U,\Delta) \). We assume that (8) is satisfied by the conditional expectation CE as \( 2\mathbb{P} \{ T > T'|x, x' \} - 1 \leq L |CE(x) - CE(x')| \), so applying 4.2 we obtain
\[
C(f^*) - C(h) \leq L \mathbb{E}_X |h(X) - CE(X)|
\]
The result is based on the excess risk bound proof by Nowak-Vila et al. (2019). If \( S \) is a Fenchel-Young loss Blondel et al. (2020) then we can write
\[
\mathcal{R}(f) - \mathcal{R}^* = \mathbb{E}_X D_\Omega(CE(X), \nabla \Omega^* (f(X)));
\]
where \( D_\Omega(u, v) = \Omega(u) - \Omega(v) - \nabla \Omega(v)'(u - v) \) is the Bregman divergence of the convex function \( \Omega \) at the pair of points \( u, v \) (Blondel et al., 2020). Moreover, if \( \Omega \) is \( 1/\gamma^2 \) strongly convex (i.e., \( \Omega'' \geq 1/\gamma^2 \)), then
\[
(u - v)^2 \leq 2\gamma^2 D_\Omega(u, v).
\]
Then, the final result follows from Cauchy-Schwartz:

\[
C(f^*) - C(f) = C(f^*) - C(\nabla \Omega^*(f)) \\
\leq L \mathbb{E}_X |\nabla \Omega^*(f(X)) - CE(X)| \\
\leq L \sqrt{\mathbb{E}_X |\nabla \Omega^*(f(X)) - CE(X)|^2} \\
\leq \sqrt{2L\gamma} \sqrt{\mathbb{E}_X D_1(CE(X), \overline{\nabla \Omega^*(f(X))})} = \sqrt{2L\gamma} \sqrt{\mathbb{R}(f) - \mathbb{R}^*}.
\]
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