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#### Abstract

Motivated by the limited qubit capacity of current quantum systems, we study the quantum sample complexity of $k$-qubit quantum operators, i.e., operations applicable on only $k$ out of $d$ qubits. The problem is studied according to the quantum probably approximately correct (QPAC) model abiding by quantum mechanical laws such as no-cloning, state collapse, and measurement incompatibility. With the delicacy of quantum samples and the richness of quantum operations, one expects a significantly larger quantum sample complexity. This paper proves the contrary. We show that the quantum sample complexity of $k$-qubit quantum operations is comparable to the classical sample complexity of their counterparts (juntas), at least when $\frac{k}{d} \ll 1$. This is surprising, especially since sample duplication is prohibited, and measurement incompatibility would lead to an exponentially larger sample complexity with standard methods. Our approach is based on the Pauli decomposition of quantum operators and a technique called Quantum Shadow Sampling (QSS) to reduce the sample complexity exponentially. The results are proved by developing (i) a connection between the learning loss and the Pauli decomposition; (ii) a scalable QSS circuit for estimating the Pauli coefficients; and (iii) a quantum algorithm for learning $k$-qubit operators with sample complexity $O\left(\frac{k k^{k}}{\epsilon^{2}} \log d\right)$.


## 1 Introduction

Quantum-enhanced learning is one of the leading applications of quantum computers (QC) both for classical data (Giovannetti et al., 2008; Park et al., 2019; Lloyd et al.,
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2014; Schuld et al., 2020) and inherently quantum samples (Carleo and Troyer, 2017; Massoli et al., 2021; Lu et al., 2018). However, current state-of-the-art QCs have a limited qubit capacity of up to a few hundred qubits with infidelity. On the other hand, the dimension of quantum systems in typical applications far exceeds the qubit capacity of near-term QCs. Therefore, it is crucial to understand the fundamental limits of near-term QCs for learning applications. Motivated by this observation, we study the learning capability of $k$-qubit operations in $d$-qubit systems, where $k$ is significantly smaller than $d$. Particularly, we characterize bounds on the quantum sample complexity of $k$-qubit systems and propose a quantum learning algorithm achieving the minimum learning loss.
There are several quantum learning models such as state discrimination, quantum property testing, and quantum state classification (see Section 1.1 for related works). For a comprehensive study, we consider a general formulation incorporating such models as special cases. In classical settings, probably approximately correct (PAC), developed by (Kearns et al., 1994; Valiant, 1984), is a concrete model to study fundamental limits such as sample complexity without any distributional or structural assumptions. In this work, we consider the quantum counterpart of this model, known as QPAC (Heidari et al., 2021).

This learning model consists of a set of $n$ labeled qubits $\left(\rho_{i}, y_{i}\right)_{i=1}^{n}$ as the training samples. These samples might be classical or quantum originally. There is no structural assumption about the samples other than (1) being $d$-qubit states and (2) being generated independently and identically distributed (i.i.d.) according to an unknown but fixed probability distribution. The samples are processed by a QC with a measurement at the end layer. We seek a procedure that takes the training set and tunes the quantum operations based on a library of choices (concept class). The objective is to minimize the loss in predicting labels of the next unseen quantum states. Quantum sample complexity is, then, the minimum number of required samples to obtain a minimal loss.

It is not difficult to see that this model subsumes several well-studied models. For example, state discrimination is a special case in which $\rho_{i}$ 's are identical and are equal to one of two known possible states. Classical learning is also
a special case in which $\rho_{i}$ 's are pure states $\left|x_{i}\right\rangle\left\langle x_{i}\right|$ with $x_{i}$ representing the classical samples. Therefore, QPAC is a stronger requirement than these special cases, as it is a distribution-free and state-free condition. Whereas PAC is only distribution-free, and state discrimination assumes certain prior structures. In addition, more difficulties arise from the quantum nature of the problem. The quantum samples are irreversibly disturbed by the algorithm due to state collapse. Further, sample duplication is prohibited abiding by the no-cloning principle.
With the delicacy of quantum samples and the richness of quantum operations, quantum sample complexity is expected to be significantly larger than the classical one. To see this, one natural approach for learning $k$-qubit operations in $d$-qubit systems is via state tomography with classical post proceeding. One first performs state tomography on each sample to arrive at an approximate description of the quantum states and then performs classical learning algorithms on the stored density matrices. This approach requires $O\left(\frac{1}{\epsilon^{2}} 2^{2 d}\right)$ identical copies of the samples (Haah et al., 2016). Compared to the classical setting, one considers learning of $k$-juntas which are Boolean functions depending on $k$ out of $d$ inputs (Mossel et al., 2003). It is known that the sample complexity of $k$-juntas is $O\left(\frac{k}{\epsilon^{2}} \log \frac{d}{k}\right)$ (Shalev-Shwartz and Ben-David, 2014). This observation implies that the quantum sample complexity might be exponentially larger.

Contributions: In this paper, we prove the contrary and show that the quantum sample complexity of $k$-qubit operations scales logarithmically with $d$. Although not equal, it is comparable to the classical sample complexity of $k$ juntas for small values of $k$. More precisely, we prove in Theorem 1 that the quantum sample complexity of $k$-qubit operations is $O\left(\frac{k 4^{k}}{\epsilon^{2}} \log d\right)$. Furthermore, we strengthen this existential result by designing a quantum algorithm achieving this bound (see Algorithm 1).
Our approach is based on a Pauli decomposition of quantum operators and an estimation procedure called Quantum Shadow Sampling (QSS). We establish a connection between the learning loss and the Pauli decomposition of the induced operator of the training samples. We then develop a novel approach for estimating the Pauli coefficients of this induced operator. We argue that naive empirical estimations require $O\left(\frac{(4 d)^{k}}{\epsilon^{2}}\right)$ quantum samples. Hence, they lead to an exponentially larger sample complexity than classical (See Section 3.2). We address this issue and propose QSS that reduces the quantum sample complexity to $O\left(\frac{k 4^{k}}{\epsilon^{2}} \log d\right)$ that scales with the logarithm of the number of qubits (see Theorem 2 and Section 3.5). For that, we design an estimation circuit with $O(d)$ gate complexity. This design is scalable as it consists of a parallel set of completely independent sub-circuits, each acting on a single qubit (see Figure 2). With this estimation, we develop
our algorithm and prove that it learns the $k$-qubit operators without any distributional or structural assumption (agnostic QPAC). Lastly, in Section 4, we verify our results with a numerical experiment for detecting maximally entangled from separable qubits.

### 1.1 Related Works

The literature in this area is broad. We only can give pointers to a few of the best-known and most relevant works.
Quantum enhanced learning has been studied extensively for classical data (Schuld et al., 2014; Giovannetti et al., 2008; Park et al., 2019; Rebentrost et al., 2014; Lloyd et al., 2013,2014 ) and for quantum data in recent literature in the context of diverse applications, including condensed matter for phase-of-matter detection (Carrasquilla and Melko, 2017; Broecker et al., 2017), ground-state search (Carleo and Troyer, 2017; Broughton et al., 2020; Biamonte et al., 2017), entanglement detection (Ma and Yung, 2018; Massoli et al., 2021; Lu et al., 2018; Hiesmayr, 2021; Chen et al., 2021; Deng et al., 2017), and other applications (Kassal et al., 2011; McArdle et al., 2020; Hempel et al., 2018; Cao et al., 2019; Heidari et al., 2022; Bauer et al., 2020).

There are several solutions and models for quantum learning. In state tomography, the objective is to find an approximate description of an unknown quantum state $\rho$ using measurements on multiple copies of the state. This problem has been studied under various distance/fidelity measures (O'Donnell and Wright, 2016, 2017; Haah et al., 2016). State Certification can be viewed as a quantum counterpart of property testing in which we would like to check where $\rho=\sigma$ or $\epsilon$ far away from it (Badescu et al., 2019; Bubeck et al., 2020). This is again done by measuring multiple identical copies of $\rho$. A survey on this topic is provided in (Montanaro and de Wolf, 2016). In state discrimination we want to tell whether $\rho=\sigma_{1}$ or $\sigma_{2}$ (Barnett and Croke, 2009; Gambs, 2008; Guta and Kotlowski, 2010). Another framework is quantum hypothesis testing as surveyed in (Audenaert et al., 2008). An operational view of learning quantum states is introduced by (Aaronson, 2007). In this work, the training samples are i.i.d. measurements. The objective is to approximate the acceptance probability $\operatorname{tr}\{E \rho\}$ for most measurement $E$. Another related work in this line is (Cheng et al., 2015), where an unknown measurement $E$ is to be learned from samples. The training samples are $\left\{\left(\rho_{i}, \operatorname{tr}\left\{E \rho_{i}\right\}\right)\right\}_{i=1}^{n}$, where $\rho_{i}$ 's are i.i.d. random quantum states. At first glance, this formulation seems similar to our problem. However, as a careful reader will recognize, $\rho_{i}$ 's are pre-measured states. Contrary to this model, in our work, simultaneous access to pre-measured states and the measurement's outcomes are prohibited. Another distinction is that the probabilities $\operatorname{tr}\left\{E \rho_{i}\right\}$ are unknown in this paper. Another direction is based on the well-known work of Bshouty and Jackson (1998). In this
model, we measure identical copies of a superposition state to solve a classical PAC learning problem. This model is also different from QPAC in our paper, as the concept class in QPAC consists of quantum measurements rather than classical functions. Hence, QPAC is expected to subsume its model as well. Other related works in this area are (Arunachalam and de Wolf, 2017; Arunachalam and De Wolf, 2018; Kanade et al., 2019; Bernstein and Vazirani, 1997; Servedio and Gortler, 2004). Lastly, estimating the decomposition of an operator with respect to a set of elementary operators has been studied in (Crawford et al., 2020; Peruzzo et al., 2014).

## 2 Model Formulation

Notations: For shorthand, denote $[d]$ as $\{1,2, \ldots, d\}$. Also, for any $\mathbf{s} \in\{0,1,2,3\}^{d}$, define $\operatorname{supp}(\mathbf{s}):=$ $\left\{\ell \in[d]: s_{\ell} \neq 0\right\}$. For any $d \in \mathbb{N}$, let $H_{d}$ be the Hilbert space of $d$-qubits. The identity operator on $H_{d}$ is denoted by $I_{d}$. As usual, a quantum state is defined as a density operator; that is a Hermitian, unit-trace, and non-negative linear operator. A quantum measurement $\mathcal{M}$ is a positive operator-valued measure (POVM) represented by a set of operators $\mathcal{M}:=\left\{M_{v}, v \in \mathcal{V}\right\}$, where $\mathcal{V}$ is theset of possible outcomes, $M_{v} \geq 0$ for any $v \in \mathcal{V}$, and $\sum_{v \in \mathcal{V}} M_{v}=I_{d}$. For an operator $A$, denote $\|A\|_{1}=\operatorname{tr}\{|A|\}$ as the trace norm, and $\|A\|_{2}=\sqrt{\operatorname{tr}\left\{A^{\dagger} A\right\}}$ as Hilbert-Schmidt norm.

### 2.1 Quantum Learning Model

Before presenting the main results, we formally define our quantum learning model. In this model (Heidari et al., 2021), the objective is to distinguish between multiple groups of unknown quantum states without prior knowledge about the states. Available is only a training set of quantum states with a classical label determining their group index. We seek an agnostic procedure that given enough samples learns the labeling law. The model in the binary case is defined more precisely as follows.

Let $\rho_{0}$ and $\rho_{1}$ be two unknown quantum states denoting each of the possible states of an unknown physical system. We associate to each state a label $y \in\{0,1\}$. Let $p_{0}=1-p_{1} \in(0,1)$ be an unknown probability distribution on $\{0,1\}$. Each time, a sample $\rho$ is randomly generated where $\rho=\rho_{0}$ with probability $p_{0}$ and $\rho=\rho_{1}$ with probability $p_{1}$. The objective is to tell which of the two states is generated without knowing what $\rho_{0}, \rho_{1}$ and/or $\left(p_{0}, p_{1}\right)$ are. Available are only $n$ training samples $\left\{\left(\rho_{y_{i}}, y_{i}\right)\right\}_{i=1}^{n}$, generated i.i.d. according to $\left(p_{0}, p_{1}\right)$. We seek a procedure that given the training samples constructs a quantum measurement to distinguish between $\rho_{0}$ and $\rho_{1}$ with high accuracy.

A predictor is a quantum measurement that acts on the quantum state and outputs $\hat{y} \in\{0,1\}$ as the predicted label. Hence, from Born's rule, the (expected) loss is calculated
as

$$
L_{0-1}(\mathcal{M})=p_{0} \operatorname{tr}\left\{M_{1} \rho_{0}\right\}+p_{1} \operatorname{tr}\left\{M_{0} \rho_{1}\right\}
$$

where the first and the second trace are the probability that erroneously $\hat{y}_{\text {test }}=1$ and $\hat{y}_{\text {test }}=0$, respectively. It is assumed that $\mathcal{M}$ belongs to a collection $\mathcal{C}$ of choices as the concept class. With this setup, a quantum learning algorithm is a process that selects a predictor $\mathcal{M}$ from $\mathcal{C}$, with the training samples as the input. We are interested in algorithms with guaranteed learning irrespective of $\rho_{0}, \rho_{1}, p_{0}$ and $p_{1}$.
Definition 1 (QPAC). A quantum learning algorithm QPAC learns a measurement class $\mathcal{C}$ if there exists a function $n_{\mathcal{C}}:(0,1)^{2} \rightarrow \mathbb{N}$ such that for every $\epsilon, \delta \in[0,1]$ and given $n>n_{\mathcal{C}}(\epsilon, \delta)$ samples drawn i.i.d. according to any probability distributions $\left(p_{0}, p_{1}\right)$ and from any unknown states $\left(\rho_{0}, \rho_{1}\right)$, the algorithm outputs, with probability of at least $(1-\delta)$, a measurement whose loss is less than $\inf _{\mathcal{M} \in \mathcal{C}} L_{0-1}(\mathcal{M})+\epsilon .{ }^{1}$

Consequently, the quantum sample complexity of a concept class $\mathcal{C}$ is the minimum of $n_{\mathcal{C}}$ for which there exists a QPAC learning algorithm. The focus of this study is on $k$-qubit operators that are formally defined below.
Definition 2 ( $k$-qubit Operators). An operator $A$ on $H_{d}$ is said to be a $k$-qubit operator, if there exists a coordinate subset $\mathcal{J} \subset[d]$ with $|\mathcal{J}| \leq k$ such that $A=\tilde{A}_{\mathcal{J}} \otimes I_{[d] \backslash \mathcal{J}}$, where $\tilde{A}$ is an operator on the subsystem corresponding to the coordinates $\mathcal{J}$ and $I_{[d] \backslash \mathcal{J}}$ is the identity operator on the residual sub-system.

Classical counter parts of $k$-qubit operators are $k$-junta Boolean functions (Mossel et al., 2004). $k$-qubit operators subsumes $k$-juntas. They are significantly richer than their classical counterpart. While there are $\binom{d}{k} 2^{2^{k}}$ juntas; $k$-qubit operators are infinite. The input dimension for a $k$-junta is $k$; while that of a $k$-qubit operator is $2^{k}$. One can learn $k$-juntas by performing a brute-force exhaustive search over all $k$-juntas and finding the one minimizing the empirical loss. However, the learning task becomes more difficult in the quantum settings as there are infinitely many $k$-qubit circuits and sample duplication is prohibited. Therefore, with the richness of quantum concept classes and the the fragility of quantum samples, one wonders whether quantum learning is harder. In the next section, we show it is not, but it requires looking at the problem from a different angle.

## 3 Main Results

Our first main contribution is the following theorem that is proved in Section 3.5.

[^0]Theorem 1. There exists a quantum algorithm that QPAC learns $k$-qubit operators with an error up to

$$
\mathrm{opt}_{k}+\mathcal{O}\left(\sqrt{\frac{4^{k}}{n} \log \left(\frac{d^{k} 4^{k}}{\delta(k-1)!}\right)}\right)
$$

where $\mathrm{opt}_{k}$ is the minimum loss of the concept class, and this is achieved by Algorithm 1 .

With this result, for small $\frac{k}{d}$, the quantum sample complexity of $k$-qubit operators is simplified to $O\left(\frac{k 4^{k}}{\epsilon^{2}} \log \frac{d}{\delta}\right)$ which grows with logarithm of $d$, the number of qubits.

Next, we study a lower bound on the quantum sample complexity. Given that QPAC subsumes PAC and that $k$ juntas are special cases of $k$-qubit operations, the quantum sample complexity is bounded from below by the classical one. Hence, from Vapnik-Chervonenkis (VC) theory for $k$ juntas, (Shalev-Shwartz and Ben-David, 2014), we obtain the following lower bound.
Proposition 1. The quantum sample complexity of $k$-qubit operations is $\Omega\left(\frac{1}{\epsilon^{2}}\left(k \log \frac{2 d}{k}+\log \frac{1}{\delta}\right)\right)$.

This result and Theorem 1 suggest that quantum sample complexity is of the same order as the classical one at least for small values of $k$ compared to $d$. Hence, though QPAC is a more difficult problem and low-width quantum circuits are much richer than classical juntas, yet the quantum sample complexity grows similarly for small $k$ 's. Whether the same holds for larger values of $k$ is yet to be determined. In Section 3.2, we argue that primitive empirical estimation methods are not efficient in QPAC and that one needs a more sophisticated approach as in Algorithm 1. Before that, we present an overview of the Pauli decomposition and study its connection to learning loss.

### 3.1 Pauli Decomposition

Our approach relies on the Pauli decomposition of quantum operators (Montanaro and Osborne, 2010). We start with a brief overview of this decomposition. Then, we analyze the connection between the $0-1$ loss and the Pauli coefficients.
The Pauli operators with the identity are denoted as $\left\{\sigma^{0}\right.$, $\left.\sigma^{1}, \sigma^{2}, \sigma^{3}\right\}$ with $\sigma^{0}=I_{2}$ and

$$
\sigma^{1}=\left(\begin{array}{cc}
0 & 1 \\
1 & 0
\end{array}\right), \quad \sigma^{2}=\left(\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right), \quad \sigma^{3}=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)
$$

Define the Pauli tensor products as

$$
\begin{equation*}
\sigma^{\mathbf{s}}:=\sigma^{s_{1}} \otimes \sigma^{s_{2}} \otimes \cdots \otimes \sigma^{s_{d}}, \quad \forall \mathbf{s} \in\{0,1,2,3\}^{d} \tag{1}
\end{equation*}
$$

Fact 1 (Pauli Decomposition). Any bounded operator A on $H_{d}$ is uniquely decomposed as

$$
A=\sum_{\mathbf{s} \in\{0,1,2,3\}^{d}} a_{\mathbf{s}} \sigma^{\mathbf{s}}
$$

where $a_{\mathbf{s}} \in \mathbb{C}$ are the Pauli coefficients of $A$ and are given by $a_{\mathbf{s}}=\frac{1}{2^{d}} \operatorname{tr}\left\{A \sigma^{\mathbf{s}}\right\} .{ }^{2}$

An immediate consequence of this decomposition is the following identity for any pair of operators on $H_{d}$ :

$$
\begin{equation*}
\operatorname{tr}\{A B\}=2^{d} \sum_{\mathbf{s}} a_{\mathbf{s}} b_{\mathbf{s}} \tag{2}
\end{equation*}
$$

where $a_{\mathbf{s}}$ and $b_{\mathbf{s}}$ are the Pauli coefficients of $A$ and $B$.
Next, we present the connection between the Pauli coefficients and the learning loss.
Lemma 1. Let $\rho_{X Y}=p_{0} \rho_{0} \otimes|0\rangle\langle 0|+p_{1} \rho_{1} \otimes|1\rangle\langle 1|$ denote the average state of the training samples. Then, the loss of any measurement $\mathcal{M}:=\left\{M_{0}, M_{1}\right\}$ decomposes as

$$
L_{0-1}(\mathcal{M})=\frac{1}{2}-2^{d-1} \sum_{\mathbf{s}} g_{\mathbf{s}} f_{\mathbf{s}}
$$

where $g_{\mathrm{s}}$ and $f_{\mathrm{s}}$ are the Pauli coefficients of $\mathrm{G}_{M}:=M_{1}-$ $M_{0}$ and $\mathrm{F}_{Y}:=-\sqrt{\rho_{X Y}}\left(I_{d} \otimes \sigma^{3}\right) \sqrt{\rho_{X Y}}$, respectively.

Proof. Given $M_{1}=I_{d}-M_{0}$, the loss can be written as

$$
\begin{align*}
L_{0-1}(\mathcal{M}) & =p_{1} \operatorname{tr}\left\{M_{0} \rho_{1}\right\}+p_{0} \operatorname{tr}\left\{M_{1} \rho_{0}\right\} \\
& =-\sum_{y} p_{y}(-1)^{y} \operatorname{tr}\left\{M_{0} \rho_{y}\right\}+p_{0} \tag{3}
\end{align*}
$$

Observe that $\left(I_{d} \otimes \sigma^{3}\right) \rho_{X Y}=\sum_{y} p_{y}(-1)^{y} \rho_{y} \otimes|y\rangle\langle y|$. Then, from the definition of $F_{Y}$ and $G_{M}$, we have that

$$
\begin{aligned}
\operatorname{tr}\left\{G_{M} F_{Y}\right\} & =\operatorname{tr}\left\{F_{Y}\right\}-2 \operatorname{tr}\left\{M_{0} F_{Y}\right\} \\
& =-\operatorname{tr}\left\{\left(I_{d} \otimes \sigma^{3}\right) \rho_{X Y}\right\}-2 \operatorname{tr}\left\{M_{0} F_{Y}\right\} \\
& =-\mathbb{E}_{Y}\left[(-1)^{Y}\right]+2 \sum_{y} p_{y}(-1)^{y} \operatorname{tr}\left\{M_{0} \rho_{y}\right\} \\
& \stackrel{(a)}{=}-\mathbb{E}\left[(-1)^{Y}\right]+2\left(p_{0}-L_{0-1}(\mathcal{M})\right) \\
& =2 p_{1}-1+2\left(p_{0}-L_{0-1}(\mathcal{M})\right) \\
& =1-2 L_{0-1}(\mathcal{M})
\end{aligned}
$$

where (a) follows from (3). Hence,

$$
L_{0-1}(\mathcal{M})=\frac{1}{2}-\frac{1}{2} \operatorname{tr}\left\{G_{M} F_{Y}\right\}
$$

Hence, the proof is complete, because from (2), the trace term above equals to $2^{d} \sum_{\mathrm{s}} g_{\mathrm{s}} f_{\mathrm{s}}$.

We note that $F_{Y}$ is viewed as the induced operator representing the labeled samples. In agnostic settings, $F_{Y}$ is unknown as the states and the probabilities are unknown. We design our learning algorithm by estimating the Pauli coefficient of $F_{Y}$ instead.

[^1]
### 3.2 Estimating the Pauli Coefficients

In light of the previous section, the main idea behind the proposed algorithm is to estimate a subset of the Pauli coefficients of the auxiliary operator $F_{Y}$. In the classical setting, estimating the Fourier coefficients is easily done by empirical averaging. In quantum, each coefficient $f_{\mathbf{s}}$ is indeed an observable acting on the samples' quantum state. The issue is that these observables are incompatible and, thus, are not simultaneously measurable.
Example 1. In a single qubit system, the Pauli coefficients corresponding to $\sigma^{1}$ and $\sigma^{2}$ are incompatible as they do not commute with each other. Indeed, they are mutually unbiased observables. Hence, independent samples are needed for estimating each coefficient.

The incompatibility and no-cloning make the estimation process more challenging than the classical one. In this section, we discuss the estimation process and derive bounds on the square loss. In the next section, we discuss the construction of a predictor from the estimated coefficients.

We start with estimating a single Pauli coefficient $f_{\mathbf{s}}$. For that we consider the POVM $M_{\mathbf{s}}:=\left\{\Lambda_{1}^{\mathrm{s}}, \Lambda_{-1}^{\mathrm{s}}\right\}$ with outcomes in $\{-1,1\}$ and operators

$$
\begin{equation*}
\Lambda_{1}^{\mathbf{s}}:=\sigma_{+}^{\mathbf{s}}, \quad \Lambda_{-1}^{\mathbf{s}}:=\sigma_{-}^{\mathbf{s}} \tag{4}
\end{equation*}
$$

where $\sigma^{\mathbf{s}}$ is the Pauli operator corresponding to $\mathbf{s} \in$ $\{0,1,2,3\}^{d}$ as in (1). Moreover, $\sigma_{+}^{\mathbf{s}}$ and $\sigma_{-}^{\mathbf{s}}$ are the positive and negative part of $\sigma^{\mathbf{s}}$ (such that $\sigma^{\mathbf{s}}=\sigma_{+}^{\mathbf{s}}-\sigma_{-}^{\mathbf{s}}$ ), constructed through the spectral decomposition of $\sigma^{\mathrm{s}}$. With these definitions, $f_{\mathrm{s}}$ is estimated by measuring each sample with $M_{\mathrm{s}}$. Note that we cannot use all the samples for estimating one coefficient; because the samples will be inaccessible as they collapse by the measurements. Suppose, we only use $m<n$ samples. Let $Z_{i} \in\{-1,1\}$ be the output of $M_{\mathbf{s}}$ on the $i$ th sample $\left(\rho_{i}, y_{i}\right), i=1,2,3 \ldots, m$. Then, the estimation is computed as

$$
\begin{equation*}
\hat{f}_{\mathbf{s}}=\frac{-1}{m 2^{d}} \sum_{i=1}^{m}(-1)^{y_{i}} Z_{i} \tag{5}
\end{equation*}
$$

From Born's rule, $Z_{i}$ is a binary random variable with bias $\operatorname{tr}\left\{\sigma_{+}^{\mathbf{s}} \rho_{i}\right\}$. Hence, $\hat{f}_{\mathbf{s}}$ itself is random and it is not difficult to check that $\mathbb{E}\left[\hat{f}_{\mathbf{s}}\right]=f_{\mathbf{s}}$. Therefore, using standard concentration inequalities, we can show that, for any $\delta \in[0,1]$, with probability $(1-\delta)$, the estimation error is bounded as:

$$
\begin{equation*}
\left|\hat{f}_{\mathbf{s}}-f_{\mathbf{s}}\right|=2^{-d} \mathcal{O}\left(\sqrt{\frac{1}{m} \log \frac{1}{\delta}}\right) \tag{6}
\end{equation*}
$$

Note that $2^{-d}$ is due to the normalization of $f_{\mathbf{s}}$ as in Fact 1 and $\hat{f}_{\mathbf{s}}$ as in (5).

For learning $k$-qubit measurements, all the Pauli coefficients $\sigma^{\mathbf{s}}$ with $|\operatorname{supp}(\mathbf{s})| \leq k$ need to be estimated. Let
$K$ be the number of such coefficients. Given that $k \leq d / 2$, we bound $K$ as

$$
\begin{equation*}
K \leq \sum_{\ell=0}^{k}\binom{d}{\ell} 4^{\ell} \leq 1+k\binom{d}{k} 4^{k}=1+\frac{d^{k}}{(k-1)!} 4^{k} \tag{7}
\end{equation*}
$$

Given the incompatibility of the related observables, with a naive strategy, one would partition the total $n$ samples into several equal-size groups one for each coefficient. Hence, with this approach and (6), the estimation loss satisfies

$$
\left|\hat{f}_{\mathbf{s}}-f_{\mathbf{s}}\right|=\mathcal{O}\left(2^{-d} \sqrt{\frac{K}{n} \log (1 / \delta)}\right)
$$

for all $\mathbf{s}$, with $|\operatorname{supp}(\mathbf{s})| \leq k$. In what follows, we propose an approach to exponentially reduce the estimation error.
Theorem 2. Given any $\mathbf{s}_{1}, \mathbf{s}_{2}, \cdots, \mathbf{s}_{K} \in\{0,1,2,3\}^{d}$, there exists an algorithm that, given $n$ training samples, estimates the corresponding Pauli coefficients of $\mathrm{F}_{Y}$ with an error bounded with probability at least $(1-\delta)$ as

$$
\sup _{j \in[K]}\left|\hat{f}_{\mathrm{s}_{j}}-f_{\mathbf{s}_{j}}\right|=\mathcal{O}\left(2^{-d} \sqrt{\frac{1}{n} \log \left(\frac{K}{\delta}\right)}\right)
$$

For our case, $\mathbf{s}_{j}$ 's are all $\mathbf{s}$ with $|\operatorname{supp}(\mathbf{s})| \leq k$, and $K$ is as in (7). Hence, compared to the naive strategy with a fresh copy for each coefficient, we get exponential improvements.

### 3.2.1 Quantum Shadow Sampling

Our approach is inspired by Shadow Tomography (Aaronson, 2018; Huang et al., 2020), where repeated measurements obtain an approximate description of an unknown quantum state from its exact copies. In view of the nocloning, in our work, we propose an alternate approach called QSS that takes a single quantum state and can generates multiple samples called shadows. This is a one-shot procedure that applies to each sample $\left(\rho_{i}, y_{i}\right), i \in[n]$ and is explained below:
First, we generate a unitary operator $U_{i}$ randomly and uniformly from the space of all unitary operators on $d$ qubits. We rotate $\rho_{i}$ by applying $U_{i}$ resulting the state $U_{i}^{\dagger} \rho_{i} U_{i}$. Then, we measure the rotated state along the computational basis $\left\{|b\rangle\langle b|, b \in\{0,1\}^{d}\right\}$. From Born's rule the probability of getting the output $b_{i} \in\{0,1\}^{d}$ is $P_{b_{i}}=\left\langle b_{i}\right| U_{i}^{\dagger} \rho_{i} U_{i}\left|b_{i}\right\rangle$. At the next step, given each output $b_{i} \in\{0,1\}^{d}$, the state $\omega_{i}=U_{i}\left|b_{i}\right\rangle\left\langle b_{i}\right| U_{i}^{\dagger}$ is prepared. Hence, with $\rho_{i}$ we obtain the state $\omega_{i}$ with probability $P_{b_{i}}$.
Define the following mapping on any operator $B$ on $H_{d}$ :

$$
\begin{equation*}
\Gamma[B]:=\mathbb{E}_{U}\left[\sum_{b \in\{0,1\}^{d}}\langle b| U^{\dagger} B U|b\rangle U|b\rangle\langle b| U^{\dagger}\right] \tag{8}
\end{equation*}
$$



Figure 1: The process for estimating the Pauli coefficient $f_{\mathbf{s}}$. Once $\hat{\rho}_{i}$ is generated from the $i$ th sample, we calculate $\operatorname{tr}\left\{\hat{\rho}_{i} \sigma^{\mathbf{s}}\right\}(-1)^{y_{i}}$. Then, the estimate $\hat{f}_{\mathbf{s}}$ is calculated by computing the empirical average over all the samples as in (9).

Note that $\Gamma$ is a linear mapping on the space of density operators with its inverse denoted as $\Gamma^{-1}$. Moreover, observe that $\Gamma\left[\rho_{i}\right]$ equals to the expectation $\mathbb{E}\left[\omega_{i}\right]$ over the measurement randomness $\left(P_{b}\right)$ and the choices of unitary $U_{i}$.

At our last step, we apply $\Gamma^{-1}$ on $\omega_{i}$ resulting in the following state

$$
\hat{\rho}_{i}:=\Gamma^{-1}\left[U_{i}\left|b_{i}\right\rangle\left\langle b_{i}\right| U_{i}^{\dagger}\right] .
$$

Repeating this process for all samples, we obtain the shadow samples $\hat{\rho}_{i}, i \in[n]$. This process is demonstrated in Figure 1.

### 3.3 Proof of Theorem 2

After applying QSS on the entire training samples, we estimate each $f_{\mathbf{s}_{j}}$ by computing

$$
\begin{equation*}
\hat{f}_{\mathbf{s}_{j}}=\frac{1}{n} 2^{-d} \sum_{i=1}^{n} \operatorname{tr}\left\{\hat{\rho}_{i} \sigma^{\mathbf{s}_{j}}\right\}(-1)^{y_{i}} \tag{9}
\end{equation*}
$$

for all $j \in[K]$. We proceed with the following lemmas for the analysis.

Lemma 2. $\hat{\rho}_{i}$ is an unbiased estimate of $\rho_{i}$, that is $\mathbb{E}_{U, b}\left[\hat{\rho}_{i}\right]=\rho_{i}$.

Proof. By linearity of $\Gamma^{-1}$, taking the expectation of $\hat{\rho}_{i}$ over the choice of $U_{i}$ and the randomness of $b_{i}$ gives

$$
\mathbb{E}_{\sim\left(U_{i}, b_{i}\right)}\left[\hat{\rho}_{i}\right]=\Gamma^{-1}\left[\mathbb{E}\left[U_{i}\left|b_{i}\right\rangle\left\langle b_{i}\right| U_{i}^{\dagger}\right]\right]
$$

The expectation term equals to

$$
\begin{aligned}
\mathbb{E}\left[U_{i}\left|b_{i}\right\rangle\left\langle b_{i}\right| U_{i}^{\dagger}\right] & =\mathbb{E}_{U}\left[\sum_{\mathbf{b}}\langle\mathbf{b}| U^{\dagger} \rho_{i} U|\mathbf{b}\rangle U|\mathbf{b}\rangle\langle\mathbf{b}| U^{\dagger}\right] \\
& =\Gamma\left[\rho_{i}\right]
\end{aligned}
$$

where the last equality is from (8).
Lemma 3. The estimation $\hat{f}_{\mathrm{s}}$ is unbiased, that is $\mathbb{E}\left[\hat{f}_{\mathrm{s}}\right]=$ $f_{\mathbf{s}}$, where the expectation is taken over all sources of randomness including the sample distribution.

Proof. By taking the expectation, from Lemma 2 we obtain the following chain of equalities:

$$
\begin{aligned}
\mathbb{E}\left[\hat{f}_{\mathbf{s}}\right] & =2^{-d} \mathbb{E}\left[\operatorname{tr}\left\{\hat{\rho}_{1} \sigma^{\mathbf{s}}\right\}(-1)^{Y_{1}}\right] \\
& =2^{-d} \mathbb{E}_{\sim\left(\rho_{1}, Y_{1}\right)}\left[\operatorname{tr}\left\{\mathbb{E}\left[\hat{\rho}_{1} \mid \rho_{1}\right] \sigma^{\mathbf{s}}\right\}(-1)^{Y_{1}}\right] \\
& =2^{-d} \mathbb{E}_{\sim\left(\rho_{1}, Y_{1}\right)}\left[\operatorname{tr}\left\{\rho_{1} \sigma^{\mathbf{s}}\right\}(-1)^{Y_{1}}\right] \\
& =2^{-d} \operatorname{tr}\left\{F_{Y} \sigma^{\mathbf{s}}\right\}=f_{\mathbf{s}},
\end{aligned}
$$

where we used the definition of $f_{\mathbf{s}}$ in Lemma 1.

Lastly, with Lemma 3, we apply the Chernoff inequality:

$$
\mathbb{P}\left\{\max _{j \in[K]}\left|\hat{f}_{\mathrm{s}_{j}}-f_{\mathbf{s}_{j}}\right| \geq \epsilon 2^{-d}\right\} \leq 2 K \exp \left\{-\frac{n \epsilon^{2}}{2}\right\}
$$

Equating the right-hand side to $\delta$, we obtain the following bound on the estimation error:

$$
\begin{equation*}
\max _{j \in[K]}\left|\hat{f}_{\mathbf{s}_{j}}-f_{\mathbf{s}_{j}}\right|=\mathcal{O}\left(2^{-d} \sqrt{\frac{1}{n} \log \left(\frac{K}{\delta}\right)}\right) \tag{10}
\end{equation*}
$$

With this inequality, we establish Theorem 2.

### 3.4 Creating the Predictor

Next, we describe the construction of a predictor using the estimated Pauli coefficients. Let $\mathcal{J} \subseteq[d]$ be the coordinate of a subsystem with $k$ qubits. Define

$$
F_{Y}^{\mathcal{J}}:=\sum_{\mathrm{s}: \operatorname{supp}(\mathbf{s}) \subseteq \mathcal{J}} f_{\mathbf{s}} \sigma^{\mathbf{s}}
$$

where $\operatorname{supp}(\mathbf{s}):=\left\{\ell \in[d]: s_{\ell} \neq 0\right\}$ for any $\mathbf{s} \in\{0,1,2$, $3\}^{d}$. Define the estimate of this operator as

$$
\hat{F}_{Y}^{\mathcal{J}}:=\sum_{\mathrm{s}: \operatorname{supp}(\mathbf{s}) \subseteq \mathcal{J}} \hat{f}_{\mathbf{s}} \sigma^{\mathbf{s}}
$$

where $\hat{f}_{\mathrm{s}}$ 's are the estimated Pauli coefficients. This operator has a spectral decomposition of the form

$$
\hat{F}_{Y}^{\mathcal{J}}=\sum_{i} \lambda_{i}\left|\phi_{i}\right\rangle\left\langle\phi_{i}\right| .
$$

Let $\hat{\Pi}^{\mathcal{J}}$ be the projection onto the subspace spanned by eigenstates with positive eigenvalues, i.e.,

$$
\begin{equation*}
\hat{\Pi}^{\mathcal{J}}:=\sum_{i: \lambda_{i}>0}\left|\phi_{i}\right\rangle\left\langle\phi_{i}\right| \tag{11}
\end{equation*}
$$

Then, we create our predictor as the measurement $\hat{\mathcal{M}}_{\mathcal{J}}:=$ $\left\{\hat{\Pi}^{\mathcal{J}}, I_{d}-\hat{\Pi}^{\mathcal{J}}\right\}$. In what follows, we study the learning loss of $\hat{\mathcal{M}}_{\mathcal{J}}$. We show that if $\mathcal{J}$ is chosen appropriately, then the loss of $\mathcal{M}_{\mathcal{J}}$ is close to the optimal value opt ${ }_{k}$. For that, we present the following theorem.

Theorem 3. Let $\mathcal{J}^{*}$ be the subset maximizing $\left\|\mathrm{F}_{Y}^{\mathcal{J}}\right\|_{1}$ among all k-element subsets. Let $\hat{\mathcal{M}} \mathcal{J}^{*}=\left\{\hat{\Pi}^{\mathcal{J}^{*}}, I-\hat{\Pi}^{\mathcal{J}^{*}}\right\}$ be the measurement with the projection $\hat{\Pi}^{\mathcal{J}^{*}}$ given in (11) but with $\mathcal{J}=\mathcal{J}^{*}$. Then,

$$
\begin{equation*}
L_{0-1}\left(\hat{\mathcal{M}}_{\mathcal{J}^{*}}\right) \leq \mathrm{opt}_{k}+4 \sqrt{2^{d}}\left\|\mathrm{~F}_{Y}^{\mathcal{J}}-\hat{F}_{Y}^{\mathcal{J}}\right\|_{2} \tag{12}
\end{equation*}
$$

where opt ${ }_{k}$ is the minimum loss among all $k$-qubit operations, and $\hat{f}_{\mathrm{s}}$ is the estimation of $f_{\mathrm{s}}$.

This theorem implies an interesting connection between the QPAC learnability of a predictor and its Pauli decomposition. Moreover, it implies that the square loss is a suitable loss function for estimating the Pauli operators. We note that the factor $2^{d}$ is not problematic as it appears simply because of the way the Pauli coefficients are defined.

Proof Sketch of Theorem 3: The proof of this theorem is involved. Here, we only explain the sketch of its proof by presenting the following key lemmas with their proof in Appendix A. The first lemma characterizes opt ${ }_{k}$ and the second lemma is the key connection to Pauli estimations in our analysis.
Lemma 4. If opt $_{k}$ is the minimum loss among the class of all $k$-qubit measurements, then

$$
\text { opt }_{k}=\frac{1}{2}-\frac{1}{2} \max _{\mathcal{J} \subset[d]:|\mathcal{J}|=k}\left\|\mathrm{~F}_{Y}^{\mathcal{J}}\right\|_{1},
$$

where $\|\cdot\|_{1}$ is the trace norm.
Lemma 5. Let $\mathcal{M}_{\mathcal{J}}=\left\{\hat{\Pi}^{\mathcal{J}}, I-\hat{\Pi}^{\mathcal{J}}\right\}$ be the measurement with the projection $\hat{\Pi}^{\mathcal{J}}$ given in (11). Then,
$L_{0-1}\left(\mathcal{M}_{\mathcal{J}}\right) \leq \frac{1}{2}\left(1-\left\|\mathrm{F}_{Y}^{\mathcal{J}}\right\|_{1}\right)+U\left(\sqrt{2^{d}}\left\|\mathrm{~F}_{Y}^{\mathcal{J}}-\hat{F}_{Y}^{\mathcal{J}}\right\|_{2}\right)$,
where $U(x)=x^{3}+\frac{3}{2} x^{2}+\frac{3}{2} x$, for all $x \geq 0$.
With these lemmas, Theorem 3 immediately follows. Let $\mathcal{J}^{*}$ be the coordinate as in Theorem 3. Then, with Lemma 4 and 5, and the fact that $U(x) \leq 4 x$ for $x \leq 1$, we have that

$$
L_{0-1}\left(\mathcal{M}_{\mathcal{J}^{*}}\right) \leq \mathrm{opt}_{k}+4 \sqrt{2^{d}}\left\|F_{Y}^{\mathcal{J}}-\hat{F}_{Y}^{\mathcal{J}}\right\|_{2}
$$

With that, we establish the theorem.

### 3.5 Algorithm and Proof of the Main Theorem

So far, we discussed the estimation of the Pauli coefficients and the construction of the predictor. The estimation process in Section 3.2 in its current form may not be applicable when $d$ is large. It is not clear how to create $\Gamma^{-1}$ and $U_{i}$ in Figure 1. In this section, we characterize a closed-form expression for $\Gamma^{-1}$ and present an implementation of it with a scalable circuit.


Figure 2: Scalable implementation of the estimation process in Figure 1. For each sample, $U_{1}, U_{2}, \cdots, U_{d}$ are selected randomly and independently from $\left\{I, H, S^{\dagger} H\right\}$. The circuits operate independently on each corresponding qubit implying a $O(d)$ gate complexity.

Consider $\Gamma\left[\rho_{i}\right]$ as in (8) for a single qubit system $(d=1)$. Instead of ranging over all unitary operators, we choose $U$ from the following set with equal probabilities:

$$
U \in\left\{I, H, S^{\dagger} H\right\}
$$

where $H$ is the Hadamard and $S=\sqrt{\sigma^{3}}$. With this set, the state is measured either along the computational basis, $X$-basis, or the $Y$-basis. Let

$$
\Gamma_{0}[\rho]:=\sum_{U \in\left\{I, H, S^{\dagger} H\right\}} \sum_{b \in\{0,1\}} \frac{1}{3}\langle b| U^{\dagger} \rho U|b\rangle U|b\rangle\langle b| U^{\dagger}
$$

It is not difficult to check that $\Gamma_{0}$ has an inverse and that Lemma 2 still holds as the above set is tomographically complete.

For general $d$-qubit systems, we apply the single-qubit process to each of the $d$ qubits independently (see Figure 2). In the following, we show that this circuit gives an unbiased estimate of $\rho$, even though $\rho$ could be an entangled state!
Lemma 6. Let $\hat{\rho}_{i}$ be the operation's output in Figure 2. Then, $\mathbb{E}\left[\hat{\rho}_{i}\right]=\rho_{i}$.

Proof. Consider the Pauli decomposition of $\rho_{i}=$ $\sum_{\mathrm{s}} \alpha_{s} \sigma^{\mathrm{s}}$. As $\Gamma_{0}^{-1}$ is a linear mapping, the circuit in Figure 2 is also linear. Let $\Psi$ represent this operation. Then $\hat{\rho}_{i}=$ $\Psi\left[\rho_{i}\right]$. The linearity implies that $\Psi\left[\rho_{i}\right]=\sum_{\mathbf{s}} \alpha_{s} \Psi\left[\sigma^{\mathbf{s}}\right]$. Since, $\sigma^{\mathrm{s}}$ is in tensor product and $\Psi$ operates on each qubit independently, then $\Psi\left[\sigma^{\mathbf{s}}\right]=\otimes_{j=1}^{d} \Psi_{j}\left[\sigma^{s_{j}}\right]$, where $\Psi_{j}$ is the $j$ th wire on Figure 2. As a result,

$$
\mathbb{E}\left[\hat{\rho}_{i}\right]=\sum_{\mathbf{s}} \alpha_{s} \bigotimes_{j=1}^{d} \mathbb{E}\left[\Psi_{j}\left[\sigma^{s_{j}}\right]\right]
$$

Note that

$$
\begin{aligned}
& \mathbb{E}\left[\Psi_{j}\left[\sigma^{s_{j}}\right]\right]=\Gamma_{0}^{-1}\left[\mathbb{E}_{U_{i}, b_{i}}\left[U_{i}\left|b_{i}\right\rangle\left\langle b_{i}\right| U_{i}^{\dagger}\right]\right] \\
& \left.=\Gamma_{0}^{-1}\left[\sum_{U \in\left\{I, H, S^{\dagger} H\right\}} \sum_{b \in\{0,1\}} \frac{1}{3}\langle b| U^{\dagger} \sigma^{s_{j}} U|b\rangle U|b\rangle\langle b| U^{\dagger}\right]\right] \\
& =\Gamma_{0}^{-1}\left[\Gamma\left[\sigma^{s_{j}}\right]\right]=\sigma^{s_{j}}
\end{aligned}
$$

```
Algorithm 1: Algorithm for \(k\)-qubit Circuits
Input: \(k \leq d\), and \(n\) samples \(\left(\rho_{i}, y_{i}\right)_{i=1}^{n}\).
Output: Predictor \(\hat{\mathcal{M}}\)
LearningAlgorithm:
    PauliEstimation:
            for \(i=1: n\) do
                Choose \(d\) unitary \(U_{j}\) randomly from
                \(\left\{I, H, S^{\dagger} H\right\}\).
                    Apply the circuit in Figure 2 with the
                    selected unitary operators.
            for \(\mathbf{s} \in\{0,1,2,3\}^{d}\) with \(|\operatorname{supp}(\mathbf{s})| \leq k\) do
            Compute \(\hat{f}_{\mathbf{s}}\) using (9).
        for \(\mathcal{J} \subset[d]\) with \(|\mathcal{J}|=k\) do
            Compute \(\hat{F}_{Y}^{\mathcal{J}}=\sum_{\mathbf{s}: \operatorname{supp}(\mathbf{s}) \subseteq \mathcal{J}} \hat{f}_{\mathbf{s}} \sigma^{\mathbf{s}}\).
            Find \(\hat{\mathcal{J}}\) that maximizes \(\left\|\hat{F}_{Y}^{\overline{\mathcal{J}}}\right\|_{1}\).
    Construct \(\hat{\Pi}^{\mathcal{J}}\) as in (11) with \(\mathcal{J}=\hat{\mathcal{J}}\).
    return POVM \(\hat{\mathcal{M}}:=\left\{\hat{\Pi}^{\hat{J}}, I-\hat{\Pi}^{\hat{J}}\right\}\).
```

As a result of this equation,

$$
\mathbb{E}\left[\hat{\rho}_{i}\right]=\sum_{\mathbf{s}} \alpha_{s} \stackrel{d}{\otimes_{j=1}^{\otimes}} \sigma^{s_{j}}=\rho_{i}
$$

Hence the proof is complete.
It follows from large deviation analysis that we get the same error bound as in (10) with the circuit in Figure 2. Therefore, we obtain a scalable estimation circuit consisting of independent single-qubit quantum operations, resulting in a $O(d)$ gate complexity. With that in mind, we summarize our design and present Algorithm 1. It remains to complete the proof of Theorem 1.

Proof of Theorem 1: We show that $\hat{\mathcal{M}}$, the output of Algorithm 1 achieves the optimal loss opt ${ }_{k}$. We use Theorem 3 followed by a Parseval-type identity. From (2), it follows that $\|A\|_{2}^{2}=\operatorname{tr}\left\{A^{\dagger} A\right\}=2^{d} \sum_{\mathbf{s}}\left|a_{\mathbf{s}}\right|^{2}$. Then,

$$
L_{0-1}\left(\hat{\mathcal{M}}_{\mathcal{J}^{*}}\right) \leq \text { opt }_{k}+42^{d} \sqrt{\sum_{\mathbf{s}: \operatorname{supp}(\mathbf{s}) \subseteq \mathcal{J}^{*}}\left(f_{\mathbf{s}}-\hat{f}_{\mathbf{s}}\right)^{2}}
$$

Hence, with Theorem 2, we have that

$$
\begin{align*}
L_{0-1}\left(\mathcal{M}_{\mathcal{J}^{*}}\right) & \leq \text { opt }_{k}+4 \sqrt{\sum_{\operatorname{s:supp}(\mathbf{s}) \subseteq \mathcal{J}^{*}} \mathcal{O}\left(\frac{1}{n} \log \left(\frac{K}{\delta}\right)\right)} \\
& =\operatorname{opt}_{k}+\mathcal{O}\left(\sqrt{\frac{4^{k}}{n} \log \left(\frac{K}{\delta}\right)}\right) \tag{13}
\end{align*}
$$

where we used the fact that $\left|\mathcal{J}^{*}\right|=k$. Note that $\mathcal{J}^{*}$ is unknown as it is defined based on the true operator $F_{Y}^{\mathcal{J}}$.

We need to show that $\hat{\mathcal{J}}$ in Algorithm 1 is "close" to $\mathcal{J}^{*}$. From Lemma 4, it suffices to show that $\left\|\hat{F}_{Y}^{\hat{\mathcal{J}}}\right\|_{1}$ is close to $\left\|F_{Y} \mathcal{J}^{*}\right\|_{1}$ which gives opt ${ }_{k}$. Since $\hat{\mathcal{J}}$ maximizes $\left\|\hat{F}_{Y}^{\mathcal{J}}\right\|_{1}$, then $\left\|\hat{F}_{Y}^{\hat{\mathcal{J}}}\right\|_{1} \geq\left\|\hat{F}_{Y}^{\mathcal{J}^{*}}\right\|_{1}$. From the triangle inequality and the relation $\|\cdot\|_{1} \leq \sqrt{\operatorname{dim}}\|\cdot\|_{2}$, we have that

$$
\left|\left\|\hat{F}_{Y}^{\mathcal{J}^{*}}\right\|_{1}-\left\|F_{Y} \mathcal{J}^{*}\right\|_{1}\right| \leq \sqrt{2^{d}}\left\|\hat{F}_{Y}^{\mathcal{J}^{*}}-F_{Y} \mathcal{J}^{*}\right\|_{2} \leq \epsilon_{n}
$$

where $\epsilon_{n}$ is the second term in (13). The last inequality follows from Theorem 2. Combining this inequality with Lemma 5 and 4, we obtain that

$$
L_{0-1}(\hat{\mathcal{M}}) \leq L_{0-1}\left(\mathcal{M}_{\mathcal{J}^{*}}\right)+\epsilon_{n}=\mathrm{opt}_{k}+2 \epsilon_{n}
$$

where $\hat{\mathcal{M}}$ is the output of Algorithm 1. The proof is complete by replacing the expression for $\epsilon_{n}$ in given (13) and that of $K$ in (7).


Figure 3: Success probability vs. the size of the sub-system ( $k$ ) for classifying maximally entangled and separable $d$ qubit states with different values of $d$.

## 4 Numerical Validation

We test Algorithm 1 for classifying separable states from maximally entangled. For that, we generate a training data set by randomly generating $d$-qubit states. We generate two types of states: separable (with label $y=0$ ) and maximally entangled (with label $y=1$ ). For that, we use RandomDensityMatrix in (Johnston et al., 2016) to generate a separable random density matrix based on a Haar measure.

Figure 3 shows the success probability versus the size of the sub-system $(k)$ with different dimensions $\left(2^{d}\right)$. Our results indicate that accessing only a small subsystem is sufficient to obtain a reasonable accuracy. For instance, a success probability of 0.95 is possible using a 3 -qubit subsystem inside the original 10-qubit system.

Moreover, we tested the accuracy of Algorithm 1 with different values of $k$ versus various sample sizes ( $n=10^{3}$, $10^{4}$, and $10^{5}$ ). The dataset is the same as in the previous experiment but with a fixed dimension $\operatorname{dim}=2^{6}$. Figure


Figure 4: Success probability of Algorithm 1 for various $k$ (subsystem size) and various samples $n=10^{3}, 10^{4}, 10^{5}$ compared to theoretical bound (exact). The experiment is averaged over 5 runs with error bars showing the deviations.

4 demonstrates success probability as a function of $k$ for various sample sizes. As observed, with more samples, the success probability converges to the theoretical values with exact computations.

## Discussion and Future Directions

We prove that the quantum sample complexity of $k$-qubit quantum operations is $O\left(\frac{k 4^{k}}{\epsilon^{2}} \log d\right)$ which grows logarithmically with the number of qubits and is comparable with the classical sample complexity of $k$-juntas. This is a surprising result due to the no-cloning principle, measurement incompatibility, richness of $k$-qubit operations, and the fact that QPAC is a stronger condition than classical PAC. We propose a quantum algorithm that provably QPAC learns $k$-qubit operations. We develop a new connection to Pauli decomposition with a new estimation method with a scalable circuit.

Our results indicate that shallow-width quantum circuits are learnable with a sample complexity growing logarithmically with the number of qubits ( $d$ ). In future work, one can study learning of shallow-depth quantum circuits and compare the quantum sample complexity of such circuits with constant-depth classical circuits. Whether quantum sample complexity is comparable with the classical one is an important direction to pursue.
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## A Proof of The Technical Lemmas

## A. 1 Proof of Lemma 4

Proof. We start with proving a lower bound on opt ${ }_{k}$. Fix a $k$ element coordinate subset $\mathcal{I} \subset[d]$ and consider a $k$-qubit measurement that depends only on coordinates $\mathcal{I}$. From Lemma 1, the loss of $\mathcal{M}$ equals to

$$
L_{0-1}(\mathcal{M})=\frac{1}{2}-2^{d-1} \sum_{\mathbf{s}} f_{\mathbf{s}} g_{\mathbf{s}}
$$

From Definition 2, as $\mathcal{M}$ depends only on coordinate $\mathcal{I}$, then one can show that $g_{\mathbf{s}}=0$ for all $\mathbf{s}$ with $\operatorname{supp}(\mathbf{s}) \nsubseteq \mathcal{I}$. Therefore,

$$
L_{0-1}(\mathcal{M})=\frac{1}{2}-2^{d-1} \sum_{\mathbf{s}: \operatorname{supp}(\mathbf{s}) \subseteq \mathcal{I}} f_{\mathbf{s}} g_{\mathbf{s}}
$$

Define the following operator:

$$
\begin{equation*}
F_{Y}^{\mathcal{I}}:=\sum_{\mathrm{s}: \operatorname{supp}(\mathrm{s}) \subseteq \mathcal{I}} f_{\mathbf{s}} \sigma^{\mathrm{s}} . \tag{14}
\end{equation*}
$$

Therefore, from (2), we have that

$$
L_{0-1}(\mathcal{M})=\frac{1}{2}-\frac{1}{2} \operatorname{tr}\left\{F_{Y}^{\mathcal{I}} G\right\} \geq \frac{1}{2}-\frac{1}{2} \operatorname{tr}\left\{\left|F_{Y}^{\mathcal{I}}\right||G|\right\}=\frac{1}{2}-\frac{1}{2} \operatorname{tr}\left\{\left|F_{Y}^{\mathcal{I}}\right|\right\}
$$

where $|A|=\sqrt{A^{\dagger} A}$ and the first inequality follows as $\operatorname{tr}\{A\} \leq \operatorname{tr}\{|A|\}$. The second equality follows as the eigenvalues of $G$ belong to $\{-1,1\}$, implying that $|G|=I_{d}$. Therefore, we obtain that

$$
L_{0-1}(\mathcal{M}) \geq \frac{1}{2}-\frac{1}{2}\left\|F_{Y}^{\mathcal{I}}\right\|_{1} \geq \frac{1}{2}-\frac{1}{2} \max _{\mathcal{J} \subset[d]:|\mathcal{J}|=k}\left\|F_{Y}^{\mathcal{J}}\right\|_{1}
$$

where the last inequality holds by minimizing the lower bound over all $k$-element coordinates $\mathcal{J}$. Note that the above bound holds for all $\mathcal{M}$ depending on any $k$-element coordinate subset $\mathcal{I}$. Thus, we obtain the lower bound on opt ${ }_{k}$ :

$$
\begin{equation*}
\mathrm{opt}_{k} \geq \frac{1}{2}-\frac{1}{2} \max _{\mathcal{J} \subset[d]:|\mathcal{J}|=k}\left\|F_{Y}^{\mathcal{J}}\right\|_{1} . \tag{15}
\end{equation*}
$$

Next, we establish the achievability of the lower bound. Again fix a $k$-element subset $\mathcal{J} \subset[d]$ and let $G_{M_{\mathcal{J}}}=\operatorname{sign}\left[F_{Y}^{\mathcal{J}}\right]$. Note that we can consider a valid measurement $\mathcal{M}_{\mathcal{J}}$ corresponding to $G_{M_{\mathcal{J}}}$. Moreover, $G_{M_{\mathcal{J}}}$ is a $k$-junta operator depending only on the coordinates $\mathcal{J}$. Therefore, its Fourier coefficients $g_{\mathbf{s}}$ are zero for any $\mathbf{s}$ with $\operatorname{supp}(\mathbf{s}) \nsubseteq \mathcal{J}$. As a result, from (14)

$$
\begin{aligned}
L_{0-1}\left(\mathcal{M}_{\mathcal{J}}\right) & =\frac{1}{2}-\frac{1}{2} \operatorname{tr}\left\{G_{M_{\mathcal{J}}} F_{Y}^{\mathcal{J}}\right\} \\
& =\frac{1}{2}-\frac{1}{2} \operatorname{tr}\left\{\operatorname{sign}\left[F_{Y}^{\mathcal{J}}\right] F_{Y}^{\mathcal{J}}\right\} \\
& =\frac{1}{2}-\frac{1}{2}\left\|F_{Y}^{\mathcal{J}}\right\|_{1},
\end{aligned}
$$

where the last equality follows from the identity $\|A\|_{1}=\operatorname{tr}\{A \operatorname{sign}[A]\}$ that holds for any Hermitian and bounded operator $A$. With the above inequality, optimizing over $\mathcal{J}$ gives

$$
\begin{equation*}
\min _{\mathcal{J} \subset[d]:|\mathcal{J}|=k} L_{0-1}\left(\mathcal{M}_{\mathcal{J}}\right)=\frac{1}{2}-\frac{1}{2} \max _{\mathcal{J} \subset[d]:|\mathcal{J}|=k}\left\|F_{Y}^{\mathcal{J}}\right\|_{1} \tag{16}
\end{equation*}
$$

Note that opt ${ }_{k}$ is smaller than the left-hand side of (16), as it has an additional minimization over the choice of the measurements:

$$
\mathrm{opt}_{k}=\min _{\mathcal{J} \subset[d]:|\mathcal{J}|=k} \inf _{\mathcal{M}} L_{0-1}\left(\mathcal{M}_{\mathcal{J}}\right)
$$

Therefore, (16) is an upper bound for opt $(k)$. As this upper bound matches with the lower bound in (15), then we obtain the equality in (16). This proves the expression for $\operatorname{opt}(k)$ and that $\mathcal{M}_{\mathcal{J}}$ 数 the best $k$-junta measurement.

## A. 2 Proof of Lemma 5

Let $G_{\mathcal{J}}=M_{1}-M_{0}=I-2 \hat{\Pi}^{\mathcal{J}}$. It is not difficult to check that $G_{\mathcal{J}}=\operatorname{sign}\left[\hat{F}_{Y}^{\mathcal{J}}\right]$. From Lemma 1 in the main text, the loss of $M_{\mathcal{J}}$ can be written as $L_{0-1}\left(\mathcal{M}_{\mathcal{J}}\right)=\frac{1}{2}-2^{d-1} \sum_{\mathrm{s}} f_{\mathrm{s}} g_{\mathrm{s}}$, where $f_{\mathrm{s}}$ and $g_{\mathrm{s}}$ are the Pauli coefficients of $F_{Y}$ and $G_{\mathcal{J}}$. Note that $G_{\mathcal{J}}$ depends only on the coordinates of $\mathcal{J}$. More precisely, $G_{\mathcal{J}}=\left(I^{\mathcal{J}}-2 \hat{\Pi} \hat{\mathcal{J}}^{\mathcal{J}}\right) \otimes I^{\mathcal{J}^{c}}$, where $I^{\mathcal{J}}$ and $I^{\mathcal{J}^{c}}$ are the identity operators on the corresponding systems. Hence, the Pauli coefficients of $g_{\mathrm{s}}$ of $G_{\mathcal{J}}$ are zero outside of $\mathcal{J}$. Therefore,

$$
L_{0-1}\left(\mathcal{M}_{\mathcal{J}}\right)=\frac{1}{2}-2^{d-1} \sum_{\mathbf{s}: \operatorname{supp}(\mathbf{s}) \subseteq \mathcal{J}} f_{\mathbf{s}} g_{\mathbf{s}}
$$

Define the 2-norm of an operator $A$ as $\|A\|_{2}:=\sqrt{\operatorname{tr}\left\{A^{\dagger} A\right\}}$. Then, from (2), $\|A\|_{2}^{2}=2^{d} \sum_{\mathbf{s}}\left|a_{\mathbf{s}}\right|^{2}$. Moreover, for any pair of Hermitian operators $A, B$ we have the identity $\|A-B\|_{2}^{2}=\|A\|_{2}^{2}+\|B\|_{2}^{2}-2 \operatorname{tr}\{A B\}$. Therefore, from (2), we obtain that

$$
\sum_{\mathbf{s}} a_{\mathbf{s}} b_{\mathbf{s}}=2^{-d} \operatorname{tr}\{A B\}=2^{-d-1}\left(\|A\|_{2}^{2}+\|B\|_{2}^{2}-\|A-B\|_{2}^{2}\right)
$$

Therefore, from the definition of $F_{Y}^{\mathcal{J}}$, we have that

$$
\sum_{\mathbf{s}: \operatorname{supp}(\mathbf{s}) \subseteq \mathcal{J}} f_{\mathbf{s}} g_{\mathbf{s}}=2^{-d} \operatorname{tr}\left\{F_{Y}^{\mathcal{J}} G_{\mathcal{J}}\right\}
$$

As a result, the loss of $\mathcal{M}_{\mathcal{J}}$ can be written as

$$
\begin{align*}
L_{0-1}\left(\mathcal{M}_{\mathcal{J}}\right) & =\frac{1}{2}-\frac{1}{4}\left(\left\|G_{\mathcal{J}}\right\|_{2}^{2}+\left\|F_{Y}^{\mathcal{J}}\right\|_{2}^{2}-\left\|F_{Y}^{\mathcal{J}}-G_{\mathcal{J}}\right\|_{2}^{2}\right) \\
& =\frac{1}{4}\left(2-2^{d}-\left\|F_{Y}^{\mathcal{J}}\right\|_{2}^{2}+\left\|F_{Y}^{\mathcal{J}}-G_{\mathcal{J}}\right\|_{2}^{2}\right) \tag{17}
\end{align*}
$$

where we used the fact that $\left\|G_{\mathcal{J}}\right\|_{2}^{2}=2^{d}$ as the eigenvalues of $G_{\mathcal{J}}$ belong to $\{-1,1\}$.
Next, we bound the last 2-norm quantity above. Recall that $\hat{F}_{Y}^{\mathcal{J}}:=\sum_{\mathbf{s}: \operatorname{supp}(\mathbf{s}) \subseteq \mathcal{J}} \hat{f}_{\mathbf{s}} \sigma^{\mathbf{s}}$ is an approximation of $F_{Y}^{\mathcal{J}}$ using the estimated Pauli coefficients. By adding and subtracting $\hat{F}_{Y}^{\mathcal{J}}$, we have that

$$
\begin{align*}
\left\|F_{Y}^{\mathcal{J}}-G_{\mathcal{J}}\right\|_{2}^{2} & \stackrel{(a)}{\leq}\left(\left\|F_{Y}^{\mathcal{J}}-\hat{F}_{Y}^{\mathcal{J}}\right\|_{2}+\left\|\hat{F}_{Y}^{\mathcal{J}}-G_{\mathcal{J}}\right\|_{2}\right)^{2} \\
& =\left\|F_{Y}^{\mathcal{J}}-\hat{F}_{Y}^{\mathcal{J}}\right\|_{2}^{2}+\left\|\hat{F}_{Y}^{\mathcal{J}}-G_{\mathcal{J}}\right\|_{2}^{2}+2\left\|F_{Y}^{\mathcal{J}}-\hat{F}_{Y}^{\mathcal{J}}\right\|_{2}\left\|\hat{F}_{Y}^{\mathcal{J}}-G_{\mathcal{J}}\right\|_{2} \tag{18}
\end{align*}
$$

where (a) follows from the Minkowski's Inequality inequality for 2-norm. Note that $G_{\mathcal{J}}=\operatorname{sign}\left[\hat{F}_{Y}^{\mathcal{J}}\right]$. Moreover, note that for any function $h$ the identity $|h-\operatorname{sign}[h]|=|1-|h||$ holds. Therefore,

$$
\begin{align*}
\left\|\hat{F}_{Y}^{\mathcal{J}}-G_{\mathcal{J}}\right\|_{2}^{2} & =\left\|I_{d}-\left|\hat{F}_{Y}^{\mathcal{J}}\right|\right\|_{2}^{2}=\left\|I_{d}\right\|_{2}^{2}+\left\|\hat{F}_{Y}^{\mathcal{J}}\right\|_{2}^{2}-2\left\|\hat{F}_{Y}^{\mathcal{J}}\right\|_{1} \\
& =2^{d}+\left\|\hat{F}_{Y}^{\mathcal{J}}\right\|_{2}^{2}-2\left\|\hat{F}_{Y}^{\mathcal{J}}\right\|_{1} \tag{19}
\end{align*}
$$

From this relation and equations (17), (18), we obtain the following upper bound

$$
\begin{align*}
4 L_{0-1}\left(\mathcal{M}_{\mathcal{J}}\right) & \leq 2-2^{d}-\left\|F_{Y}^{\mathcal{J}}\right\|_{2}^{2}+\left\|F_{Y}^{\mathcal{J}}-\hat{F}_{Y}^{\mathcal{J}}\right\|_{2}^{2}+\left\|\hat{F}_{Y}^{\mathcal{J}}-G_{\mathcal{J}}\right\|_{2}^{2}+2\left\|F_{Y}^{\mathcal{J}}-\hat{F}_{Y}^{\mathcal{J}}\right\|_{2}\left\|\hat{F}_{Y}^{\mathcal{J}}-G_{\mathcal{J}}\right\|_{2} \\
& =2-2^{d}-\left\|F_{Y}^{\mathcal{J}}\right\|_{2}^{2}+\left\|F_{Y}^{\mathcal{J}}-\hat{F}_{Y}^{\mathcal{J}}\right\|_{2}^{2}+2^{d}+\left\|\hat{F}_{Y}^{\mathcal{J}}\right\|_{2}^{2}-2\left\|\hat{F}_{Y}^{\mathcal{J}}\right\|_{1}+2\left\|F_{Y}^{\mathcal{J}}-\hat{F}_{Y}^{\mathcal{J}}\right\|_{2}\left\|\hat{F}_{Y}^{\mathcal{J}}-G_{\mathcal{J}}\right\|_{2} \\
& =2-2\left\|\hat{F}_{Y}^{\mathcal{J}}\right\|_{1}+\underbrace{\left\|\hat{F}_{Y}^{\mathcal{J}}\right\|_{2}^{2}-\left\|F_{Y}^{\mathcal{J}}\right\|_{2}^{2}}_{\text {(I) }}+\left\|F_{Y}^{\mathcal{J}}-\hat{F}_{Y}^{\mathcal{J}}\right\|_{2}^{2}+2\left\|F_{Y}^{\mathcal{J}}-\hat{F}_{Y}^{\mathcal{J}}\right\|_{2} \underbrace{\left\|\hat{F}_{Y}^{\mathcal{J}}-G_{\mathcal{J}}\right\|_{2}}_{\text {(II) }} \tag{20}
\end{align*}
$$

In what follows, we bound the terms denoted by (I) and (II). ${ }_{13}$

Bounding (I): From the Minkowski's inequality for 2-norm, we have

$$
\begin{aligned}
\left\|\hat{F}_{Y}^{\mathcal{J}}\right\|_{2}^{2} & \leq\left(\left\|F_{Y}^{\mathcal{J}}\right\|_{2}+\left\|\hat{F}_{Y}^{\mathcal{J}}-F_{Y}^{\mathcal{J}}\right\|_{2}\right)^{2} \\
& =\left\|F_{Y}^{\mathcal{J}}\right\|_{2}^{2}+\left\|\hat{F}_{Y}^{\mathcal{J}}-F_{Y}^{\mathcal{J}}\right\|_{2}^{2}+2\left\|F_{Y}^{\mathcal{J}}\right\|_{2}\left\|\hat{F}_{Y}^{\mathcal{J}}-F_{Y}^{\mathcal{J}}\right\|_{2} \\
& \leq\left\|F_{Y}^{\mathcal{J}}\right\|_{2}^{2}+\left\|\hat{F}_{Y}^{\mathcal{J}}-F_{Y}^{\mathcal{J}}\right\|_{2}^{2}+2\left\|\hat{F}_{Y}^{\mathcal{J}}-F_{Y}^{\mathcal{J}}\right\|_{2}
\end{aligned}
$$

where the second inequality is due Bessel's inequality and the following chain of inequalities

$$
\left\|F_{Y}^{\mathcal{J}}\right\|_{2} \leq\left\|F_{Y}\right\|_{2}=\left\|\rho_{X Y}\left(I_{d} \otimes \sigma^{3}\right)\right\|_{2}=\left\|\rho_{X Y}\right\|_{2} \leq\left\|\rho_{X Y}\right\|_{1}=1
$$

where we used the fact that $F_{Y}=-\sqrt{\rho_{X Y}}\left(I_{d} \otimes \sigma^{3}\right) \sqrt{\rho_{X Y}}$ which also equals to $\rho_{X Y}\left(I_{d} \otimes \sigma^{3}\right)$, and that $\|\cdot\|_{2} \leq\|\cdot\|_{1}$. Hence, the term (I) in (20) is upper bounded as

$$
\begin{equation*}
(\mathrm{I}) \leq \lambda_{1}:=\left\|\hat{F}_{Y}^{\mathcal{J}}-F_{Y}^{\mathcal{J}}\right\|_{2}^{2}+2\left\|\hat{F}_{Y}^{\mathcal{J}}-F_{Y}^{\mathcal{J}}\right\|_{2} \tag{21}
\end{equation*}
$$

Bounding (II): From (19), we have

$$
\begin{align*}
\left\|\hat{F}_{Y}^{\mathcal{J}}-G_{\mathcal{J}}\right\|_{2}^{2} & =1+\left\|\hat{F}_{Y}^{\mathcal{J}}\right\|_{2}^{2}-2\left\|\hat{F}_{Y}^{\mathcal{J}}\right\|_{1} \\
& \stackrel{(a)}{\leq} 1+2\left(\left\|F_{Y}^{\mathcal{J}}\right\|_{2}^{2}+\left\|F_{Y}^{\mathcal{J}}-\hat{F}_{Y}^{\mathcal{J}}\right\|_{2}^{2}\right)-2\left\|\hat{F}_{Y}^{\mathcal{J}}\right\|_{1} \\
& \stackrel{(b)}{=} 1+2\left(\left\|F_{Y}^{\mathcal{J}}\right\|_{2}^{2}+\left\|F_{Y}^{\mathcal{J}}-\hat{F}_{Y}^{\mathcal{J}}\right\|_{2}^{2}\right)-2\left(\left\|F_{Y}^{\mathcal{J}}\right\|_{1}+\left(\left\|\hat{F}_{Y}^{\mathcal{J}}\right\|_{1}-\left\|F_{Y}^{\mathcal{J}}\right\|_{1}\right)\right) \\
& =1+2\left(\left\|F_{Y}^{\mathcal{J}}\right\|_{2}^{2}-\left\|F_{Y}^{\mathcal{J}}\right\|_{1}\right)+2\left\|F_{Y}^{\mathcal{J}}-\hat{F}_{Y}^{\mathcal{J}}\right\|_{2}^{2}-2\left(\left\|\hat{F}_{Y}^{\mathcal{J}}\right\|_{1}-\left\|F_{Y}^{\mathcal{J}}\right\|_{1}\right) \\
& \stackrel{(c)}{\leq} 1+2\left\|F_{Y}^{\mathcal{J}}-\hat{F}_{Y}^{\mathcal{J}}\right\|_{2}^{2}-2\left(\left\|\hat{F}_{Y}^{\mathcal{J}}\right\|_{1}-\left\|F_{Y}^{\mathcal{J}}\right\|_{1}\right) \\
& \stackrel{(d)}{\leq} 1+2\left\|F_{Y}^{\mathcal{J}}-\hat{F}_{Y}^{\mathcal{J}}\right\|_{2}^{2}+2 \sqrt{2^{d}}\left\|F_{Y}^{\mathcal{J}}-\hat{F}_{Y}^{\mathcal{J}}\right\|_{2} \tag{22}
\end{align*}
$$

where (a) follows from the Minkowski's inequality for 2-norm and the inequality $(x+y)^{2} \leq 2\left(x^{2}+y^{2}\right)$. Equality (b) follows by adding and subtracting $\left\|F_{Y}^{\mathcal{J}}\right\|_{1}$. Inequality $(c)$ holds from the inequality $\|\cdot\|_{2} \leq\|\cdot\|_{1}$ and the fact that $\left\|F_{Y}^{\mathcal{J}}\right\|_{2} \leq 1$ which implies that $\left\|F_{Y}^{\mathcal{J}}\right\|_{2}^{2} \leq\left\|F_{Y}^{\mathcal{J}}\right\|_{2} \leq\left\|F_{Y}^{\mathcal{J}}\right\|_{1}$. Lastly, inequality $(d)$ holds because of the following chain of inequalities

$$
\begin{equation*}
\left|\left\|F_{Y}^{\mathcal{J}}\right\|_{1}-\left\|\hat{F}_{Y}^{\mathcal{J}}\right\|_{1}\right| \leq\left\|F_{Y}^{\mathcal{J}}-\hat{F}_{Y}^{\mathcal{J}}\right\|_{1} \leq \sqrt{2^{d}}\left\|F_{Y}^{\mathcal{J}}-\hat{F}_{Y}^{\mathcal{J}}\right\|_{2} \tag{23}
\end{equation*}
$$

where the first inequality is due to the Minkowski's inequality for 1-norm and the second inequality is due to the inequality $\|\cdot\|_{1} \leq \sqrt{\operatorname{dim}}\|\cdot\|_{2}$ and the fact that $\operatorname{dim}=2^{d}$.
Next, we show that the quantity $\left\|\hat{F}_{Y}^{\mathcal{J}}-G_{\mathcal{J}}\right\|_{2}$ without the square is upper bounded by the same term as in the right-hand side of (22). That is

$$
\begin{equation*}
\text { (II) }=\left\|\hat{F}_{Y}^{\mathcal{J}}-G_{\mathcal{J}}\right\|_{2} \leq \lambda_{2}:=1+2\left\|F_{Y}^{\mathcal{J}}-\hat{F}_{Y}^{\mathcal{J}}\right\|_{2}^{2}+2 \sqrt{2^{d}}\left\|F_{Y}^{\mathcal{J}}-\hat{F}_{Y}^{\mathcal{J}}\right\|_{2} \tag{24}
\end{equation*}
$$

The argument is as follows: if $\left\|\hat{F}_{Y}^{\mathcal{J}}-G_{\mathcal{J}}\right\|_{2} \leq 1$, then the upper bound holds trivially as $\lambda_{2} \geq 1$; otherwise, if $\| \hat{F}_{Y}^{\mathcal{J}}-$ $G_{\mathcal{J}} \|_{2}>1$, then quantity is less than its squared, i.e., $\left\|\hat{F}_{Y}^{\mathcal{J}}-G_{\mathcal{J}}\right\|_{2} \leq\left\|\hat{F}_{Y}^{\mathcal{J}}-G_{\mathcal{J}}\right\|_{2}^{2}$. In that case, we obtain an upper bound using (22).

As a result of the bounds in (20), (21), and (24) we obtain that

$$
\begin{aligned}
4 L_{0-1}\left(\mathcal{M}_{\mathcal{J}}\right) & \leq 2-2\left\|\hat{F}_{Y}^{\mathcal{J}}\right\|_{1}+\lambda_{1}+\left\|F_{Y}^{\mathcal{J}}-\hat{F}_{Y}^{\mathcal{J}}\right\|_{2}^{2}+2 \lambda_{2}\left\|F_{Y}^{\mathcal{J}}-\hat{F}_{Y}^{\mathcal{J}}\right\|_{2} \\
& =2-2\left\|F_{Y}^{\mathcal{J}}\right\|_{1}+2\left(\left\|F_{Y}^{\mathcal{J}}\right\|_{1}-\left\|\hat{F}_{Y}^{\mathcal{J}}\right\|_{1}\right)+\lambda_{1}+\left\|F_{Y}^{\mathcal{J}}-\hat{F}_{Y}^{\mathcal{J}}\right\|_{2}^{2}+2 \lambda_{2}\left\|F_{Y}^{\mathcal{J}}-\hat{F}_{Y}^{\mathcal{J}}\right\|_{2} \\
& \leq 2-2\left\|F_{Y}^{\mathcal{J}}\right\|_{1}+2\left\|F_{Y}^{\mathcal{J}}-\hat{F}_{Y}^{\mathcal{J}}\right\|_{2}+\lambda_{14}+\left\|F_{Y}^{\mathcal{J}}-\hat{F}_{Y}^{\mathcal{J}}\right\|_{2}^{2}+2 \lambda_{2}\left\|F_{Y}^{\mathcal{J}}-\hat{F}_{Y}^{\mathcal{J}}\right\|_{2}
\end{aligned}
$$

where the last inequality is due to (23). Next, from the definition of $\lambda_{1}$ and $\lambda_{2}$, the right hand side of the above inequality simplifies to the following

$$
4 L_{0-1}\left(\mathcal{M}_{\mathcal{J}}\right) \leq 2-2\left\|F_{Y}^{\mathcal{J}}\right\|_{1}+4\left\|F_{Y}^{\mathcal{J}}-\hat{F}_{Y}^{\mathcal{J}}\right\|_{2}^{3}+2\left\|F_{Y}^{\mathcal{J}}-\hat{F}_{Y}^{\mathcal{J}}\right\|_{2}^{2}+4 \sqrt{2^{d}}\left\|F_{Y}^{\mathcal{J}}-\hat{F}_{Y}^{\mathcal{J}}\right\|_{2}^{2}+6\left\|F_{Y}^{\mathcal{J}}-\hat{F}_{Y}^{\mathcal{J}}\right\|_{2}
$$

We, further upper bound the right hand side by replacing $\left\|F_{Y}^{\mathcal{J}}-\hat{F}_{Y}^{\mathcal{J}}\right\|_{2}$ with $\sqrt{2^{d}}\left\|F_{Y}^{\mathcal{J}}-\hat{F}_{Y}^{\mathcal{J}}\right\|_{2}$ in the third, fourth and sixth terms above. As a result we get

$$
4 L_{0-1}\left(\mathcal{M}_{\mathcal{J}}\right) \leq 2-2\left\|F_{Y}^{\mathcal{J}}\right\|_{1}+4 U\left(\sqrt{2^{d}}\left\|F_{Y}^{\mathcal{J}}-\hat{F}_{Y}^{\mathcal{J}}\right\|_{2}\right)
$$

where $U(x)=x^{3}+\frac{3}{2} x^{2}+\frac{3}{2} x$ as in the statement of the lemma. Dividing both sides by 4 completes the proof.


[^0]:    ${ }^{1}$ Naturally, we are interested in efficient learning with $n_{\mathcal{C}}$ being at most polynomial in $\epsilon, \delta$ and $d$.

[^1]:    ${ }^{2}$ The factor $2^{d}$ is because $\operatorname{tr}\left\{\sigma^{\mathbf{s}} \sigma^{\mathbf{s}}\right\}=\operatorname{tr}\left\{I_{d}\right\}=2^{d}$.

