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Abstract

Several self-supervised representation learning
methods have been proposed for reinforcement
learning (RL) with rich observations. For real
world applications of RL, recovering underly-
ing latent states is crucial, particularly when sen-
sory inputs contain irrelevant and exogenous in-
formation. In this work, we study how infor-
mation bottlenecks can be used to construct la-
tent states efficiently in the presence of task ir-
relevant information. We propose architectures
that utilize variational and discrete information
bottlenecks, coined as REPDIB, to learn struc-
tured factorized representations. Exploiting the
expressiveness bought by factorized representa-
tions, we introduce a simple, yet effective, bottle-
neck that can be integrated with any existing self
supervised objective for RL. We demonstrate this
across several online and offline RL benchmarks,
along with a real robot arm task, where we find
that compressed representations with REPDIB
can lead to strong performance improvements, as
the learnt bottlenecks help predict only the rele-
vant state, while ignoring irrelevant information.

1 Introduction
In the most general reinforcement learning (RL) setting, an
agent is tasked with discovering a policy that achieves high
long-term reward [56, 41]. One of the key challenges of
the RL setting is that credit assignment, exploration, and
generalization [56] must be addressed even when the agent
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has seen very little data and thus has low quality represen-
tations [22, 11]. When the representations are low quality,
determining a desirable state to reach and finding a pol-
icy to reach that state are both difficult [17]. Intuitively,
learning a compressed representation should help to ad-
dress these challenges. If extraneous information can be
removed, it should be easier to generalize to new samples
from the environment.

Approaches from the RL theory literature have shown ben-
efits from compressed representations in the discrete latent
state setting [40], [10], [8], [63]. The HOMER algorithm
[40] explores by trying to reach the frontier of pairs of the
discrete latent states and actions with the lowest counts.
While these algorithms give strong theoretical guarantees
[9], planning and exploring with them does not scale be-
yond a small number of discrete states.

We explore the intersection between theoretically-
grounded representation learning in small tabular-MDPs
and representations for the deep reinforcement learning
setting. We seek to retain the expressiveness of fac-
torial representations while making the representation
compressed [35, 34]. In our proposed method (Figure
1), Representations for RL with Discrete Information
Bottleneck (REPDIB), we make the representations
discrete and factorial, while also encouraging them to be
parsimonious through a gaussian variational information
bottleneck [2, 13, 14, 12]. These are expressive enough to
model complicated environments, yet avoid the unbounded
complexity of unstructured continuous representations.

This work studies the effectiveness of learning compressed
representations for reinforcement learning. We find that
by using an information bottleneck that induces a facto-
rial structure in the embedding space, REPDIB can learn
more robust representations. This improvement is espe-
cially pronounced in settings where the observation con-
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Figure 1: Illustration of the generic approach of REPDIB, where we learn representations with variational and discrete
factorial bottlenecks. We show that pre-training Representations with Discrete Information Bottleneck (REPDIB) leads to
learning of robust representations, especially when observations consist of irrelevant and exogenous information

tains exogenous noise [10, 9], which is any information
that is unrelated to the agent’s actions. We propose an
easy to use approach effective for improving downstream
performance in settings with irrelevant background infor-
mation. Our work offers the the following contributions:
(a) Learning representations which more closely match the
salient attributes of the environment, and improved robust-
ness by learning factorial representations that can ignore
irrelevant information in a practical robot arm task (b) Im-
proved sample efficiency due to structured representations,
for better generalization in continuous control (c) bottle-
neck representations that can improve robustness in offline
RL in presence of exogenous distractors. Through range
of experiments, we show that REPDIB learns compressed
representations, which helps in exploration and reward-free
pre-training of representations to improve efficiency and
robustness on downstream tasks.

2 Related Work

Self Supervised Representation Learning in RL. Several
prior works have studied representation learning in context
of RL, ranging from online to offline settings [64, 26, 43],
while also studying the ability to recover underlying la-
tent states to capture environment dynamics [28, 4]. Most
of these works involve learning representations from high
dimensional observations, which may contain irrelevant
information. This is formalized as learning under irrel-
evant exogenous information [10, 9], by the theoretical
RL community studying representation learning. In this
work, we show effectiveness of information bottlenecks
with REPDIB, when learning under exogenous informa-
tion, and show that bottlenecks can filter out irrelevant
information from observations. Empirically, prior works
studied regularized objectives, for learning robust represen-
tations [39, 21] while others have exploited empowerment
based objectives [42]. Self supervised objectives, when
used for pre-training representations have shown to achieve
tremendous performance improvements [29, 54, 51, 52],
while when learning with fine-tuning representations, it
leads to better exploratory objectives [65].

Learning Minimal Representations with Information
Bottleneck. In this work, we argue that information bot-
tleneck based representations with REPDIB can be an ef-

fective approach for learning robust representatons in RL,
in presence of exogenous information. The information
bottleneck principle [61, 58, 53, 57] advocates for learning
minimal sufficient representations, i.e. those which contain
only sufficient information for the downstream task. Op-
timal representations contain relevant information between
X and Y that is parsimonious to learn a task. Several ap-
proaches have been proposed to design information bottle-
necks in deep learning models, such as variational bottle-
necks [55, 2] and discrete representation bottlenecks [59].
Most prominently, Alemi et al. [2] introduced a variational
approximation to a mutual information objective of the in-
formation bottleneck and applied this to deep neural net-
works.

Information Bottleneck for Exploration in Deep Rein-
forcement Learning. The exploration problem is inher-
ently coupled with the representation learning problem,
since discovering underlying latent structure of the world
ensures that the agent learns about the unseen frontiers in
observation space to reach. While several recent works
have studied representation learning in RL for improving
downstream task performance [51, 52], the closest to our
work is learning with prototypical representations [65],
which studies the coupled problem of representation learn-
ing and exploration. [13, 12] previously studied explo-
ration based on identifying latent bottleneck states, but do
not learn an explicit representation with a self-supervised
objective. [24] studied bottlenecks for inducing explo-
ration in RL. On the theoretical side, [40] grounds rep-
resentation learning and exploration with theoretical guar-
antees, but cannot scale to rich observation environments.
Several prior works in exploration have been proposed,
with large observation spaces, such as using pseudo-counts
[46, 5], optimism-driven exploration [45], intrinsic moti-
vation [47], random network distillation[6] and curiostiy
based exploration with prediction errors [48]. While these
algorithms proposes exploration in complex high dimen-
sional tasks, they do not necessarily learn and exploit any
form of structure in the representation space.

Comparisons with Prior Related Works : An infor-
mation bottleneck aiming at minimal sufficient represen-
tations can be implemented in various ways, including a
variational approach (VIB) and architectural choices such
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as reducing the dimension of deeper layers, or by discretiz-
ing layers. Chenjia et al. [3]. directly apply the information
bottleneck to the dynamics of the system, whereas RepDIB
applies it for different downstream targets, such as DQN
targets or inverse model targets. RepDIB also combines
both kinds of bottlenecks, i.e. architectural (discrete bot-
tlenecks in particular) and variational ones. Previous work
in reinforcement learning which enforce bottlenecks have
worked with either type independently. Dreamer-v2 and
similar variants have included discretization for pixel-level
model-based learning. In this paper, we take a zoomed-out
perspective on the efficacy of bottlenecks in learning repre-
sentations for reinforcement learning.

3 Discrete Factorial Information
Bottlenecks in Representation Learning

The goal of this work is to study the effectiveness of vari-
ational and discrete information bottlenecks in representa-
tion learning. While several prior works have studied rep-
resentation learning for RL, we show that especially when
observations can contain irrelevant information, addition
of simple bottlenecks can lead to learning effective robust
representations for improving performance on downstream
tasks. Through a range of experiments, as in section 4, we
show that REPDIBlearns a structured representation space,
via use of discrete information bottlenecks [34], that can be
quite effective for downstream learning. In this section, we
briefly describe our approach for learning robust represen-
tations with information bottlenecks.

The REPDIB technique begins with a hidden representa-
tion z P Rm for a rich-observation x. This z could be the
output of a convolutional neural network, a recurrent neural
network, transformer, or any other expressive neural model.
We induce a compositional structure in the learnt represen-
tation space by using a vector quantization discretization
bottleneck [60]. This is achieved by using a discretization
module with G factors each with L codes. Thus the to-
tal number of discrete states that we can express is LG.
We can learn embeddings using multiple G factors and can
concatenate them into a single embedding ẑ “ ϕpzq with
ϕ : Rm ÝÑ Rm. Thus the discretization bottleneck ϕ pre-
serves the size of the hidden representation.

While the compositional structure can solely be achieved
through the discretization bottleneck, we additionally
add a gaussian information bottleneck [2]. This is added
directly before the discretization function ϕ. encourage
more parsimonious discrete representations. Adding an
information bottleneck to capture sufficient representations
means that the we can achieve better compositionality
by using fewer discrete codes. Figure 3 shows the learnt
compositional structure in the latent embedding space
extracted by REPDIB, while no apparent structure exists
in the latent space for a baseline without any bottleneck.
Following the learnt embeddings, we then apply the

Figure 2: T-SNE analysis comparing representation em-
beddings. We take the ProtoRL [65] setup for learn-
ing representations in continuous control RL, where
REPDIBbased information bottlenecks are applied on top
of the learnt representations from ProtoRL. Left. La-
tent representations from ProtoRL with discrete prototypes.
Right. Factorized latent representations with ProtoRL `

REPDIB, that learns better structure in the representation
space, when we apply a variational (Gaussian) information
bottleneck followed by discrete information bottlenecks.

VQ discretization bottleneck, with different grouping
factors. To apply discretization bottleneck, we quantize
the output of the projector layer into group-based discrete
latent embedding. Concretely, instead of assigning each
continuous embedding ze to a single one discrete vector,
we first divide each continuous state representation into
G different groups as ze “ concatpc1, c2, ¨ ¨ ¨ , cGq,
then we assign each segment ci P Rm

G separately to a
discrete vector e P RLˆ m

G using a nearest neighbour
look-up: eoi

“ DISCRETIZEpciq, where oi “

argminjPt1,...,Lu ||ci ´ ej ||, where L is the size
of the discrete latent space (i.e., an L-way cate-
gorical variable). After that, we concatenate all
segments to obtain the discrete embedding zq “

CONCATENATEpDISCRETIZEpc1q, ¨ ¨ ¨ , DISCRETIZEpcGqq

This process results in compositionality of latent represen-
tation with an information bottleneck.

REPDIB Implementation Details. We provide techni-
cal details of how our approach can be implemented on
any existing self-supervised reinforcement learning objec-
tive (Figure 1). To enable factorial structure in the rep-
resentation space, we can integrate a vector quantization
discretization bottleneck on top of any encoder that learns
a latent state representation. Given an encoder that maps
observations o to latent representation ϕp¨q, we first use
a variational information bottleneck (VIB) based on repa-
rameterization, with a uniform Gaussian prior. We then
quantize the continuous representation from an informa-
tion bottleneck into discrete latent variables, generalizing
vector quantization in VQ-VAE.

4 Experiments : Representations with
Information Bottleneck

We seek to understand the effectiveness of informa-
tion compression in representations. We emphasize that
REPDIB can be applied as a plug-in approach, on top of
any existing framework that learns representations with a
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Figure 3: Performance comparison on 3 different maze navigation tasks, with REPDIB, using different factors 8, 16, 32
in the learnt representation, integrated on a baseline DQN agent.

self-supervised objective. Through our experiments, we
answer the following questions:

Does inducing structure in representation space help
with exploration? We first demonstrate on simple toy
tasks that learning representations with REPDIB can in-
duce a factorized structure that can lead to effective ex-
ploration. By using discrete information bottlenecks, we
can recover the underlying discrete latent states while also
learning factorized embedding space, that leads to better
exploration in maze tasks when using a simple DQN agent.

Does factorized representations with REPDIBhelp
learn task agnostic pre-trained representations, for bet-
ter generalizaton capabilities? We evaluate REPDIB on
several complex control tasks using the URLB benchmark
[30] for testing generalization capabilities. In this setting,
we pre-train representations in a reward-free approach on
a given task, followed by fine-tuning on different down-
stream tasks. Most importantly,we show that sample effi-
ciency of REPDIB can further be improved as a function
of pre-training steps, where REPDIB can improve down-
stream performance with only few pre-training steps.

Does information bottleneck help learn parsimoniuous
representations to learn relevant representations in a
real robot arm task, while ignoring background distrac-
tors? To answer this, we use a real robot arm collected
data, with a temporal background structure, where there is
background noise from lightnings, TV and video. In this
setting, we show that REPDIB can capture the relevant fac-
tors of variation and ignore irrelevant distractors through
the use of information and discretization bottleneck.

Does bottleneck representations help in sequence mod-
elling problem from offline datasets? We evaluate
REPDIB in the offline Atari benchmark where environ-
ment observations consist of additional exogenous infor-
mation, using the Decision Transformer [7], and find that
pre-trained representations with REPDIB can learn robust
representations ignoring distractors.

What is the impact of VQ information bottleneck to ex-
tract unimodal and fuse multi-modal representations?
We study REPDIB using existing human activity recogni-

tion based dataset in a multi-modal learning setting. We
show that when fusing representations from single modal-
ity with information bottleneck, followed by compressing
the resulting multi-modal representation, REPDIB helps
achieve performance improvements compared to existing
baselines with information bottleneck on multi-modal rep-
resentations for activity recognition tasks.

Figure 4: Relative Distance in Representation Space.
(Left): Baseline DQN Agent (Right): DQN Agent with
REPDIB. We show that REPDIB learns representations
that can better capture underlying topology of how the
agent can move in the maze. Darkness of position shows
how similar the representation is to the point in the center.

4.1 Maze Navigation Tasks

Experiment Details. We use three kinds of maze navi-
gation tasks to evaluate the effectiveness of learning par-
simonious representations with REPDIB: GridWorld, Spi-
ralWorld, LoopWorld. We first learn the state representa-
tions on GridWorld with data collected by a random policy,
and then adapt the pre-trained representations to all these
three tasks to learn the end-task policy.

Experiment Results. We study spiral and loop world maze
navigation task, with a baseline DQN agent. During fine-
tuning based on pre-trained representations from an empty
gridworld, we simultaneously update both the representa-
tions and the DQN agent, given pixel based observations.
We find that the induced factorized representation structure
leads to better coverage of the state space, as demonstrated
in Figure 6 while also capturing topology of the maze in
representation space as shown in figure 4. For the self-
supervised objective for learning representations, we use
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Figure 5: Summary of REPDIB integrated on top of the ProtoRL baseline [65] for testing generalization capability in
continuous control tasks from URLB benchmark [30]. We find that REPDIB improves intrinsically-motivated exploration
(left). An information bottleneck is used to encourage the discrete codes to be parsimonious. The reward-based fine-tuning
stage remains unchanged when using REPDIB (right).

DRIML [39] for reward-free representation learning, fol-
lowed by REPDIB integrated on top of the encoder. Exper-
iment results, as in figure 3 shows that the induced struc-
ture, based on different group factors of the discretization
bottleneck, leads to improved performance compared to a
baseline DQN agent.

Figure 6: State Space Coverage comparing DQN agent
(left) and DQN agent with REPDIB (right). Factorized
Representations with REPDIB leads to better state space
coverage in reward-free exploration.

4.2 Generalization in Continuous Control
REPDIB is then evaluated on a range of continuous con-
trol tasks with visual observations. We integrate REPDIB
on the state of the art Proto-RL baseline [65], as shown in
figure 5 which has been shown to learn good representa-
tions from pre-training, for better fine-tuning performance.
We follow the experiment setup from the URLB bench-
mark [30], and explain our experiment setup below, com-
paring REPDIB with a baseline Proto-RL agent, since it
has been shown to outperform other baselines learning self-
supervised representations.

Experiment Details. The key to Proto-RL is to learn a
set of prototypical vectors and prototypes by projecting the
embeddings onto clusters, referred to as prototypes. To en-
sure exploration, a latent state entropy distribution is opti-

mized with an approximation, based on the learnt prototyp-
ical representations. This can form the basis for an intrin-
sic reward function, which ensures sufficient coverage in a
pre-training phase in a task agnostic reward-free setting. In
contrast to Proto-RL, the key to our approach of learning
discret prototypes,e REPDIB is to ensure that a factorized
structure is learnt in the latent representation. We refer to
this as structured exploration, since REPDIB exploits the
use of information bottleneck and vector quantization to in-
duce a factorial structure embeddings.

We use a total of 12 continuous control tasks with varying
difficulty (3 different domains with 4 different downstream
tasks per domain): Walker, Quadruped and Jaco Arm. The
agent is pre-trained on a specific task in a given domain,
and then adapts to the other downstream tasks within that
domain. We follow the same experiment pipeline as in
URLB benchmark [30]. We checkpoint the agent at 100k,
500k, 1M, 2M time-steps during pre-training, and then
evaluate the adaptation ability of the method by adapting
the pre-trained policy to downstream tasks.

Pre-Training: During the pre-training phase, we train
REPDIB agent in a task agnostic reward free setting. The
goal here is to encourage agent to reach unseen regions to
collect more diverse data, such that this can further help
in learning better representations. For this, we follow a
similar procedure as Proto-RL, where the agent is trained
to maximize coverage by estimating an approximation to
the entropy of the latent state distribution [65]. In case of
REPDIB, instead of estimating entropy based on an un-
structured representation, REPDIB utilize the factorization
structure in the representation space, through the use of
the information bottleneck followed by the discretization
module. Therefore, REPDIB computes the intrinsic reward
based on the discrete factorial embeddings for more effi-
cient structured exploration.
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Figure 7: Fine-Tuning performance on different domains, with pre-trained representations learnt with REPDIB and
comparison with ProtoRL baseline.

Figure 8: Downstream impact of varying the number of pre-training steps (100K, 500K or 1M timesteps). X-axis shows
different fine-tuning steps. We see that with the use of VIB and a discretiztion bottleneck, there is a gradual improvement in
performance (top row); however the performance during fine-tuning can degrade as a function of pre-training steps when
a REPDIB based bottleneck is not used in the baseline Proto-RL agent (bottom row).

Fine-Tuning. In the second phase, the agent is fine-tuned
to solve new tasks to test its generalization capability. We
use the learnt representation to then collect a dataset, which
is then used by any standard state based off-policy RL algo-
rithm such as soft actor critic (SAC) [15]. Since the com-
positional structure is mostly exploited during pre-training
phase, during fine-tuning we freeze the learnt representa-
tion to study the effectiveness of reward free representation.

Experiment Results on Control Tasks. Since Proto-RL is
shown to outperform existing baselines, including random
exploration DrQ [66], curiosity based exploration ICM [49]
and unsupervised active pre-training (APT) [36]; in this
work we mostly compare to the state of the art Proto-RL
baseline. We provide comparisons for REPDIB includ-
ing the variational information bottleneck and REPDIB
which only includes the discretization bottleneck (denoted
as REPDIB only). Having pre-trained the representation
encoder with and without a bottleneck in reward-free set-
ting, we test the fine-tuning performance of the RL algo-
rithm based on the fixed and learnt representation. Fig-
ure 7 demonstrates the significance of REPDIB algorithm.
We find that the use of information bottleneck prior to the
discretization, can significantly help to improve sample ef-
ficiency during fine-tuning. We further examine the sig-
nificance of the information bottleneck with different KL
weightings in Appendix figure 28

Fine-Tuning Performance as a Function of Pre-Trained
Unsupervised Representation Steps. Downstream per-

formance should monotonically improve with more steps
of pre-training. However, it has been found that down-
stream performance sometimes degrades with more pre-
training steps and that this counter-intuitive failure mode
is common to all of the most widely used unsuper-
vised RL algorithms [30]. We reproduced this phe-
nomenon in our prototypical-RL baseline. We found that
REPDIBalleviates this problem, resulting in monotonic
improvements in downstream performance with more pre-
training steps (Figure 8).

4.3 Offline Experiments with Exogenous Distractors

Experiment Setup with Atari using Decision Trans-
former. We first consider the reward-conditioned behav-
ior cloning setup with decision transformers [7], where
the goal is to learn representations that can ignore noisy
or background information not relevant to the task using
REPDIB. We consider the 4 games considered in [7]
(Pong, Breakout, Seaquest, Qbert), using offline dataset [1]
for training. The model is trained using a sequence model-
ing objective to predict the next action given the past states,
actions, and returns-to-go.

To add exogenous information to the observation space,
we append a randomly sampled cifar10 [27] image to each
frame. We keep the cifar image fixed in an episode but use
a different image across episodes. We first pretrain our con-
volutional encoder with multi-step inverse objective intro-
duced in [28]. We then train the Decision Transformer for
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GAME MULTI-STEP INVERSE MULTI-STEP INVERSE + REPDIB

PONG 11.4˘2.653 12.8˘2.561

QBERT 878.6˘745.146 1100.0˘898.499

BREAKOUT 19.8˘3.059 41.8˘7.305

SEAQUEST 915.2˘126.368 1058.4˘116.629

Table 1: Atari Results. We compare the proposed MULTI-
STEP INVERSE + REPDIB to MULTI-STEP INVERSE on 4
atari game using the Decision Transformer setup. We can
see that the proposed approach outperforms the baseline in
all cases. Results averaged across 5 seeds.

action prediction keeping the convolutional encoder fixed.
For the proposed approach, we discretize the output the
encoder as described in method section 3 before applying
multi-step inverse objective.

Experiment Results. Table 1 summarizes the Atari
results, where MULTI-STEP INVERSE + REPDIB outper-
forms MULTI-STEP INVERSE in all games thus showing
the effectiveness of the VQ bottleneck. We use a dis-
cretization module with 32 factors for all the games.
Additional results analysing the effect of the number of
discretization factors is presented in appendix.

Experiments with Visual Offline RL. We then consider
the visual pixel-based offline dataset [38] for control, where
we learn representations using a MULTI-STEP INVERSE
model [28]. We consider two settings : with no visual back-
ground distractors and another where we add time corre-
lated exogenous image distractors in the background. Fig-
ure 9 summarizes the results, where we find that in pres-
ence of exogenous image distractors, REPDIB can learn
more robust representations during pre-training; whereas
performance is similar in the setting without any additional
exogenous distractors.

Comparisons with Other Information Bottleneck Ap-
proaches : We now compare REPDIBwith several other
bottleneck baselines in the pixel based offline RL setup.
We follow the same experiment setup as described in sec-
tion 4.3 and integrate information bottleneck approaches
on top of three existing representation learning objectives,
namely AC-State [28], One step inverse dynamics [48] and
DRIML [39]. We compare with three different baselines
along with comparisons of variations of REPDIBbottlneck.

Note that the other baselines we compare with are all based
on approximations of a mutual information based objective.
In contrast, REPDIBdoes not require any MI based ap-
proximations. We mainly compare with EMI(with MINE
objectives)[23], DB(Dynamic Bottleneck) [3] and SVIB
[67, 50] as reviewers have pointed out, and show in fig-
ures 10 and 11 how REPDIBcompares with other base-
lines. Specifically, EMI proposes to maximize the mutual
information of state embedding representations and action
embedding representations by maximizing the estimated

lower bounds of both mutual information. DB follows
the Information Bottleneck principle to learn dynamics-
relevant representation by maximizing the mutual informa-
tion IpZt;St`1q while minimizing the mutual information
IprSt, Ats;Ztq, where Zt is a compressed latent represen-
tation of pSt, Atq, St, At correspond to the current state
and current action respectively. SVIB utilizes the mutual
information between the observation and its corresponding
representation as an additionally penalized term for stan-
dard loss function in RL, optimizing all networks by Stein
Variational Gradient Descent (SVGD). Notably, for a fair
comparison with the other bottlenecks, we update all net-
works by just using Adam optimizer instead of SVGD. We
emphasize that compared to the baselines, REPDIBis easy
to integrate since it only requires adding a VQ-VAE based
factorization with a variational information bottleneck.

4.4 Robot Arm Experiment in Presence of Irrelevant
Background Information

Experiment Details. We then evaluate REPDIB on a chal-
lenging real robot dataset, containing high resolution video
of a robot arm in presence of a rich temporal background
noise [28]. For learning a latent state representation of the
images, we use a multi-step inverse model [28, 10], and
integrate REPDIB with the information and discretization
bottleneck on the learnt representation. In this task, the
robot arm moves on top of a grid layout, containing 9 dif-
ferent positions. We denote these as the true states. We
collect a dataset containing pixel based observations only,
where the images consist of the robot arm along with the
background distractors. Inspired by the exogenous noise
information setup [10], we setup the robot task while there
is a TV playing a video in the background, with other flash-
ing lights nearby. The offline dataset consists of 6 hours of
robot data, with 14000 samples from the arm, taking high
level actions of move left, right, up and down. A sample
point image is collected after each action, and the back-
ground distractors changes significantly, due to video and
lighting in the background. The goal of the experiment is to
predict accurately the ground truth state position by learn-
ing latent representations with REPDIB.

Experiment Results. We evaluate the ability of REPDIB
to accurately reconstruct the image, by learning the latent
state representation while also ignoring the background
distractors. This is denoted as the Image Noise, where we
compare REPDIB with and without VIB, alongside a base-
line agent which only learns a representation. For learn-
ing latent representations, we use a multi-step inverse dy-
namics model [10]. In addition, we compare the ability of
REPDIB to accurately predict the ground truth states, de-
noted by State Accuracy solely from the observations, as a
classification task. This is challenging since the learnt rep-
resentation needs to predict ground states while ignoring
the irrelevant background information. Furthermore with
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Figure 9: REPDIB can learn more robust representations due to information bottleneck, in presence of background
exogenous distractors, when using the offline visual control setup from [38]. In contrast, performance is almost similar in
settings without distractors.

Figure 10: Time correlated exogenous images in the background. Comparison of REPDIBwith other approaches based
on information bottleneck based approximations in the offline RL setup. Following our previous results in the main, we
now compare different bottleneck based approaches on top of existing representation learning objectives.

Figure 11: Changing video distractors, as exogenous noise in the background. We now consider a slightly more difficult
setup where we have changing video distractors in the background. We again compare REPDIBwith other information
bottleneck based approaches, when integrated on top of existing representation learning objectives

the learnt model, we predict the time-step for each obser-
vation as an additional metric to determine effectiveness of
REPDIB. The time-step is an indicator of the background
noise that appeared in each sample; and with Temporal
Noise, we evaluate REPDIB to predict the time step while
ignoring irrelevant information from observations. Experi-
ment results in Figure 12 shows that the use of VIB helps
improve the ability of REPDIB to remove noise from the
representation, while being able to almost perfectly predict
the ground truth state of the robot.

4.5 Multi-Modal Representation Learning with
Information Bottleneck

Experiment Details. We evaluated the impact of REPDIB
to learning multi-modal representations for human activ-
ity recognition task. We extended the baseline multi-
modal models in two ways to incorporate VQ bottleneck:
REPDIB+MM: We extract multi-modal representations

using existing models (e.g. Keyless [37] and HAMLET
[18]) and then apply VQ bottleneck on the fused multi-
modal representations. REPDIB+MM(REPDIB+Uni):
We applied VQ bottleneck in two steps. First, we ex-
tract unimodal representations and apply VQ bottleneck to
produce discretized unimodal representations. These dis-
cretized representations are fused and passed thorough a
VQ bottleneck to produce task representations for the ac-
tivity recognition. In the baselines, we used five modalities:
two viewpoints of RGB videos and three wearable sensors
(acceleration, gyroscope, and orientation). We evaluated
all the baselines on the MMAct dataset in a cross-subject
evaluation setting and reported F1-Score of activity recog-
nition task [25].

Experiment Results. The results in Table 2 suggest that
applying VQ bottleneck on the multi-modal representations
degrades the performance of multi-modal models for the
activity recognition task. For example, applying VQ bottle-
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Bottleneck None REPDIB(No VIB) REPDIB
Temporal Noise Relative Error 1.0 0.7043 0.6650

Visual Noise Relative Error 1.0 0.9725 0.9713
State Estimation Relative Error 1.0 1.001 0.9988

Figure 12: Representations learned from videos of a real robotic arm (with various distractors such as a TV and color-
changing lights). We evaluate the representation quality with various types of bottlenecks. REPDIB is best able to remove
noise from the representation without removing information about the true state of the robot

Method F1-Score (%)
SMD [16] 63.89

Multi-Teachers [25] 62.67
MMAD [25] 66.45

HAMLET [18] 69.35
Keyless [37] 71.83

REPDIB+MM(HAMLET) 57.47
REPDIB+MM(Keyless) 63.22

REPDIB+MM(REPDIB+Uni) 69.39

Table 2: Cross-subject performance comparison (F1-
Score) of multi-modal learning model on MMAct dataset

neck on multi-modal representations from Keyless model
pREPDIB ` MMpKeylessqq significantly degrades the
F1-Score of the activity recognition task to 57.47% from
69.35%. In these models, non-discretized unimodal rep-
resentations are fused to produce a compressed and non-
discretized multi-modal representation. The results sug-
gest that applying VQ bottleneck on non-discretized multi-
modal representation can not ensure retaining salient rep-
resentations for task learning.

On the other hand, applying VQ bottleneck both on the uni-
modal and multi-modal representations improves the per-
formance of the models compared to the models that do not
use REPDIB or use REPDIB only on the multi-modal rep-
resentations. For example, REPDIB ` MMpREPDIB `

Uniq model uses the same HAMLET model and applies
REPDIB on the unimodal and multi-modal representations.
REPDIB ` MMpREPDIB ` Uniq slightly improves the
performance of HAMLET. REPDIB ` MMpREPDIB `

Uniq fuses the discretized unimodal representations us-
ing a modality weighting approach, which is modeled as
1D-CNN. As several works on multi-modal representation
learning showed that the way to fuse unimodal represen-
tations could impact the performance of the downstream
task [19, 20, 32], there is room for improvement by ef-
fectively fusing the discretized unimodal representations.
Moreover, as a couple of hyper-parameters in VQ bottle-

neck impact the model performance, such as the number of
groups and number of embeddings, finding the appropriate
value of hyper-parameters can improve the model perfor-
mance. Thus, our experimental results show a crucial fu-
ture avenue of research to utilize REPDIB information bot-
tleneck for extracting salient multi-modal representations.

5 Discussion
Conclusion. Representation learning methods in RL have
been extensively studied in the recent past. However, when
learning directly from observations consisting of exoge-
nous information, the need for learning robust represen-
tations becomes vital. To this end, we propose REPDIB
that learns robust representations by inducing a factorized
structure in embedding space. Our work shows that dis-
crete bottleneck representations that compress the relevant
information from observations, can lead to substantial im-
provements in downstream tasks, as shown in our experi-
mental results.

Limitations and Future Work. Whether the bottlenecks
with different factors truly lead to a compositional repre-
sentation space that can disentangle different factors of ob-
servations is an interesting avenue for future work. While
we enforce discrete factorization, we provide no theoret-
ical proof that this corresponds to an actual factorization
structure in the data. We believe that inducing such compo-
sitional structure can shape the path towards truly achiev-
ing better generalization capabilities of RL agents. How to
achieve and leverage a compositional representation space
for better generalization remains an interesting question,
both theoretically and empirically.
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Supplementary Materials

Appendix

6 Additional Experiment Results and Details

6.1 Visual Offline RL with Exogenous Observations in Datasets

Figure 13: Sample observations from the visual offline datasets with exogenous time correlated images in the background.
The exogenous background image changes per episode during offline data collection

Figure 14: Sample observations from the visual offline datasets with exogenous changing video in the background. The
exogenous background video distractor changes per episode during offline data collection

Experiment Setup and Details : We evaluate REPDIB on visual offline datasets from the v-d4rl benchmark [38]. Data
collection details on different domains are provided in [38]. In addition, we also consider an extension of the v-d4rl
benchmark, where we re-collect the data with additional exogenous noise present in the observations. We follow the same
data collection procedure as in v-d4rl, except during data collection, there are two variations of exogenous noise that is
considered. 1. We first consider a time correlated exogenous noise setting where during data collection, at each episode the
agent sees the environment observation and an additional background image from the CIFAR dataset. This image changes
per episode of data collection, and we introduce this such that learning robust representations by avoiding the distractors
plays an important role for policy learning. 2. We then consider a setting where instead of images that changes per episode,
we now have a video distractor that changes at every episode of data collection. This is considered an even harder setting
since the agent sees the observations while in addition there are unrelated video data playing in background.
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For the baseline policy optimization RL algorithms, we follow the same experiment pipeline as in [38]. The major dif-
ference being, we additionally train the encoders with a representation learning objective where we pre-train the encoders
with a fixed 100k timesteps. Following that, the learnt representations are kept fixed and we fine tune the downstream
policy learning algorithms on top of the fixed pre-trained representations. For the RL algorithm, as in [38] we use the TD3
+ BC algorithm, since it has recently been shown to achieve state of the art performance on offline control tasks.

We provide additional results evaluating REPDIB on top of learnt representations in the visual pixel based offline RL
setting. We implement REPDIB on top of the multi-step inverse dynamics objective [28], 1-step inverse dynamics [48]
and the temporal contrastive learning based DRIML [39] objective. We show that REPDIB additionally compresses the
learnt latent representations using the factorial bottlenecks, which makes the method quite effective and robust especially
when there is additional exogenous information present in the observations [10]. We use different types of distractors in
the offline datasets, where exogenous information can be either in the form of correlated background images or changing
video distractors playing in the background during data collection. Figures 13 and 14 shows sample observations from the
offline dataset.

Figure 15: Time correlated changing background image exogenous noise in offline datasets. We consider a setting
where the observations in the pixel based offline data consists of changing background image distractors in the background.
The background exogenous noise is introduced during the data collection procedure. Such a setting requires learning of
robust representations that can be invariant to the exogenous images. We consider 3 different representation learning
objectives (a) Multi-Step Inverse (b) One-Step Inverse and (c) DRIML, where the encoders are pre-trained with these
self-supervised objectives, followed by REPDIB. We show that for different factorial representations based on groups
of factors 4, 8, 16, 32, the ability of these methods to learn robust representations due to REPDIB significantly increases,
making them more robust to the exogenous offline datasets.

Experiment Results : Our experiments show that existing representation learning methods can suffer in presence of
this exogenous noise being present, since the representations cannot fully avoid the distractors. In contrast, when adding
REPDIB on top of the learnt representations, we find that compressed bottleneck representations can help in avoiding
the distractors, improving the overall performance in the downstream offline RL tasks consisting of visual observations.
We evaluate REPDIB on top of learnt representations using a 1-step inverse dynamics objective [48], a multi-step inverse
dynamics objective [28, 10] and the temporal contrastive learning based DRIML objective [39]. Our results show that
especially when exogenous noise is present in the observations, existing state of the art representation learning methods can
suffer dramatically, leading to an overall degradation of performance. In contrast, addition of REPDIB can lead to improved
performance due to bottlenecks that can capture factorial representations, while avoiding the exogenous distractors.

7 Significance of VIB and DIB for REPDIB

In this section, we include additional results based on ablation studies of the REPDIBobjective. In figures 18 and 19 we
include ablation studies where we compare REPDIBwith only using the discrete information bottleneck (DIB) compared
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Figure 16: Changing video exogenous noise in offline datasets. We then consider a setting where there is background
video distractors that changes per episode during data collection. Using REPDIB on top of the learnt representations from
the same 3 different representation objectives, we find that in particular, the multi-step and one-step inverse models learns
more robust representations compared to the DRIML objective. The changing background video distractors is considered
to be a hard offline setting, since there is time correlated exogenous information continuous changing and playing in the
background. We show that REPDIB improves the sample efficiency and overall performance of these methods, when used
on visual offline data where learning robust representations plays a key role.

Figure 17: Visual offline datasets from the v-d4rl benchmark [38] without any additional exogenous distractors.
We showed that REPDIB can learn effectively robust robust representations in presence of correlated exogenous noise
as in figures 15 and 16. Here we show that without any distractors being present, REPDIB does not necessarily always
outperform baselines, as shown in the results with the DRIML objective. This validates our claim that REPDIB based
bottlenecks can be particularly effectively when observations consist of exogenous information, such that REPDIB can be
used to learn more robustly. Without any distractors, it is not always necessary that REPDIB based representations would
always outperform baselines without bottlenecks.
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to only using the variational information bottleneck (VIB). We do this on top of several existing representation objectives
as described in section 6.1. Experimental results show that the significance in performance improvement of REPDIBcan
primarily be achieved when we use the VIB bottleneck prior to the DIB bottleneck, as we have explained previously in
the main draft. Without the combination of the two, simply using one of the bottlenecks does not lead to the expected
performance improvements.

Figure 18: Ablation studies on the REPDIBbottleneck on time correlated exogenous distractors in the observations of
offline datasets, as per the setup described in section 4.3

Figure 19: Ablation studies on the REPDIBbottleneck on changing background video based exogenous distractors in the
observations of offline datasets, as per the setup described in section 4.3

7.1 Generalization on Continuous Control Tasks using URLB Benchmark

Figure 20: The three domains (walker, quadruped, jaco arm) and twelve downstream tasks.

Experiment Setup and Details : We follow the same set of domains and downstream tasks in [30] (See Figure 20).
Specifically, from easiest to hardest, the domains and tasks are: Walker (Stand, Walk, Flip, Run): An improved planar
walker based on the one introduced in [33]. In Stand task, the reward is a combination of terms encouraging an upright
torso and some minimal torso height, and in Walk and Run tasks, the reward is proportional to forward velocity, while
in Flip task, it is relative to angular velocity. Quadruped (Stand, Walk, Jump, Run): A quadruped within a a 3D space.
The reward function defined in quadruped is similar to that in walker, but quadruped is harder due to a high-dimensional
state and action spaces and 3D environment. Jaco Arm (Reach top left, Reach top right, Reach bottom left, Reach bottom
right): Jaco Arm is a 6-DOF robotic arm with a three-finger gripper that tests the ability to control the robot arm to perform
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simple manipulation tasks. More detailed explanation refer to [30]. In Table 5 we present a set of hyper-parameters used
in continuous control tasks.

Experiment Results : For the online continuous control tasks, we test for generalization using the URLB benchmark
[30], on 12 different environments as shown in figure 20. In these experiments, representations are pre-trained on one
environment for 100k pre-training steps, followed by fine-tuning both the RL algorithm and the encoder in a different
environment. Existing baselines such as the ProtoRL [65] has already shown impressive performance compared to other
baselines on the URLB benchmark. For more details on experiment setup and comparisons of ProtoRL with other baselines,
see [30]. In this task, we take the open source code of the ProtoRL baseline and simply integrate REPDIB on top of the
encoders, where we have different factors for learning representations. The goal of the experiments is to show that when
using compressed representations that are structured and factorial in nature, the compression on the pre-training task helps
in fine-tuning on other tasks when the same bottleneck is again applied. Figure 21 summarizes the ablation studies of
REPDIB built on top of the ProtoRL baseline. Our results in figure 21 show that fine-tuning performance is mostly
improved compared to the baseline, typically for higher factors of representation.

Figure 21: URLB Benchmark for Continuous Control Ablation analysis on the URLB benchmark, integrating REPDIB
on top of the ProtoRL baseline with different factorizations of the discrete bottleneck. Our experiment results show that
the factorization in representation, depending on the number of factors, can play a vital role in improving the performance
on the generalization task.

7.2 Robot Arm Experiment

Robot Arm Experiment with Background Video Exogenous Distractors: The robot arm in our experiments moves in
a grid with 9 different positions. We use two cameras to take images, for the dataset, one from the front side of the robot
and the other with a top down view from above. We collect an image after each action is taken. The robot has 5 actions
to take : move forward, backwards, right, left or stay in the current state. We use an episodic length of 500, ie, the robot
arm moves for 500 steps after which we re-calibrate. The robot arm dataset is collected with a random uniform policy, for
a total of 6 hours collecting 14000 samples.
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Figure 22: Experiment setup for robot data collection in presence of exogenous or irrelevant background information.
Figure shows three different images, with varying background information, for the robot arm, which are part of the collected
dataset.

(a) Seaquest (b) Breakout

Figure 23: Here we show the effect of the number of discretization factors on the model performance for 2 different Atari
games. On the ALE benchmark, we find that factor 4 usually outperforms other factors when learning representations with
factorial structure.

For learning the representation ϕ given the images, we use a small convolutional neural network to get an estimate ϕpxq of
the images x. In addition to the CNN network, we further learned the latent state representation with a multi-step inverse
dynamics model ppa | ϕpxq, ϕpxkqq, which predicts actions, given current representation ϕpxq and a future representation
ϕpxkq. The model is trained with a cross entropy loss, with the ground truth actions available in the dataset. We use a
metric of classification accuracy for evaluating the performance of REPDIB.

7.3 Atari Benchmark with Exogenous Observations

Experiment Setup : We follow the experiment setup of decision transformers on the Atari domain following [7]. How-
ever, in addition to the environment observations from Atari games, we additionally augment the observations with an
exogenous noise on the side. For this, we use CIFAR images placed on side of environment observations as exogenous
noise. In Figure 24, we show example observations from atari games with exogenous noise added. The goal is to see the
effect of REPDIB when integrated on top of a multi-step inverse dynamics objective for learning robust representations
[28]. We keep most of the hyperparameter details same as used in [7]. They use episodes of fixed length during training -
also referred to as the context length. We use a context length of 30 for Seaquest and Breakout. Similar to [7], we consider
one observation to be a stack of 4 atari frames. To implement the multi-step inverse objective, we sample 8 different values
for k and calculate the objective for each value of k, obtaining the final loss by taking the sum across all the sampled values
of k. We do not feed the embedding for k in the MLP that predicts the action while computing the multi-step inverse
objective.

Figure 23 shows the effect of different factors used in the discrete information bottleneck of REPDIB. We check the
effect of the number of discretization factors on the model performance. The effect of the number of factors on overall
performance of the Decision Transformer can vary depending on the game and domain.
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(a) Pong (b) Qbert

(c) Seaquest (d) Breakout

Figure 24: Example observations from 4 different Atari games, with exogenous images placed on the side of environment
observations. We add exogenous noise to show the importance of learning robust representations using an information
bottleneck following REPDIB.

Figure 25: Sample data of human activities from MMAct dataset with five modalities: Visual views 1 & 2, Gyroscope,
Orientation, and Acceleration.)

7.4 Multi-Modal Representation Learning on Human Activity Recognition Task

Dataset: MMAct dataset contains 37 activities (e.g., carrying objects, fall, kicking, talking on the phone, jumping,
using PCs, sitting). Twenty people performed each activity five times, resulting in 37k data samples. All the activities are
captured using data from seven modalities: four RGB views, acceleration, gyroscope, and orientation. We used data from
two opposing RGB visual views, acceleration, gyroscope, and orientation modalities to train and test. MMAct dataset
contains visually occluded data samples, which allows evaluating the effectiveness of HAR approaches for real-world
settings. Human activity sample data are depicted in Figure 25.
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Method F1-Score (%)
SVM+HOG [44] 46.52
TSN (RGB) [62] 69.20

TSN (Optical-Flow) [62] 72.57
MMAD [25] 74.58

TSN (Fusion) [62] 77.09
MMAD (Fusion) [25] 78.82

Keyless [37] 81.11
HAMLET [18] 83.89

RepDIB+MM(Keyless) 71.35
RepDIB+MM(RepDIB+Uni) 84.96

Table 3: Cross-session performance comparison (F1-Score) of multimodal learning methods on MMAct dataset

Experimental Setup for Multimodal Model Evaluation in Cross-Session Setting: In this supervised learning task,
the model uses multimodal sensor data to recognize human activities. We extend state-of-the-art multimodal representation
learning models to extract salient representation using RepDIB information bottleneck. We extended the baseline multi-
modal models in two ways to incorporate VQ bottleneck: REPDIB+MM: We extract multi-modal representations using
existing models (e.g. Keyless [37] and HAMLET [18]) and then apply VQ bottleneck on the fused multi-modal representa-
tions. REPDIB+MM(REPDIB+Uni): We applied VQ bottleneck in two steps. First, we extract unimodal representations
and apply VQ bottleneck to produce discretized unimodal representations. These discretized representations are fused and
passed thorough a VQ bottleneck to produce task representations for the activity recognition. In the baselines, we used
five modalities: two viewpoints of RGB videos and three wearable sensors (acceleration, gyroscope, and orientation). We
evaluated all the baselines on the MMAct dataset in a cross-session evaluation setting and reported F1-Score of activity
recognition task [25]. In the cross-session evaluation setting, the training and testing datasets can contain data from the
same human subjects.

We train these models using cross-entropy loss. We use Adam optimizer with weight decay regularization and cosine
annealing warm restarts learning scheduler, where the initial learning rate is set to 3e´4. To train the learning model on the
MMAct dataset, we set the cycle length (T0) and cycle multiplier (Tmult) to 30 and 2, respectively. We trained the models
for 210 epochs in the distributed GPUs cluster environment, where each node contains 8 A100 GPUs. We used Pytorch
and Pytorch-Lightning frameworks to implement all the models. To ensure reproducibility we a fixed seed.

Experimental Results: The results in Table 3 suggest that incorporating VQ bottleneck on the existing multi-modal
learning model (Keyless) degrades the F1-score of activity recognition from 81.11% to 71.35. However, applying the
VQ bottleneck both on the unimodal and multimodal representations improves the performance of the models com-
pared to the models that do not use REPDIB or use REPDIB only on the multimodal representations. For example,
REPDIB ` MMpREPDIB ` Uniq model uses the same HAMLET model and applies REPDIB on the unimodal and
multimodal representations. REPDIB `MMpREPDIB `Uniq improves the F1-score of activity recognition to 84.96 and
outperforms all the evaluated multimodal models. Thus, hierarchical VQ bottlenecks can help to extract salient multimodal
representation for accurately recognizing activities.

7.5 Maze Navigation Tasks

Maze Navigation Tasks We develop three kinds of environments for maze navigation tasks: GridWorld, SpiralWorld,
LoopWorld (see Figure 26). All of these environments share the same action space and state space, but their dynamics
are slightly different. Gridworld is the easiest task that without any walls so that the agent can go wherever it wants.
SpiralWorld is the hardest one that has spiral-shaped walls blocking the path of the agent, where the agent can only
navigate along the spiral grid. LoopWorld is a variant of SpiralWorld in which the agent can pass through a vacancy in
the bottom right corner of the spiral-shaped wall. The task is to choose from one of four directions to travel in at each
timestep. The reward function given is -1 at all steps until it reaches the goal where it receives a reward of 0 and the
episode is terminated. During pre-training stage, we learn the state representations on GridWorld with the data collected
by a random policy. During the fine-tuning stage, the agent is trained to reach a goal from a small finite set of training
goals, and the agent is tasked with reaching a fixed goal at the center of the maze during evaluation. In Table 4 we present
a set of hyper-parameters used in maze navigation tasks.
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(a) GridWorld (b) LoopWorld (c) SpiralWorld

Figure 26: Three environments in maze navigation tasks. The blue lines represent the walls.

(a) Brightness and Details

(b) Different colors

Figure 27: PACS-cartoon-elephant dataset example to demonstrate factorized representations. Top row: Original Image;
Second row: Reconstructed Image without substitution; Third row: Reconstructed Image with one groups of discrete
codes substituted by zero vectors; Last row: Reconstructed Image with the other groups of discrete codes substituted by
zero vectors.

8 Demonstrating Factorial Representation

We demonstrate that with the discrete factorial information bottleneck, the agent is capable of learning factorial represen-
tations on real world data. We provide more details as follow.

Experiment details To investigate whether the agent has the ability to learn semantic factorial representation with
REPDIB, we use the cartoon domain images from a benchmark dataset called PACS [31], where only the elephant category
is utilized for training and evaluation for the purpose of the intuitively illustration. The pixel-based input, with the size
of 224x224, is first passed through an encoder (consists of CNN layers with the resnet block) to obtain its latent repre-
sentation with the dimension of 32, then latent representation is quantized into two groups of discrete codes, where the
codebook size is 512. After that, two groups of discrete codes are concatenated to obtain the representation, and finally
passed through a decoder network (consists of CNN layers with the resnet block). Here we used reconstruction loss (MSE
loss) combining with the loss for vector quantization to train the network. For visualizing the semantic meaning of different
groups, we randomly sample 25 pictures from the dataset, and pass the images into the network to obtain reconstruction
of the images. Ideally, we would like to know whether different groups capture different semantic meaning of one image.
For this purpose, we used zero vector to substitute one group of the discrete codes and acquire the reconstructed image by
concatenating it with the other group of the discrete codes. As a consequence, we have three reconstructed images in total,
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as shown in Figure 27.

Experiment Results Figure 27 shows the reconstructed images from a trained decoder operating on a discretized 2-
factor representation. We find that different factors capture different semantic information. As an example, it is obvious
to see that there are 4 elephants in the fifth column in Figure 27(a), where the elephant at the top and the elephant at the
bottom-middle are brighter than the other two elephants. For this image input, factor 1 tends to only capture the shape of
the elephant without the brightness, while factor 2 capture specific details of each elephant. The similar observation can
be found in the 16th column, where factor 1 captures the “shadow” in the picture, and factor 2 captures the brightness of
elephant’s skin. Another example is in Figure 27(b), it is shown that two factors learn “green” and “purple” separately for
reconstructing “black”, and two factors learn “pink” and “orange” separately for reconstructing “red”.

9 Explanation and Significance of REPDIB

We would like to provide further clarification about the significance of our work. In this work, we do not propose any
new representation learning objective; rather we simply propose that discrete information based bottlenecks can be sig-
nificant when it comes to learning representations. Moreover, an approach based on REPDIBis demonstrated to be even
more impactful especially when the learnt representation needs to discard exogenous or irrelevant information from the
observations. We demonstrate this across a range of experiments, not only based on RL, but also based on other tasks such
as human activity recognition. Our experiments however are primarily based on RL benchmarks, where we demonstrate
that REPDIBcan be easily applied on top of any learnt representations. To do this, we take existing baseline approaches
proposing representation learning objectives and demonstrate the ease with which REPDIBcan be integrated on top of
learnt representations.

We emphasize that although information bottlenecks has been studied extensively in past literature, the use of discrete
information bottleneck is rather new; and moreover to apply bottlenecks on top of representation learning objectives, espe-
cially to discard exogenous information, has been little studied in the past. Our aim is to propose information bottleneck,
which not only captures factorial or compositional representations, but also plays key role in extracting only the rele-
vant latent representation; and most importantly, can be suitably applied on any deep RL algorithm relying on additional
representation learning module.

10 Visualization

In our experiments, we constantly find that the use of a variational information bottleneck (VIB) prior to the discretization
bottlenck significantly helps performance of REPDIB

Figure 28: Comparing Visualizations with and without bottleneck representations t-SNE of latent spaces in the Ja-
coReachTopRight task learned with Proto-RL (left t-SNE), REPDIB (middle t-SNE), and REPDIB with VIB (right t-SNE)
after training has completed, color-coded with predicted state values (higher value yellow, lower value purple).

11 Hyperparameter Details
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Hyper-parameter Value
Size of Maze 6 ˆ 6
Mini-batch size 128
Discount (γ) 0.99
Optimizer Adam
Learning rate 3 ˆ 10´3

Critic target EMA rate (τQ) 0.01
Features dim. 128
Hidden dim. 128
Number pre-training frames 1 ˆ 104

Number of discrete codes 50
Number of groups 8, 16, 32
VIB coefficient 0.01

Table 4: A set of hyper-parameters used in maze navigation tasks.

Common hyper-parameter Value
Replay buffer capacity 106

Seed frames 4000
n-step returns 3
Mini-batch size 1024
Seed frames 4000
Discount (γ) 0.99
Optimizer Adam
Learning rate 10´4

Agent update frequency 2
Critic target EMA rate (τQ) 0.01
Features dim. 1024
Hidden dim. 1024
Exploration stddev clip 0.3
Exploration stddev value 0.2
Number pre-training frames up to 2 ˆ 106

Number fine-turning frames up to 2 ˆ 106

Number of discrete codes 50
Number of groups 8, 16, 32
VIB coefficient 0.01

Table 5: A set of hyper-parameters used in continuous control tasks.

Common hyper-parameter Value
n-step returns 3
Mini-batch size 256
Seed frames 4000
Discount (γ) 0.99
Optimizer Adam
Learning rate 3 ˆ 10´4

Critic target EMA rate (τQ) 0.01
Features dim. 256
Hidden dim. 1024
Number pre-training frames 1 ˆ 105

Number fine-turning frames 1 ˆ 105

Number of discrete codes 512
Number of groups 4, 8, 16, 32
VIB coefficient 0.01

Table 6: A set of hyper-parameters used in offline tasks.
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