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Abstract

Deep learning (DL) techniques for precise se-
mantic segmentation have remained a chal-
lenge because of the vague boundaries of tar-
get objects caused by the low resolution of im-
ages. Despite the improved segmentation per-
formance using up/downsampling operations
in early DL models, conventional operators can-
not fully preserve spatial information and thus
generate vague boundaries of target objects.
Therefore, for the precise segmentation of target
objects in many domains, this paper presents
two novel operators: (1) upsampling interpola-
tion method (USIM), an operator that upsam-
ples input feature maps and combines feature
maps into one while preserving the spatial infor-
mation of both inputs, and (2) USIM gate (UG),
an advanced USIM operator with boundary-
attention mechanisms. We designed our exper-
iments using aerial images where the bound-
aries critically influence the results. Further-
more, we verified the feasibility that our ap-
proach effectively segments target objects us-
ing the Cityscapes dataset. The experimental re-
sults demonstrate that using the USIM and UG
with state-of-the-art DL models can improve the
segmentation performance with clear bound-
aries of target objects (Intersection over Union:
+6.9%; Boundary Jaccard: +10.1%). Furthermore,
mathematical proofs verify that the USIM and
UG contribute to the handling of spatial infor-
mation.

1 Introduction

Deep learning (DL) models have shown remarkable per-
formance in the extraction of contextual features from
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synthetic images. In the early era, many DL models have
been studied to invent novel operators for effective fea-
ture extraction in segmentation tasks. A fully convolu-
tional network (FCN) deploys skip operators to compen-
sate for spatial information (Long et al., 2015). The U-
Net architecture includes convolutions in the contracting
path, transposed convolutions for upsampling in the ex-
pansive path, and skip connections to compensate for lo-
cality (Ronneberger et al., 2015). FusionNet is built on the
autoencoder architecture, including residual blocks that
effectively increase the depth of the network for a better
optimization (Quan et al., 2016). Moreover, advanced DL
models have been developed based on vanilla networks.
For instance, U-NetPPL was designed based on the U-Net
model with pyramid pooling layers (Kim et al., 2018). In
addition, based on the U-Net architecture, AU-Net was
developed with attention gates, which are substitute for
skip connections and generate attention-weighted feature
maps (Oktay et al., 2018). Recently, modern DL models
have been developed to improve segmentation perfor-
mance. DeepLab V3+ introduces multiple operators, such
as atrous separable convolution, spatial pyramid pool-
ing, and depth-wise separable convolution for a better
semantic segmentation task (Chen et al., 2018). More-
over, several studies have applied the attention mecha-
nism, initially designed for language processing, to DL
models and improved segmentation performance. Dual
attention networks (DANets) deploy a dual attention mod-
ule with a self-attention mechanism to enhance feature
representations (Fu et al., 2019). In addition, criss-cross
network (CCNet) verifies the state-of-the-art (SoTA) per-
formance in segmentation tasks using a novel criss-cross
attention module that precisely captures contextual infor-
mation (Huang et al., 2019).

Moreover, further studies have been conducted to en-
hance the boundaries of target objects in images for a bet-
ter segmentation. The efficient sub-pixel convolutional
neural network (ESPCN) was introduced with the pixel
shuffling method, which includes a sub-pixel convolu-
tion layer for a super-resolution that improves the peak
signal-to-noise ratio and results in clear boundaries of
segmented objects in images (Shi et al., 2016). The device
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Attention Boundary Spatial
SoTAMechanism Enhancement Information

FCN (Long et al., 2015) ✗
U-Net (Ronneberger et al., 2015) ✓ ✗
U-NetPPL (Kim et al., 2018) ✓ ✗
FusionNet (Quan et al., 2016) ✓ ✗
AU-Net (Oktay et al., 2018) ✓
DeepLab V3+ (DLV3+) (Chen et al., 2018) ✓ ✓
DANet (Fu et al., 2019) ✓ ✓ ✓
CCNet (Huang et al., 2019) ✓ ✓ ✓
ESPCN (Shi et al., 2016) ✓
DLR (Marmanis et al., 2018) ✓
RPCNet (Zhen et al., 2020) ✓ ✓
TreeUNet (Yue et al., 2019) ✓
Red-Net (Hua et al., 2019) ✓
CA-Conv-BiLSTM (CCB) (Liu and Ji, 2020) ✓ ✓
Ours ✓ ✓ ✓ ✓

Table 1: Summary of key features of various segmentation models related to our approach. ✓marker in SotA indicates
the state-of-the-art models published within 3 years (2019-2021), whereas ✗marker in SotA indicates vanilla network.

level ring (DLR) network was developed with a remarkably
improved multi-scale boundary prediction by ensemble
learning, which utilizes boundary probability maps (Mar-
manis et al., 2018). Furthermore, the remote procedure
call network (RPCNet) achieves the precise boundary seg-
mentation of target objects using a spatial gradient fusion
that suppresses non-semantic edges (Zhen et al., 2020).
Although these methods enhance the boundaries of tar-
get objects in synthetic images, the precise semantic seg-
mentation of multiple objects in aerial images is still chal-
lenging owing to the lack of boundary details and spatial
information.

Therefore, several architectures customized for aerial im-
ages have been proposed for improved segmentation.
TreeUNet was designed based on an adaptive network us-
ing customized blocks that calculate the lower triangular
matrix (Yue et al., 2019). The class-wise attention-based
convolutional and bidirectional long short-term mem-
ory (LSTM) network utilizes a feature extraction module
and an attention mechanism with LSTM modules for the
segmentation tasks of aerial imagery (Hua et al., 2019).
RedNet was developed to utilize a wide range of depth in-
ferences with a recurrent encoder–decoder structure (Liu
and Ji, 2020). However, despite the precise localization
of target objects by DL models, aerial image segmenta-
tion remains challenging for the following reasons (Mag-
giori et al., 2017a): (1) low resolution of images impeding
boundary or edge detection, (2) spatial information loss
hampering precise boundary segmentation, and (3) trade-
off between detection and localization by pooling layers
and convolution striding during the feature extraction
process.

In this study, to precisely segment target objects with ac-
curate boundaries, we designed two novel operators: up-
sampling interpolation method (USIM) and USIM gate
(UG). The USIM is an upsampling and merging operator

that allows DL models to significantly improve boundary-
oriented segmentation performance using the preserved
spatial information of inputs and increased information
entropy. In addition, we applied the attention gate mecha-
nism (Oktay et al., 2018) to the USIM, which is denoted as
“UG.” The UG is a boundary-attention module that gener-
ates feature maps, including boundary-related attention
coefficients extracted from input features, which are ex-
tracted by the USIM. We applied our operation in multiple
fields (aerial image, Cityscapes image (Cordts et al., 2016)),
and we show an experimental analysis of the aerial im-
age with a significant improvement of boundaries among
them.

In summary, the main contributions of this paper are as
follows1:

• We developed two operators: (1) USIM, which is an
upsampling and merging operator with the preser-
vation of pixel values and spatial information and
increased information entropy, and (2) UG, which is
an attention mechanism-based operator highlighting
the boundary-oriented area of target objects.

• We mathematically and experimentally proved the
strengths of implementing the USIM and UG in any
SoTA model.

• The best-performing model with the SoTA model and
UG outperformed any segmentation models owing to
its precise segmentation of multiple objects with ac-
curate boundaries in aerial images (Intersection over
Union (IoU): +6.9%; Boundary Jaccard (BJ): +10.1%).

1Our code is available at https://github.com/kyungsu-lee-
ksl/USIM-GATE
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2 Method

This section illustrates the detailed descriptions of the
USIM and USIM Gate (UG) operators for DL models.

2.1 Modeling

To illustrate the definition and advantages of USIM and
UG, we utilize the symbols for the following operators;
USIM (⊛), Addition (⊕), Concatenation (⊙), Hadamard
Product (element-wise product, ⊗), Matrix Product (◦ or
omitted), Activation (σ), and Pooling (P ). In addition, the
name of the operator with italic form can be utilized as
the function e.g. F (i ) ⊛F ( j ) = USIM(F (i ),F ( j )).

Let M be a CNN model, and Θ be the set of parameters
in M . Here, DL models consecutively produce the fea-
ture map using convolution operation. Hence, let set
of feature maps generated by M with Θ in the segmen-
tation task be F (M ;Θ), and let the i th feature maps in

F (M ;Θ) be F (i ) ∈ F (M ;Θ). Then, F (i ) ∈ RH (i )×W (i )×C (i )
,

where H (i ),W (i ),C (i ) are height, width, and number of
channels of F (i ), respectively. Here, we denoted the spa-
tial elements of F (i ) as f (i )

h,w where h = {1,2, ..., H (i )} and

w = {1,2, ...,W (i )} such that f (i )
h,w ∈ RC (i )

, and f (i )
h,w,c where

c = {1,2, ...,C (i )} such that f (i )
h,w,c ∈ R. Furthermore, the

USIM and UG are analyzed in terms of entropy, and the en-
tropy of feature map (F (i )) is denoted as H :RH×W ×C →R,
such that H(F (i )) ∈R (Shannon, 2001).

2.2 Upsampling Interpolation Method (USIM)

The schematic description of the USIM is illustrated in
Fig. 1, and the procedures of the USIM are described
in Algorithm 1. In line 7, [x] indicates a greatest integer
function such that [x] = max{n ∈Z;n ≤ x}.

USIM is designed to simultaneously include a merging
and an upsampling operator to replace the operators such
as concatenation and addition blocks. To this end, the
USIM alternately arranges the pixels of two input feature
maps into the output feature map (merge), which has
twice the height and width of input feature maps (up-
sample). Therefore, the USIM using two input feature
maps (F (i ) ∈ RH×W ×C and F ( j ) ∈ RH×W ×C ) generates the
feature map (F (k) = F (i ) ⊛ F ( j ) = USIM(F (i ),F ( j ))), such

Figure 1: Schematic description of USIM which upscaling
two feature maps (F (i ) and F ( j )) and combining them into
one.

Algorithm 1 USIM operation
Input: F (i ),F ( j ) ∈RH×W ×C

Output: F (k) ∈R2H×2W ×C

1: Let spatial element of F (i ) and F ( j ) be f (i )
h,w and f

( j )
h,w

2: And h = {1,2, ..., H } and w = {1,2, ...,W }

3: Then f (i )
h,w , f

( j )
h,w ∈RC

4: Let spatial element of F (k) ∈R2H×2W ×C be f (k)
h′,w ′

5: And h′ = {1,2, ...,2H } and w ′ = {1,2, ...,2W }

6: Then f (k)
h′,w ′ ∈RC

7: Then

f (k)
h′,w ′ =


f (i )

[ h′+1
2 ][ w ′+1

2 ]
(if 0 ≡ h′+w ′ mod 2)

f
( j )

[ h′+1
2 ][ w ′+1

2 ]
(if 1 ≡ h′+w ′ mod 2)

8: Return F (k)

that F (k) ∈R2H×2W ×C . Here, the USIM is channel-wise op-

erator and thus f (i )
h,w , f ( j )

h,w , f (k)
h,w ∈RC . Note that, the USIM

is a binary operation such as addition and multiplication,
not a trainable operator like convolution. In addition, the
following equation is used for the backpropagation:

Pgap( f (k)
h,w ;2) = 2( f (i )

h,w + f ( j )
h,w ) (1)

, where Pavg(x; s) is global average pooling operation of x
with the size of s. In addition, Equation (1) implies that
the USIM is a linear transformation, and thus the USIM
performs the same role as identical mapping (He et al.,
2016). Therefore, the USIM as an identical mapping has
the advantage that previously extracted features can be
delivered as preserved and that the forward and back-
propagated gradients are well transferred, improving the
gradient vanishing problem.

2.3 USIM Gate

As illustrated in Fig. 2, using two feature maps (F (i ),F ( j ) ∈
RH×W ×C ), one output feature map is generated by the
UG. In the upper stream, F (i ) and F ( j ) are merged by
concatenation (F (i ) ⊙F ( j ) ∈ RH×W ×2C ), and the merged
feature map is upsampled by the deconvolution, which
is denoted as deconv : RH×W ×2C → R2H×2W ×C . In con-
trast, in the lower stream, F (i ) and F (i ) are merged and
upsampled by the USIM such that the feature map (F (i ) ⊛
F ( j ) ∈ R2H×2W ×C ) is generated. Therefore, two feature
maps(F (m) and F (n))are generated by the deconvolution
after concatenation and USIM operation as the following:

F (m) = deconv(F (i ) ⊙F ( j )), s.t . F (m) ∈R2H×2W ×C

F (n) = F (i ) ⊛F ( j ), s.t . F (n) ∈R2H×2W ×C
(2)

Here, F (m) and F (n) are utilized as a gating vector and
a target pixel vector as illustrated in the Attention Gate



USIM Gate: UpSampling Module for Segmenting Precise Boundaries concerning Entropy

Figure 2: Pipeline of the USIM Gate (UG). The Attention Gate generates the output computed using the Hadamard
product of spatial attention coefficient (α) and the feature map generated by USIM (F (i ) ⊛F ( j )).

in the AU-Net (Oktay et al., 2018). In addition, F (m)

and F (n) are linearly reshaped using flat : R2H×2W ×C →
R(4HW )×C function. As shown in Fig. 2, the linear trans-
formations and the activations (σ1 and σ2) are com-
puted to flat(F (m)) and flat(F (n)) using the weights terms
(ψ1,ψ2,ψ ∈R(4HW )×Chid ), and the bias terms (b1 ∈RChid×C

and b2 ∈R4HW ) as the follows:

F (l ) =σ1(ψT
1 flat(F (m))+ψT

2 flat(F (n))+b1) (3)

α=σ2
(
ψF (l )ψT

0 +b2
)
, s.t . α ∈R4HW (4)

, whereσ1 andσ2 are the ReLU and sigmoid activation, re-
spectively, such that σ1(x) = max(0, x) and σ2(x) = 1

1+e−x .
Here, the sigmoid activation is used instead of the soft-
max activation since the consecutive usage of the softmax
yields sparser activations. In addition, Chid indicates num-
ber of hidden channels (16 in this paper), ψ0 ∈ R1×C is
weight term indicating 1×1 convolution, and α indicates
the spatial attention coefficient. The spatial attention co-
efficient (α) is resampled to the shape of [2H ,2W ], and
the output of UG is the Hadamard product of spatial atten-
tion coefficient and the feature map generated by USIM.
In summary, the UG is computed as follows:

F (k) = UG(F (i ),F (i )) =α⊗ (F (i ) ⊛F ( j )) (5)

3 Theoretical Analysis

As a motivation for USIM, we pointed out entropy decreas-
ing in upsampling. As illustrated in Fig. 3, the mechanism
of USIM alternatively maps the pixel values of input fea-
ture maps one by one into a new feature map. Intuitively,
we can consider two mechanisms of USIM; [Fig. 3 (a)]
diagonally arranges the pixel values, or [Fig. 3 (b)] lin-
early arranges the pixel values. If the pixels are arranged

as [A,A;1,1], in a second manner [Fig. 3 (a)], less pixel in-
formation and more duplicated values pass more often
in some receptive fields. To avoid the issue, we arranged
pixels as diagonal (See [A,A;1,1;B,B] and [A,1;1,A;B,2] in
the blue box in Fig. 3). In addition, we conducted simple
experiments. The results demonstrated that the USIM
in a second manner exhibits the coarse boundary in the
predicted segmentation maps, not as intended, and this
is because of the frequent duplicated pixel values in the
receptive fields, thus decreased entropy. Therefore, the
USIM is designed in a first manner, as illustrated in Fig. 3
(a).

It is antecedently studied that if the entropy after con-
volution and merging operation is increased, better fea-
ture extraction can be possible (Biesiada et al., 2005). To
demonstrate the increased entropy by using the USIM,
Shannon entropy (Shannon, 2001) and pixel-level entropy
(Wang et al., 2018) are used. The Shannon-Entropy of
the feature maps(F (i ) and F ( j )), USIM, concatenation,
and addition operator are formulated as H(F (i )), H(F ( j )),
H (F (i )⊛F ( j )), H (F (i )⊙F ( j )), and H (F (i )⊕F ( j )), respectively.
Likewise, the pixel-level entropy of feature maps, USIM
with pooling operation, and addition operator are formu-

lated as H( f (i )
h,w,c ), H( f ( j )

h,w,c ), H(P (USIM( f (i )
h,w,c , f ( j )

h,w,c ))),

and H( f (i )
h,w,c + f ( j )

h,w,c ), respectively. The convolution oper-
ation is denoted as conv.

Lemma 1. The pixel-level entropy and Shannon entropy
of a merged image by USIM is compared to others af-
ter being resized as half (P ). That is, the pixel-level

Figure 3: Mechanism of two versions of USIM
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entropy of the original image
(
H(max

(
f (i )

h,w,c , f ( j )
h,w,c )

))
,

a merged image by an addition operation
(
H

(
f (i )

h,w,c +
f ( j )

h,w,c )
))

, and a pooled image after being merged by USIM(
H

(
P (USIM( f (i )

h,w,c , f ( j )
h,w,c ))

))
are compared with the ran-

dom variables ( f (i )
h,w,c and f ( j )

h,w,c )) of pixels at i and j of two
images. In addition, Shannon entropy of the original im-
age

(
max(H (F (i )), H (F ( j )))

)
, Shannon entropy of a merged

image by the addition operation (H (F (i )+F ( j ))), and Shan-
non entropy of a pooled image after being merged by

USIM
(
H

(
P (USIM(F (i ),F ( j )))

))
are compared with input

images (F (i ) and F ( j )).

Lemma 2. While the entropy of a merged image by USIM
is without resizing, the merged image by the addition op-
eration is resized as the same size as the merged image
by USIM. That is, Shannon entropy of the original image
(max(H(F (i )), H(F ( j ))))), a merged image by the addition
operation (H(intp(F (i ) +F ( j )))), and a pooled image after
being merged by USIM (H(USIM(F (i ) +F ( j )))) are com-
pared with input images (F (i ) and F ( j )) and a resizing op-
eration.

Therefore, we can induce Theorem 1 from Lemma 1,
Lemma 2.

Theorem 1. Shannon and pixel-level entropy of USIM
are increased than those of the original feature maps and
addition operator as the following:

• H(F (i ) ⊛F ( j )) ≥ max(H(F (i )), H(F ( j )))

• H(F (i ) ⊛F ( j )) ≥ H(F (i ) ⊕F ( j ))

• H(P (USIM( f (i )
h,w,c , f ( j )

h,w,c ))) ≥
max(H( f (i )

h,w,c ), H( f ( j )
h,w,c ))

• H(P (USIM( f (i )
h,w,c , f ( j )

h,w,c ))) ≥ H( f (i )
h,w,c + f ( j )

h,w,c )

Theorem 1 deals with entropy only in upsampling. For
theoretically analyzing our approach, we try to verify the
change in entropy when using the convolution operation.

Lemma 3. The pixel-level entropy of a resized image af-
ter being merged by USIM is compared to the pixel-level
entropy of the merged image by others.

Lemma 4. While the merged image by USIM is without
resizing, the merged image by the addition operation or
the concatenation operation is resized as the same size as
the merged image by USIM. The entropy of the generated
images by the convolution operation after being merged
by each operation are compared.

Therefore, we can induce Theorem 2 from Lemma 3,
Lemma 4.

Theorem 2. Shannon entropy of USIM with convolution
operator is increased than the that of a convolution after

concatenation operator and a convolution after addition
operator as the following:

• H(conv(F (i ) ⊛F ( j ))) ≥ H(conv(F (i ) ⊕F ( j )))

• H(conv(F (i ) ⊛F ( j ))) ≥ H(conv(F (i ) ⊙F ( j )))

Theorems 1 and 2 imply that the generated feature map
by the USIM operator contains more Shannon and pixel-
level entropy than the feature maps generated by other
operators. Therefore, it is concluded that the USIM can
provide increased information and entropy for better fea-
ture extractions. The detailed mathematical proofs and
the comparisons of entropy are illustrated in Appendix A.

4 Experimental Analysis

In the experiments, we compared the USIM and UG to
other operators, and the performances of our best per-
forming model with the UG were compared with those
of other DL models. Table 1 lists the DL models used in
the experiments. In this section, we only used the aerial
image for experiments. A performance of the Cityscapes
dataset is illustrated in Appendix B.

4.1 Dataset and Metrics

To evaluate the USIM, UG, and other DL models, we uti-
lized four aerial image datasets of Inria (Maggiori et al.,
2017b), WHU (Liu and Ji, 2020), Korean Urban Dataset
(KUD) (Kim et al., 2018), and LoveDA (Wang et al., 2021).
Here, Inria and WHU are binary building datasets, and
they were utilized to validate the novel performance of
the USIM and UG as compared to other operators. Mean-
while, KUD and LoveDA are multi-object segmentation
datasets in aerial images, and they were utilized as bench-
marks for the DL model with the UG and other SoTA
models. In addition, to evaluate the segmentation per-
formance, four metrics, namely, precision (prec.), recall,
mean intersection over union (mIoU), and boundary Jac-
card (BJ) (Fernandez-Moral et al., 2018), were mainly uti-
lized. Because prec., recall, and mIoU are not sufficient
to measure the fine segmentation performance, BJ, which
measures the boundaries of objects, was utilized. Fur-
thermore, the implementation details, training environ-
ment, description of datasets, and image distributions,
including k−fold (k = 10) cross-validation, are illustrated
in Appendix B.

4.2 Qualitative Results

Fig. 4 illustrates the qualitative results. The segmenta-
tion results by the best performing models in each group
are illustrated, and ours indicates the TreeUNet with UG.
The results illustrate that our model segments multi-class
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(a)

(b)

Figure 4: Qualitative results on each dataset. (a) Segmentation results on LoveDA dataset. (b) Segmentation results on
KUD dataset.

objects with precise boundaries of the target objects, espe-
cially in buildings. The results imply the best model with
the UG successively segments multi-class objects in aerial
images.

(a) (b) (c) (d) (e) (f)

Figure 5: (a) Raw input image. (b) Ground truth for
buildings (yellow) and roads (red). (c) Grad-CAM of 3rd-
upsampling layer with deconvolution and concatenation
(d) Grad-CAM of 3rd-upsampling layer with USIM, (e)
Grad-CAM of 4th-upsampling layer with deconvolution
and concatenation, and (f) Grad-CAM of 4th-upsampling
layer with USIM. First two rows targeted building class
and other two targeted roads class.

To verify the boundary-oriented segmentation perfor-
mance of the UG, gradient-weighted class activation map-
ping (Grad-CAM) was utilized (Selvaraju et al., 2017). Fig.
12 illustrates the Grad-CAM outputs of upsampling lay-
ers in the U-Net with the USIM and concatenation using

KUD datasets of building and road segmentation. Red
indications high activation, whereas blue indicates low
activation. The results illustrate that the Grad-CAM gener-
ated by upsampling layers in the USIM with the UG shows
boundary-oriented attention distributions (red colors in
buildings and roads) than concatenation after deconvolu-
tion. Therefore, the UG exhibits more explicit activations
on the boundaries of the target objects than deconvolu-
tion and concatenation.

4.3 Quantitative Results

Because the boundaries are more critical for segmenting
buildings than other objects in aerial images, the build-
ing segmentation datasets (Inria and WHU) were utilized
to verify the outstanding performance and boundary-

Figure 6: Average IoU and BJ score of the baseline model
(M) with merging operators including USIM Gate (UG),
Attention Gate (AG), USIM, concatenation, and residual
block on Inria and WHU benchmark.
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Model
Evaluations Class-wise IoU (BJ)

prec. recall mIoU bg building road water barren forest agriculture
AU-Net 58.52 75.42 45.6 48.4 (28.3) 34.3 (11.0) 45.1 (20.0) 44.5 (22.8) 51.7 (28.1) 39.8 (18.4) 55.8 (31.0)
CCB 60.71 77.2 48.2 50.9 (31.3) 39.3 (14.5) 47.8 (22.7) 46.7 (25.2) 53.2 (29.8) 41.8 (20.5) 58.0 (33.7)
CCNet 60.69 77.1 48.2 49.7 (30.0) 39.8 (14.8) 46.8 (21.7) 46.6 (25.2) 52.8 (29.4) 44.6 (23.1) 57.6 (33.2)
DANet 57.91 75.27 45.0 48.0 (28.0) 31.0 (9.1) 42.7 (17.4) 45.9 (24.3) 49.6 (25.5) 41.7 (20.2) 56.3 (31.5)
DLV3+ 58.83 75.78 46.0 49.4 (29.5) 34.3 (11.0) 44.1 (18.9) 44.8 (23.1) 51.8 (28.1) 40.9 (19.6) 56.8 (32.2)
DLR9 59.02 75.82 46.2 49.8 (29.9) 34.7 (11.2) 43.7 (18.4) 44.9 (23.3) 51.3 (27.6) 42.9 (21.5) 56.8 (32.1)
ESPCN+M 61.79 78.21 49.6 52.2 (32.6) 40.4 (15.4) 47.5 (22.4) 48.3 (26.9) 54.3 (31.2) 44.7 (23.3) 59.8 (36.0)
Red-Net 60.67 77.19 48.1 52.4 (32.8) 37.9 (13.6) 46.3 (21.1) 45.4 (23.8) 52.9 (29.4) 44.0 (22.6) 58.1 (33.8)
RPCNet 61.14 77.66 48.8 50.1 (30.3) 40.4 (15.2) 47.6 (22.6) 46.8 (25.3) 54.0 (30.8) 44.4 (23.1) 58.6 (34.6)
TreeUNet 62.11 77.9 49.9 51.4 (31.9) 43.4 (17.4) 47.0 (21.9) 48.9 (27.5) 54.3 (31.2) 45.1 (23.7) 59.7 (36.1)
U-NetPPL 60.08 76.77 47.4 50.6 (31.0) 36.6 (12.7) 44.9 (19.5) 46.3 (24.7) 51.1 (27.3) 43.4 (21.9) 59.5 (35.8)
Ours 65.2 80.61 53.7 56.5 (37.7) 48.0 (21.6) 51.3 (26.7) 49.9 (28.8) 58.6 (36.5) 48.8 (27.7) 63.5 (41.0)

Table 2: Quantitative results on LoveDA dataset.

attention characteristics of the UG. Fig. 6 illustrates the
quantitative analysis of the UG and USIM and compari-
son with other merging operators, namely, attention gate,
concatenation, and residual block with the baseline mod-
els (M). To evaluate the basic performance, vanilla mod-
els, such as FCN, U-Net, U-NetPPL, and FusionNet, were
used as M (Table 1). In addition, the BJ and IoU, which
were evaluated in the Inria and WHU datasets, were aver-
aged. The results demonstrate that the UG significantly
improves the performance of the baseline model as com-
pared with other operators.

Table 3 illustrates the quantitative analysis of the UG im-
plemented into any DL model on the LoveDA dataset.
When using the UG, the segmentation performances by
the UG increased by at least 3.5% to a maximum of 7.0%.
In addition, the TreeUNet+UG exhibited the best segmen-
tation performance of every metric on every dataset.

Furthermore, the best-performing model with the UG was
compared with other DL models in the multi-object seg-
mentation datasets of LoveDA and KUD. In both datasets,
as illustrated in Tables 2 and 4, the best performing model
(ours), which was implemented using TreeUNet with the
UG, exhibits SoTA performance as compared to any other
DL models in all groups. The quantitative results show
that the best model with the USIM achieved a 6.9% im-
proved mIoU and a 10.1% BJ score compared to others.

Model
Baseline UG Improve.

mIoU BJ mIoU BJ mIoU BJ
FCN 43.9 21.3 49.5 26.8 +5.6% +5.5%
FusionNet 44.7 21.9 49.9 27.2 +5.2% +5.3%
U-Net 46.1 23.2 49.9 27.2 +3.8% +4.0%
U-NetPPL 47.5 24.7 51.1 28.5 +3.7% +3.8%
DLV3+ 46.0 23.2 50.0 27.3 +4.0% +4.1%
DANet 45.0 22.3 50.0 27.3 +5.0% +5.0%
CCNet 48.3 25.3 51.8 29.2 +3.5% +3.9%
DLR9 46.3 23.4 53.3 30.9 +7.0% +7.5%
Red-Net 48.1 25.3 53.7 31.3 +5.5% +6.0%
RPCNet 48.8 26.0 53.1 30.6 +4.2% +4.6%
TreeUNet 49.9 27.1 53.8 31.4 +3.8% +4.3%

Table 3: Quantitative analysis on baselines and adopting
UG.

Model Class-wise IoU (BJ)
bg building road water

AU-Net 74.5 (39.9) 59.6 (32.1) 53.4 (29.2) 60.7 (43.5)
CCB 76.8 (44.7) 62.5 (36.0) 56.4 (32.7) 60.6 (43.4)
CCNet 76.5 (43.3) 61.0 (34.0) 54.8 (31.4) 61.2 (44.1)
DANet 76.0 (42.6) 60.6 (33.4) 54.9 (31.3) 61.4 (44.3)
DLV3+ 74.9 (41.0) 59.5 (31.8) 55.1 (31.3) 61.0 (44.0)
DLR9 76.5 (43.7) 61.7 (34.9) 57.0 (33.8) 61.4 (44.5)
ESPCN+M 78.2 (46.2) 62.7 (36.5) 56.9 (34.1) 63.2 (46.7)
Red-Net 77.9 (46.3) 63.3 (37.2) 56.9 (33.6) 62.5 (45.7)
RPCNet 77.4 (45.5) 62.0 (35.4) 56.3 (32.8) 64.3 (48.0)
TreeUNet 77.1 (44.9) 62.2 (35.7) 57.0 (33.7) 61.4 (44.4)
U-NetPPL 76.0 (42.9) 61.2 (34.2) 55.6 (31.8) 63.5 (47.1)
Ours 80.8 (51.4) 66.4 (41.7) 61.9 (40.5) 66.7 (51.3)

Table 4: Quantitative results on KUD dataset.

5 Conclusion

In this study, we mathematically and experimentally
demonstrated the outstanding performance of the USIM
and UG. The USIM provides a better segmentation per-
formance while preserving and increasing spatial infor-
mation, and the UG exhibits boundary-attention-based
feature extraction. The experimental results demonstrate
that the best model with the UG significantly enhanced
the segmentation performance. In the quantitative anal-
ysis, TreeUNet with the UG achieved 6.9% and 10.1% im-
proved IoU and BJ scores as compared to other DL models
for multi-objects segmentation. The main contribution of
this study is the development of novel operators that can
be implemented in any DL model with enhanced segmen-
tation performance. However, finding the best hyperpa-
rameters is needed to further enhance the segmentation
performance of the UG and other SoTA models. This as-
pect will be one of our future works.
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A Appendix A. Mathematical proofs

Lemma 1. The pixel-level entropy and Shannon entropy of a merged image by USIM is compared to others after being

resized as half (P ). That is, the pixel-level entropy of the original image
(
H(max

(
f (i )

h,w,c , f ( j )
h,w,c )

))
, a merged image by an

addition operation
(
H

(
f (i )

h,w,c + f ( j )
h,w,c )

))
, and a pooled image after being merged by USIM

(
H

(
P (USIM( f (i )

h,w,c , f ( j )
h,w,c ))

))
are compared with the random variables ( f (i )

h,w,c and f ( j )
h,w,c )) of pixels at i and j of two images. In addition, Shannon

entropy of the original image
(
max(H(F (i )), H(F ( j )))

)
, Shannon entropy of a merged image by the addition operation

(H(F (i ) +F ( j ))), and Shannon entropy of a pooled image after being merged by USIM
(
H

(
P (USIM(F (i ),F ( j )))

))
are

compared with input images (F (i ) and F ( j )).

(a) Addition operation

(b) USIM with pooling

Figure 7: The Schematic diagrams of (a) addition operation and (b) average pooling after USIM. The merged image that a
pooling operation is applied to after being merged by USIM is the same as the merged image by the addition operation.

[Proof] First, the pixel-level entropy of the original images
(
H(max

(
f (i )

h,w,c , f ( j )
h,w,c )

))
), a merged image by the addition

operation
(
H

(
f (i )

h,w,c + f ( j )
h,w,c )

))
, and a pooled image after being merged by USIM

(
H

(
P (USIM( f (i )

h,w,c , f ( j )
h,w,c ))

))
are com-

pared. As shown in Figure 7, it is straightforward to see that a pooled image after being merged by USIM is totally
the same as a merged image by the addition operation. Therefore, the entropy of the images by USIM and addition
operations are totally same. That is, we have:

H
(
P (USIM( f (i )

h,w,c , f ( j )
h,w,c ))

)= H
(

f (i )
h,w,c + f ( j )

h,w,c )
)

(6)

In addition, suppose that Z = X+Y where, X and Y are the random variables that represent f (i )
h,w,c and f ( j )

h,w,c ), respectively.
With P (Z = z|X = x) = P (Y = z −x|X = x), the following can be proven:

H(Z |X ) =∑
x

P (X = x)H(Z |X = x)

=−∑
x

P (X = x) ·∑
z

P (Y = z −x|X = x) logP (Y = z −x|X = x)

=−∑
x

P (X = x)
∑

y
P (Y = y |X = x) logP (Y = y |X = x)

= H(Y |X )

(7)

Here, suppose X and Y are independent, then, H(Y |X ) = H(Y ). With the mutual information I (X ; Z ) ≥ 0, it is concluded
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that H(X +Y ) = H(Z ) ≥ H(Z |X ) = H(Y |X ) = H(Y ). Similarly, it can be shown that H(X +Y ) = H(Z ) ≥ H(Z |Y ) =
H(X |Y ) = H(X ). Thus, the following inequality holds:

H(X +Y ) ≥ max(H(X ), H(Y )) (8)

Therefore, in terms of the pixel-level entropy, the following inequality should hold as well:

H( f (i )
h,w,c + f ( j )

h,w,c ) ≥ max(H( f (i )
h,w,c ), H( f ( j )

h,w,c )) (9)

In conclusion, by combining (1) and (2), the inequality of the pixel-level entropy is given as:

H
(
P (USIM( f (i )

h,w,c , f ( j )
h,w,c ))

)= H
(

f (i )
h,w,c + f ( j )

h,w,c )
)≥ max(H( f (i )

h,w,c ), H( f ( j )
h,w,c )) (10)

The pixel-level information is increased when the addition and USIM operations are applied, and thus more informative
feature extraction can be provided.

Lemma 2. While the entropy of a merged image by USIM is without resizing, the merged image by USIM is without
resizing, the merged image by the addition operation is resized as the same size as the merged image by USIM. That is,
Shannon entropy of the original image (max(H (F (i )), H (F ( j ))))), a merged image by the addition operation (H (intp(F (i )+
F ( j )))), and a pooled image after being merged by USIM (H(USIM(F (i ) +F ( j )))) are compared with input images (F (i )

and F ( j )) and a resizing operation, denoted as intp (interpolation):

(a) Addition operation

(b) USIM with pooling

Figure 8: The Schematic diagrams for (a) resizing after the addition operation and (b) USIM

[Proof] As illustrated in Supplementary Fig. 8, the pixel values of images generated by USIM (xusim) and addition
operations (xadd) are as follows:
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xusim ∈ {pi+n, j+m , qi+n, j+m wi thm,n ∈ {0,1}} (11)

xadd = api , j +bpi , j+1 + cpi+1, j +d pi+1, j+1

+aqi , j +bqi , j+1 + cqi+1, j +d qi+1, j+1

(a +b + c +d = 1)

(12)

Since the linear interpolation is applied to the merged image generated by the addition operation, the pixel values of the
newly generated pixels in intervals are considered as the results of the internal division. Eq. 12 can be calculated as a
linear combination of the pixel values multiplied by the parameter values of which the sum is 1. Suppose that pi , j and
qi , j are normalized as [0,1], such that the bounds of xusim and xadd are as follows:

xusim ∈ [0,1] (13)

xadd ∈ [0,2(a +b + c +d)] = [0,2] (14)

where the supremum and the infimum of pi , j and qi , j are 0 and 1, respectively. Since xadd is distributed in the larger
range than that of xusim, the pixel-level entropy of the addition operation is greater than the entropy of USIM because
of Lemma I, which is described in the end of this section. However, the expectation values by USIM (E [usim]) can be
one of E [pi , j ], E [pi+1, j ], E [pi , j+1], E [pi+1, j+1], E [qi , j ], E [qi+1, j ], E [qi , j+1], and E [qi+1, j+1], and the expectation values
by addition operator (E [add]) can be as follows:

E [add] = E [pi , j ]+E [pi+1, j ]+E [pi , j+1]+E [pi+1, j+1]

+E [qi , j ]+E [qi+1, j ]+E [qi , j+1]+andE [qi+1, j+1]
(15)

Lemma 3. The pixel-level entropy of a resized image after being merged by USIM is compared to the pixel-level entropy
of the merged image by others.

[Proof] As illustrated in Figure 9, the convolution operation of which weights wi , j are applied to the pixel values of
images generated by each operation. The generated pixel values generated by USIM (xusim), the addition operation
(xadd), and the concatenation operation (xconcat) are in the following:

As pi , j and qi , j are normalized in [0,1], the bounds of xusim, xadd, and xconcat are derived when pi , j = qi , j = 1 as follows:

xusim = (w1,1 +w2,2) f (i )
h,w,c + (w2,1 +w1,2) f ( j )

h,w,c )+w1,1 f ( j )
h,w,c )

+w1,2pi , j+1 +w2,1 f (i )
h,w,c +w2,2qi , j+1 +w1,2 f (i )

h,w,c

+w2,1pi+1, j +w2,2qi+1, j +w1,2qi , j+1 +w2,1qi+1, j

+w2,2pi+1, j+1

(16)

xadd =
1∑

m=0

1∑
n=0

wm+1,n+1(pi+m, j+n +qi+m, j+n) (17)

xconcat =
1∑

m=0

1∑
n=0

(wm+1,n+1pi+m, j+n +um+1,n+1qi+m, j+n) (18)

Supxusim = 4
∑
i , j

wi , j

Supxadd = 2
∑
i , j

wi , j

Supxconcat = 2
∑
i , j

wi , j

(19)
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(a) Addition operation

(b) Concatenation operation

(c) USIM operation

Figure 9: The Schematic diagrams of (a) the addition operation with resizing operation, (b) concatenation operation,
and (c) USIM.

Therefore, when using USIM, the generated pixel value will be in twice more wide range than that of other operations
such that the entropy of USIM is greater than those of other operations such as the addition and concatenation operation
by Lemma 5., which is described in the end of this section.

Lemma 4. While the merged image by USIM is without resizing, the merged image by the addition operation or the
concatenation operation is resized as the same size as the merged image by USIM. The entropy of the generated images
by the convolution operation after being merged by each operation are compared.

[Proof] Since the calculation of the entropy of the generated images by the convolution operation after being merged by
the operations such as USIM, the addition operation, and the concatenation operation is beyond the topics in this paper,
only the experiments are conducted under this condition. In the experiment, the Shannon entropy of the generated
image by the convolution operation after being merged by addition operation (H(conv(intp(F (i ) +F ( j ))))), the Shannon
entropy of the generated image by the convolution operation after being merged by the concatenation operation
(H(conv(intp(concat(F (i ),F ( j )))))), and the Shannon entropy of the generated image by the convolution operation after
being merged by USIM (H(conv(intp(USIM(F (i ),F ( j )))))) are compared through the experiment.

Lemma 5. The entropy of random variables increases as increasing the wide range of the domain of the distribution.

In this paper, USIM operation is generally utilized with convolution operations and batch normalization

[Proposition 1] The entropy of a random variable (X ) which is a truncated normal distribution of [0, a] is lower than
the entropy of a random variable (X ‘) which is a wide range of the truncated normal distribution of [0,b], (a < b).
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[Prove] By definition, the probability density function of truncated normal distribution with a domain ([a,b]), mean (µ),
and standard deviation (σ) is as follows:

p(x;µ,σ, a,b) = 1

σ

φ( x−µ
σ )

φ( b−µ
σ )−φ( a−µ

σ )
(20)

where φ(x) is a gaussian normal distribution function andΦ′(x) =φ(x) s.t. Φ(x) = 1
2

(
1+

√
2
π

∫ z
0 e−( x−µ

σ )
2)

d x. Therefore,
the entropy of the truncated normal distribution is calculated as follows:

H(x) =−
∫ a

0
p(x) log p(x)d x

= log
(
σz

p
2πe

)
+ αφ(α)−βφ(β)

2z

(21)

where α = − µ
σ , β = a−µ

σ , and z = Φ(β)−Φ(α). The subtraction of the entropy of two random variable (X) which is a
truncated normal distribution of [0, a] and the random variable (X ‘) which is a wide range of the truncated normal
distribution of [0,b] are then as follows:

∆H = log
z2

z1
+ α2φ(α2)−β2φ(β2)

2z2
− α1φ(α1)−β1φ(β1)

2z1
(22)

where α1 = − µ1
σ1

, β1 = a1−µ1
σ1

, z1 =Φ(β1)−Φ(α1), α2 = − µ2
σ2

, β2 = b−µ2
σ2

, and z2 =Φ(β2)−Φ(α2). Here, suppose σ1 = σ2

and µ1 =µ2, and then α1 =α2. Since it is known that the function of

f (x) = log
(
Φ(

x −µ
σ

)−Φ(α)
)
+ αφ(α)− ( x−µ

σ )φ( x−µ
σ )

2
(
Φ( x−µ

σ )−Φ(α)
) (23)

is a monotonic increasing function. Therefore, ∆H > 0 (∵ a < b).

As a result, by Proposition 1, the entropy of random variables increases as the range of the domain of the distribution
widens since the entropy of the random variables, which is in the wide range of domain, is higher.

B Appendix B. Experiments

B.1 Appendix B-1. Environment Description

We utilized a server for training SoN with public datasets. The server included two CPUs of E5-2640v, 128GB RAMs,
and eight Titan-Xp GPUs. Also, for precise and fast indoor positioning, we developed a deep learning-based indoor
positioning system with a smartphone. The server was utilized for the training of deep learning models. After training of
the SoN, an Application with the optimized SoN was implemented into the Android smartphone with a deep learning
framework, TensorFlow. For the training, the batch size of the training was set to 6, and the ADAM optimizer was utilized
with the default values of all parameters.

B.2 Appendix B-2. Dataset Description

To evaluate USIM, UG, and other deep learning models, we utilized four aerial image datasets of Inria, WHU, Korean
Urban Dataset (KUD), and LoveDA. Here, Inria and WHU are binary building datasets, and they are utilized to validate the
novel performance of USIM and UG than other operators. Meanwhile, KUD and LoveDA are multi objects segmentation
datasets in aerial images, and they are utilized for the benchmark of the deep learning model with UG and other
state-of-the-art models.

Inria dataset As the public data, an Inria dataset was utilized in the experiments. The Inria dataset (Dataset2) covered
the area of 405 km2. The aerial image had a spatial resolution of 0.3m and covers five cities (Austin, Chicago, Kitsap,
Tyrol, Vienna). Here the image sets were randomly cropped into the size of 224 × 224 from the original size of 5000×5000,
and 144,000 images were utilized for each city. Here, these images were divided into a training, a validation, and a test
set for the k-fold cross validation (k = 10); three cities are for a training, another city is for a validation and the other city
is for a test.
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WHU dataset In addition, from the WHU Building Dataset, we used one of Satellite Dataset I. The dataset was collected
from cities over the world and from various remote sensing resources including QuickBird, Worldview series, IKONOS,
ZY-3, etc. The WHU dataset contains 204 images of which size is 224 × 224 but randomly cropped so that a total number
of 20,400 images are constructed for the WHU dataset. Here, the resolutions of the WHU dataset varies from 0.3 m to 2.5
m. Likewise, these images were divided into a training, a validation, and a test set for the k-fold cross validation (k = 10);
three cities are for a training, another city is for a validation and the other city is for a test.

Korean Urban dataset The Korean Urban Dataset (KUD) is consist of aerial images over the area of Seoul, Suwon,
Anyang, Gwacheon, and Goyang. The labeled data were obtained by changing vector data provided by the government
agency of National Geographic Information Institute to images using Quantum GIS, a free and open-source GIS
application. These data are more accurate than the ones from the OSM because they have been made by experts for
many years. As changing a data format of the labeled data, the data are labeled into four classes: background, building,
road, and water. Our data set, as shown in Fig. 2, consists of pairs of RGB images with 0.51m spatial resolution and
labeled images. The data set covers an area of 551km2 and is randomly divided into an area of 486.5km2 for training
and 64.5km2 for testing. All the data were divided into multiple images with the pixel size of 224 × 224, of which 72,400
images were assigned to the training set and 9,600 to the test set. Likewise, these images were divided into a training, a
validation, and a test set for the k-fold cross-validation (k = 10), regarding the cities.

LoveDA dataset The LoveDA dataset covers 5,987 high spatial resolution (0.3m) remote sensing images from Nanjing,
Changzhou, and Wuhan Focus on different geographical environments between Urban and Rural Advance both semantic
segmentation task. The LoveDA dataset contains 2,522 images of which size is 224 × 224 but randomly cropped so that a
total number of 20,000 images are constructed for the WHU dataset.

Cityscapes dataset The Cityscapes dataset focuses on semantic understanding of urban street scenes. For segmentation
task, the Cityscapes dataset is consist of 30 classes (e.g., flat, human, vehicle, construction, object, nature, sky and
void) from 50 cities. The dataset contains 5,000 images of which size is 1024 × 2048 and is divided into training (2,975),
validation (500) and test (1,525) sets.

B.3 Appendix B-3. Experimental Results

Appendix B-3-1. Quantitative analysis

Table 5: Quantitative comparison using Inria dataset.

Inria precision recall F1 score IoU accuracy AP BJ
AU-Net 73.6% 88.5% 80.4% 67.2% 73.4% 72.9% 54.4%

CCB 76.6% 89.7% 82.6% 70.4% 76.2% 75.9% 60.3%
CCNet 76.7% 89.8% 82.8% 70.6% 76.4% 76.0% 60.7%

CCNet+UG 76.5% 90.5% 82.9% 70.8% 76.7% 75.9% 61.3%
CCNet+USIM 76.3% 90.3% 82.7% 70.5% 76.4% 75.6% 60.8%

DANet 73.9% 88.3% 80.5% 67.3% 73.5% 73.1% 54.5%
DANet+UG 75.7% 89.8% 82.1% 69.7% 75.7% 74.9% 59.1%

DANet+USIM 74.9% 89.2% 81.4% 68.7% 74.8% 74.1% 57.2%
DeepLabV3+ 73.9% 88.8% 80.7% 67.6% 73.8% 73.2% 55.2%

DeepLabV3++UG 74.5% 89.3% 81.2% 68.4% 74.5% 73.8% 56.8%
DeepLabV3++USIM 72.4% 88.0% 79.4% 65.9% 72.3% 71.5% 52.1%

DLR9 74.9% 88.8% 81.2% 68.4% 74.5% 74.1% 56.6%
DLR9+UG 81.8% 92.7% 86.9% 76.8% 81.8% 81.1% 71.9%

DLR9+USIM 75.9% 89.5% 82.1% 69.7% 75.6% 75.2% 59.0%
ESPCN+TreeUNet 79.7% 91.7% 85.3% 74.4% 79.7% 79.1% 67.6%

FCN 69.4% 87.5% 77.4% 63.2% 70.1% 68.7% 47.5%
FCN+UG 73.9% 88.2% 80.4% 67.2% 73.4% 73.1% 54.4%

FCN+USIM 72.1% 87.9% 79.2% 65.6% 72.0% 71.5% 51.5%
FusionNet 71.3% 88.3% 78.9% 65.2% 71.8% 70.6% 51.1%

FusionNet+UG 74.5% 89.3% 81.2% 68.4% 74.5% 73.6% 56.8%
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FusionNet+USIM 73.8% 88.7% 80.6% 67.4% 73.7% 73.0% 55.0%
Red-Net 77.0% 90.6% 83.2% 71.2% 77.0% 76.2% 62.0%

Red-Net+UG 83.2% 93.2% 87.9% 78.4% 83.1% 82.5% 74.7%
Red-Net+USIM 77.6% 91.1% 83.8% 72.2% 77.9% 77.0% 63.8%

RPCNet 76.4% 90.1% 82.7% 70.5% 76.4% 75.7% 60.7%
RPCNet+UG 83.3% 93.5% 88.1% 78.8% 83.4% 82.8% 75.5%

RPCNet+USIM 76.7% 90.3% 82.9% 70.8% 76.7% 76.0% 61.2%
TreeUNet 77.8% 91.0% 83.9% 72.3% 77.9% 77.1% 63.9%

TreeUNet+UG 83.4% 93.5% 88.1% 78.8% 83.4% 82.8% 75.4%
TreeUNet+USIM 79.5% 91.6% 85.1% 74.1% 79.5% 78.8% 67.2%

U-Net 72.6% 87.9% 79.5% 66.0% 72.4% 71.8% 52.3%
U-Net+UG 75.4% 89.5% 81.8% 69.3% 75.3% 74.6% 58.3%

U-Net+USIM 73.4% 88.5% 80.2% 67.0% 73.3% 72.6% 54.1%
U-NetPPL 74.7% 89.4% 81.4% 68.6% 74.7% 73.9% 57.2%

U-NetPPL+UG 77.1% 90.7% 83.3% 71.4% 77.2% 76.3% 62.4%
U-NetPPL+USIM 75.4% 89.9% 82.0% 69.5% 75.6% 74.7% 58.9%

Table 6: Quantitative comparison using WHU dataset.

WHU precision recall F1 score IoU accuracy AP BJ
AU-Net 67.8% 86.0% 75.9% 61.1% 69.1% 67.0% 45.4%

CCB 73.2% 86.8% 79.4% 65.9% 72.9% 71.9% 53.3%
CCNet 72.3% 87.6% 79.2% 65.6% 72.9% 71.2% 53.3%

CCNet+UG 75.0% 87.6% 80.8% 67.8% 74.5% 73.9% 56.8%
CCNet+USIM 73.0% 86.8% 79.3% 65.7% 72.8% 72.5% 53.0%

DANet 71.3% 86.0% 77.9% 63.9% 71.1% 70.4% 49.7%
DANet+UG 73.4% 87.4% 79.8% 66.3% 73.4% 72.5% 54.3%

DANet+USIM 71.5% 86.4% 78.3% 64.3% 71.6% 70.8% 50.6%
DeepLabV3+ 70.4% 86.2% 77.5% 63.3% 70.8% 69.7% 48.9%

DeepLabV3++UG 71.1% 86.3% 78.0% 63.9% 71.3% 70.6% 49.9%
DeepLabV3++USIM 71.2% 86.1% 77.9% 63.8% 71.1% 70.0% 49.6%

DLR9 71.7% 87.1% 78.6% 64.8% 72.1% 71.0% 51.8%
DLR9+UG 78.7% 89.7% 83.9% 72.2% 78.3% 77.8% 64.8%

DLR9+USIM 73.2% 87.1% 79.5% 66.0% 73.0% 72.5% 53.7%
ESPCN+TreeUNet 77.4% 88.4% 82.5% 70.3% 76.6% 76.2% 61.1%

FCN 67.3% 83.7% 74.6% 59.5% 67.3% 66.4% 41.5%
FCN+UG 71.0% 86.1% 77.9% 63.7% 71.1% 70.2% 49.6%

FCN+USIM 70.6% 85.1% 77.2% 62.9% 70.2% 69.9% 47.6%
FusionNet 69.8% 85.2% 76.8% 62.3% 69.8% 68.8% 46.7%

FusionNet+UG 71.5% 87.1% 78.6% 64.7% 72.1% 70.3% 51.6%
FusionNet+USIM 70.8% 86.2% 77.7% 63.6% 71.0% 69.6% 49.3%

Red-Net 73.5% 87.0% 79.7% 66.3% 73.2% 72.5% 54.0%
Red-Net+UG 79.6% 90.4% 84.6% 73.3% 79.3% 78.8% 66.8%

Red-Net+USIM 75.9% 88.8% 81.9% 69.3% 75.9% 75.3% 59.7%
RPCNet 73.3% 86.9% 79.5% 66.0% 73.0% 72.5% 53.6%

RPCNet+UG 79.8% 89.8% 84.5% 73.2% 79.1% 79.0% 66.3%
RPCNet+USIM 74.1% 87.4% 80.2% 67.0% 73.8% 73.3% 55.3%

TreeUNet 76.2% 87.9% 81.6% 68.9% 75.4% 75.4% 58.6%
TreeUNet+UG 79.4% 89.6% 84.2% 72.7% 78.7% 78.5% 65.5%

TreeUNet+USIM 76.0% 87.9% 81.5% 68.8% 75.3% 75.2% 58.5%
U-Net 70.1% 84.8% 76.8% 62.3% 69.7% 69.2% 46.5%

U-Net+UG 71.9% 86.6% 78.6% 64.8% 72.0% 70.9% 51.4%
U-Net+USIM 68.9% 85.1% 76.2% 61.5% 69.2% 67.8% 45.5%

U-NetPPL 73.3% 87.1% 79.6% 66.1% 73.1% 72.2% 53.8%
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U-NetPPL+UG 74.1% 87.0% 80.1% 66.8% 73.6% 73.4% 54.8%
U-NetPPL+USIM 72.9% 87.2% 79.4% 65.9% 73.0% 71.9% 53.5%

Table 7: Quantitative comparison using KUD dataset.

Background Class (0) precision recall F1 score IoU accuracy AP BJ
AU-Net 93.6% 78.5% 85.4% 74.5% 83.1% 89.6% 39.9%

CCB 94.8% 80.2% 86.9% 76.8% 84.8% 91.0% 44.7%
CCNet 93.9% 80.6% 86.7% 76.5% 84.5% 90.2% 43.3%

CCNet+UG 95.4% 83.9% 89.3% 80.6% 87.4% 92.2% 51.6%
CCNet+USIM 94.6% 81.4% 87.6% 77.9% 85.5% 91.1% 46.2%

DANet 94.0% 79.9% 86.4% 76.0% 84.2% 90.2% 42.6%
DANet+UG 94.7% 83.2% 88.6% 79.5% 86.5% 91.5% 49.0%

DANet+USIM 94.0% 81.1% 87.1% 77.1% 84.9% 90.4% 44.3%
DeepLabV3+ 94.1% 78.6% 85.7% 74.9% 83.5% 90.0% 41.0%

DeepLabV3++UG 94.5% 82.5% 88.1% 78.7% 86.0% 91.2% 47.4%
DeepLabV3++USIM 93.9% 79.4% 86.1% 75.5% 83.9% 90.0% 41.8%

DLR9 94.3% 80.3% 86.7% 76.5% 84.6% 90.5% 43.7%
DLR9+UG 95.2% 83.0% 88.7% 79.6% 86.7% 91.9% 49.7%

DLR9+USIM 94.7% 81.3% 87.5% 77.8% 85.4% 91.1% 46.1%
ESPCN+TreeUNet 94.1% 82.2% 87.8% 78.2% 85.6% 90.8% 46.2%

FCN 93.3% 79.8% 86.0% 75.5% 83.8% 89.6% 41.2%
FCN+UG 94.2% 82.4% 87.9% 78.4% 85.8% 90.9% 46.7%

FCN+USIM 93.2% 79.1% 85.6% 74.8% 83.3% 89.3% 39.9%
FusionNet 94.1% 79.7% 86.3% 75.9% 84.1% 90.2% 42.5%

FusionNet+UG 94.8% 81.7% 87.8% 78.3% 85.8% 91.3% 47.0%
FusionNet+USIM 94.3% 80.9% 87.1% 77.1% 84.9% 90.7% 44.7%

Red-Net 94.7% 81.5% 87.6% 77.9% 85.5% 91.1% 46.3%
Red-Net+UG 95.3% 83.6% 89.0% 80.2% 87.1% 92.1% 50.8%

Red-Net+USIM 94.3% 82.4% 87.9% 78.5% 85.8% 91.0% 46.9%
RPCNet 94.7% 80.9% 87.3% 77.4% 85.2% 91.1% 45.5%

RPCNet+UG 95.4% 84.7% 89.7% 81.4% 87.8% 92.4% 52.9%
RPCNet+USIM 93.9% 80.1% 86.4% 76.1% 84.2% 90.1% 42.6%

TreeUNet 94.5% 80.7% 87.1% 77.1% 85.0% 90.8% 44.9%
TreeUNet+UG 95.0% 84.4% 89.4% 80.8% 87.4% 92.0% 51.4%

TreeUNet+USIM 94.6% 82.1% 87.9% 78.4% 85.8% 91.2% 47.1%
U-Net 93.5% 80.2% 86.4% 76.0% 84.1% 89.8% 42.1%

U-Net+UG 94.8% 83.0% 88.5% 79.4% 86.5% 91.5% 48.8%
U-Net+USIM 93.9% 79.6% 86.2% 75.7% 84.0% 90.1% 42.1%

U-NetPPL 94.2% 79.7% 86.4% 76.0% 84.2% 90.4% 42.9%
U-NetPPL+UG 94.6% 83.0% 88.4% 79.2% 86.4% 91.3% 48.4%

U-NetPPL+USIM 94.3% 79.4% 86.2% 75.8% 84.1% 90.4% 42.6%
Building Class (1) precision recall F1 score IoU accuracy AP BJ

AU-Net 63.3% 91.1% 74.7% 59.6% 88.2% 60.7% 32.1%
CCB 65.9% 92.5% 76.9% 62.5% 89.4% 63.5% 36.0%

CCNet 64.6% 91.7% 75.8% 61.0% 88.8% 62.1% 34.0%
CCNet+UG 69.6% 93.3% 79.7% 66.3% 90.9% 67.2% 41.4%

CCNet+USIM 66.3% 92.3% 77.2% 62.8% 89.6% 63.9% 36.5%
DANet 64.1% 91.6% 75.4% 60.6% 88.6% 61.8% 33.4%

DANet+UG 69.1% 92.1% 79.0% 65.2% 90.6% 66.5% 40.1%
DANet+USIM 66.1% 91.7% 76.8% 62.4% 89.4% 63.5% 35.9%
DeepLabV3+ 63.0% 91.5% 74.6% 59.5% 88.1% 60.5% 31.8%

DeepLabV3++UG 67.6% 93.1% 78.4% 64.4% 90.2% 65.4% 38.7%
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DeepLabV3++USIM 63.9% 91.2% 75.2% 60.2% 88.5% 61.3% 32.9%
DLR9 65.1% 92.1% 76.3% 61.7% 89.0% 62.7% 34.9%

DLR9+UG 68.9% 93.5% 79.3% 65.8% 90.7% 66.8% 40.7%
DLR9+USIM 65.7% 92.4% 76.8% 62.3% 89.3% 63.3% 35.7%

ESPCN+TreeUNet 66.4% 91.9% 77.1% 62.7% 89.6% 63.9% 36.5%
FCN 64.7% 90.1% 75.3% 60.4% 88.7% 61.6% 33.3%

FCN+UG 68.4% 92.0% 78.4% 64.5% 90.3% 65.7% 39.1%
FCN+USIM 63.4% 91.7% 75.0% 60.0% 88.3% 60.9% 32.5%

FusionNet 64.7% 92.1% 76.0% 61.3% 88.9% 62.4% 34.4%
FusionNet+UG 66.1% 92.6% 77.2% 62.8% 89.5% 63.9% 36.5%

FusionNet+USIM 65.9% 92.0% 76.8% 62.3% 89.4% 63.3% 35.8%
Red-Net 66.8% 92.3% 77.5% 63.3% 89.8% 64.4% 37.2%

Red-Net+UG 70.1% 93.1% 80.0% 66.6% 91.1% 67.7% 42.1%
Red-Net+USIM 68.3% 91.8% 78.3% 64.4% 90.3% 65.6% 38.9%

RPCNet 65.5% 92.1% 76.6% 62.0% 89.2% 63.0% 35.4%
RPCNet+UG 69.6% 93.0% 79.6% 66.1% 90.9% 67.2% 41.4%

RPCNet+USIM 64.4% 92.3% 75.9% 61.1% 88.8% 62.2% 34.1%
TreeUNet 65.7% 92.1% 76.7% 62.2% 89.3% 63.4% 35.7%

TreeUNet+UG 69.9% 92.9% 79.8% 66.4% 91.0% 67.4% 41.7%
TreeUNet+USIM 66.2% 92.7% 77.3% 62.9% 89.6% 64.0% 36.7%

U-Net 64.5% 91.0% 75.5% 60.6% 88.7% 61.8% 33.5%
U-Net+UG 68.4% 92.2% 78.5% 64.6% 90.3% 65.8% 39.2%

U-Net+USIM 63.0% 90.9% 74.4% 59.3% 88.0% 60.4% 31.7%
U-NetPPL 64.6% 92.0% 75.9% 61.2% 88.8% 62.2% 34.2%

U-NetPPL+UG 68.1% 92.5% 78.5% 64.6% 90.3% 65.6% 39.0%
U-NetPPL+USIM 63.2% 92.2% 75.0% 60.0% 88.2% 60.8% 32.4%

Road Class (2) precision recall F1 score IoU accuracy AP BJ
AU-Net 68.0% 71.3% 69.6% 53.4% 90.4% 56.4% 29.2%

CCB 70.0% 74.4% 72.1% 56.4% 91.2% 59.3% 32.7%
CCNet 71.0% 70.6% 70.8% 54.8% 91.1% 58.4% 31.4%

CCNet+UG 75.3% 76.2% 75.7% 60.9% 92.5% 64.3% 39.0%
CCNet+USIM 71.8% 73.0% 72.4% 56.7% 91.5% 60.0% 33.5%

DANet 70.2% 71.7% 70.9% 54.9% 91.0% 58.3% 31.3%
DANet+UG 73.9% 75.9% 74.9% 59.8% 92.2% 63.1% 37.4%

DANet+USIM 69.9% 71.0% 70.4% 54.4% 90.8% 57.8% 30.7%
DeepLabV3+ 69.6% 72.5% 71.0% 55.1% 90.9% 58.2% 31.3%

DeepLabV3++UG 73.9% 73.6% 73.8% 58.4% 92.0% 62.0% 35.9%
DeepLabV3++USIM 69.2% 71.4% 70.2% 54.1% 90.7% 57.4% 30.2%

DLR9 71.6% 73.7% 72.6% 57.0% 91.5% 60.2% 33.8%
DLR9+UG 75.1% 77.4% 76.2% 61.6% 92.6% 64.8% 39.7%

DLR9+USIM 73.0% 73.8% 73.4% 58.0% 91.8% 61.3% 35.1%
ESPCN+TreeUNet 73.1% 72.0% 72.5% 56.9% 91.6% 60.6% 34.1%

FCN 68.3% 70.9% 69.6% 53.4% 90.5% 56.5% 29.3%
FCN+UG 71.9% 74.1% 72.9% 57.4% 91.6% 60.6% 34.2%

FCN+USIM 67.6% 67.2% 67.4% 50.8% 90.0% 54.3% 26.7%
FusionNet 69.9% 72.1% 71.0% 55.0% 91.0% 58.3% 31.3%

FusionNet+UG 74.3% 75.1% 74.7% 59.6% 92.2% 63.0% 37.3%
FusionNet+USIM 71.8% 73.8% 72.7% 57.2% 91.5% 60.4% 34.0%

Red-Net 71.2% 74.0% 72.6% 56.9% 91.4% 60.0% 33.6%
Red-Net+UG 75.0% 78.3% 76.6% 62.1% 92.7% 65.0% 40.1%

Red-Net+USIM 70.8% 73.1% 71.9% 56.1% 91.2% 59.3% 32.6%
RPCNet 70.6% 73.6% 72.0% 56.3% 91.2% 59.4% 32.8%

RPCNet+UG 77.4% 76.7% 77.1% 62.7% 93.0% 66.2% 41.5%
RPCNet+USIM 70.7% 70.8% 70.7% 54.7% 91.0% 58.1% 31.2%

TreeUNet 71.4% 74.0% 72.6% 57.0% 91.5% 60.1% 33.7%
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TreeUNet+UG 76.6% 76.4% 76.5% 61.9% 92.8% 65.5% 40.5%
TreeUNet+USIM 73.3% 72.8% 73.0% 57.5% 91.7% 61.0% 34.7%

U-Net 70.8% 71.6% 71.2% 55.3% 91.1% 58.8% 31.9%
U-Net+UG 73.5% 74.7% 74.1% 58.9% 92.0% 62.1% 36.2%

U-Net+USIM 70.7% 70.6% 70.7% 54.7% 91.0% 58.2% 31.2%
U-NetPPL 69.7% 73.3% 71.5% 55.6% 91.0% 58.6% 31.8%

U-NetPPL+UG 74.2% 73.8% 74.0% 58.7% 92.0% 62.3% 36.3%
U-NetPPL+USIM 71.4% 72.2% 71.8% 56.0% 91.3% 59.4% 32.7%

Water Class (3) precision recall F1 score IoU accuracy AP BJ
AU-Net 65.7% 88.8% 75.5% 60.7% 98.4% 59.4% 43.5%

CCB 65.7% 88.7% 75.5% 60.6% 98.4% 59.3% 43.4%
CCNet 66.4% 88.7% 75.9% 61.2% 98.4% 60.0% 44.1%

CCNet+UG 70.0% 90.9% 79.1% 65.4% 98.7% 64.6% 49.7%
CCNet+USIM 66.5% 90.0% 76.5% 61.9% 98.5% 60.9% 45.2%

DANet 67.3% 87.6% 76.1% 61.4% 98.5% 60.1% 44.3%
DANet+UG 68.3% 90.3% 77.8% 63.6% 98.6% 62.6% 47.4%

DANet+USIM 66.3% 88.2% 75.7% 60.9% 98.4% 59.6% 43.7%
DeepLabV3+ 65.9% 89.2% 75.8% 61.0% 98.4% 59.8% 44.0%

DeepLabV3++UG 68.5% 89.6% 77.7% 63.5% 98.6% 62.4% 47.1%
DeepLabV3++USIM 64.9% 87.7% 74.6% 59.5% 98.3% 58.1% 41.9%

DLR9 66.4% 89.1% 76.1% 61.4% 98.4% 60.3% 44.5%
DLR9+UG 70.8% 90.8% 79.5% 66.0% 98.7% 65.2% 50.5%

DLR9+USIM 67.1% 88.8% 76.5% 61.9% 98.5% 60.7% 45.0%
ESPCN+TreeUNet 68.6% 88.9% 77.5% 63.2% 98.6% 62.2% 46.7%

FCN 65.4% 87.8% 74.9% 59.9% 98.4% 58.5% 42.4%
FCN+UG 68.9% 88.4% 77.4% 63.2% 98.6% 62.1% 46.6%

FCN+USIM 64.3% 88.1% 74.4% 59.2% 98.3% 57.8% 41.6%
FusionNet 65.3% 88.2% 75.0% 60.0% 98.4% 58.7% 42.7%

FusionNet+UG 68.6% 89.4% 77.6% 63.4% 98.6% 62.4% 47.0%
FusionNet+USIM 66.0% 88.3% 75.6% 60.7% 98.4% 59.4% 43.5%

Red-Net 68.1% 88.4% 76.9% 62.5% 98.5% 61.3% 45.7%
Red-Net+UG 71.8% 90.1% 79.9% 66.5% 98.7% 65.6% 51.0%

Red-Net+USIM 67.5% 89.1% 76.8% 62.3% 98.5% 61.3% 45.7%
RPCNet 70.0% 88.7% 78.2% 64.3% 98.6% 63.2% 48.0%

RPCNet+UG 72.3% 90.2% 80.3% 67.0% 98.8% 66.2% 51.7%
RPCNet+USIM 66.7% 88.5% 76.1% 61.4% 98.4% 60.2% 44.4%

TreeUNet 66.4% 89.1% 76.1% 61.4% 98.4% 60.2% 44.4%
TreeUNet+UG 71.3% 91.1% 80.0% 66.7% 98.7% 65.8% 51.3%

TreeUNet+USIM 69.0% 88.9% 77.7% 63.5% 98.6% 62.4% 47.0%
U-Net 66.7% 87.7% 75.8% 61.0% 98.4% 59.6% 43.7%

U-Net+UG 67.8% 89.1% 77.0% 62.6% 98.5% 61.6% 46.0%
U-Net+USIM 63.4% 87.6% 73.6% 58.2% 98.2% 56.8% 40.4%

U-NetPPL 69.1% 88.7% 77.7% 63.5% 98.6% 62.5% 47.1%
U-NetPPL+UG 68.3% 90.0% 77.7% 63.5% 98.6% 62.4% 47.1%

U-NetPPL+USIM 66.0% 88.1% 75.5% 60.6% 98.4% 59.3% 43.3%

Table 8: Quantitative comparison using LoveDA dataset.

Agriculture Class precision recall F1 score IoU accuracy AP BJ
AU-Net 66.3% 78.0% 71.6% 55.8% 90.3% 58.0% 31.0%

CCB 68.7% 78.8% 73.4% 58.0% 91.0% 60.2% 33.7%
CCNet 68.0% 79.1% 73.1% 57.6% 90.9% 59.8% 33.2%

CCNet+UG 74.4% 81.2% 77.6% 63.4% 92.7% 66.0% 41.3%
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CCNet+USIM 68.4% 78.8% 73.2% 57.8% 91.0% 60.0% 33.5%
DANet 66.4% 78.7% 72.0% 56.3% 90.4% 58.4% 31.5%

DANet+UG 70.3% 81.3% 75.4% 60.5% 91.7% 62.6% 36.9%
DANet+USIM 68.4% 78.0% 72.9% 57.3% 90.9% 59.8% 33.1%
DeepLabV3+ 67.6% 78.0% 72.4% 56.8% 90.7% 59.0% 32.2%

DeepLabV3++UG 69.3% 82.0% 75.1% 60.1% 91.5% 62.1% 36.2%
DeepLabV3++USIM 68.0% 77.8% 72.6% 57.0% 90.8% 59.3% 32.5%

DLR9 67.0% 78.8% 72.4% 56.8% 90.6% 58.9% 32.1%
DLR9+UG 72.7% 82.4% 77.3% 62.9% 92.4% 65.1% 40.3%

DLR9+USIM 70.9% 78.3% 74.4% 59.3% 91.6% 61.9% 35.8%
ESPCN+TreeUNet 69.8% 80.8% 74.9% 59.8% 91.5% 62.0% 36.1%

FCN 66.4% 77.2% 71.4% 55.5% 90.3% 57.8% 30.6%
FCN+UG 70.2% 81.1% 75.3% 60.3% 91.6% 62.5% 36.7%

FCN+USIM 67.8% 78.6% 72.8% 57.3% 90.8% 59.4% 32.8%
FusionNet 65.8% 77.4% 71.1% 55.2% 90.2% 57.3% 30.2%

FusionNet+UG 70.5% 79.7% 74.8% 59.8% 91.6% 62.3% 36.2%
FusionNet+USIM 69.5% 78.0% 73.5% 58.1% 91.2% 60.5% 34.1%

Red-Net 68.5% 79.2% 73.5% 58.1% 91.0% 60.3% 33.8%
Red-Net+UG 73.5% 82.1% 77.6% 63.3% 92.5% 65.7% 41.0%

Red-Net+USIM 71.6% 80.7% 75.8% 61.1% 91.9% 63.4% 37.9%
RPCNet 69.2% 79.2% 73.9% 58.6% 91.2% 61.0% 34.6%

RPCNet+UG 73.2% 82.0% 77.4% 63.1% 92.5% 65.4% 40.6%
RPCNet+USIM 69.2% 80.6% 74.4% 59.3% 91.3% 61.4% 35.3%

TreeUNet 70.5% 79.6% 74.8% 59.7% 91.6% 62.0% 36.1%
TreeUNet+UG 73.1% 82.8% 77.7% 63.5% 92.5% 65.7% 41.0%

TreeUNet+USIM 71.1% 81.2% 75.8% 61.1% 91.9% 63.3% 37.8%
U-Net 67.8% 78.2% 72.7% 57.1% 90.8% 59.3% 32.6%

U-Net+UG 72.5% 80.9% 76.5% 61.9% 92.2% 64.3% 39.1%
U-Net+USIM 67.5% 77.1% 72.0% 56.2% 90.6% 58.6% 31.7%

U-NetPPL 70.1% 79.7% 74.6% 59.5% 91.5% 61.8% 35.7%
U-NetPPL+UG 72.8% 81.1% 76.7% 62.3% 92.3% 64.6% 39.5%

U-NetPPL+USIM 66.8% 79.2% 72.5% 56.9% 90.6% 58.9% 32.1%
Background Class precision recall F1 score IoU accuracy AP BJ

AU-Net 52.2% 86.9% 65.2% 48.4% 96.0% 46.9% 28.3%
CCB 54.6% 88.1% 67.5% 50.9% 96.4% 49.7% 31.2%

CCNet 53.3% 88.1% 66.4% 49.7% 96.2% 48.6% 30.0%
CCNet+UG 57.7% 89.1% 70.1% 53.9% 96.8% 52.8% 34.7%

CCNet+USIM 53.0% 87.3% 65.9% 49.2% 96.1% 47.8% 29.3%
DANet 51.5% 87.5% 64.9% 48.0% 96.0% 46.7% 28.0%

DANet+UG 57.5% 89.3% 70.0% 53.8% 96.7% 52.8% 34.6%
DANet+USIM 53.4% 87.5% 66.3% 49.6% 96.2% 48.4% 29.8%
DeepLabV3+ 53.3% 87.2% 66.2% 49.4% 96.2% 48.1% 29.6%

DeepLabV3++UG 56.4% 89.3% 69.1% 52.8% 96.6% 51.7% 33.5%
DeepLabV3++USIM 51.5% 87.7% 64.9% 48.0% 95.9% 46.6% 28.0%

DLR9 53.7% 87.2% 66.5% 49.8% 96.2% 48.4% 29.9%
DLR9+UG 60.6% 89.8% 72.4% 56.7% 97.1% 55.8% 38.0%

DLR9+USIM 54.0% 88.0% 66.9% 50.3% 96.3% 49.1% 30.6%
ESPCN+TreeUNet 55.8% 88.9% 68.6% 52.2% 96.5% 51.0% 32.7%

FCN 50.4% 86.1% 63.6% 46.6% 95.8% 45.1% 26.4%
FCN+UG 55.5% 88.2% 68.1% 51.6% 96.5% 50.4% 32.0%

FCN+USIM 50.3% 87.2% 63.8% 46.8% 95.8% 45.5% 26.8%
FusionNet 51.1% 86.6% 64.3% 47.4% 95.9% 46.0% 27.3%

FusionNet+UG 55.3% 88.8% 68.2% 51.7% 96.5% 50.5% 32.1%
FusionNet+USIM 53.1% 87.6% 66.1% 49.4% 96.2% 48.2% 29.6%

Red-Net 56.4% 88.0% 68.7% 52.4% 96.6% 51.1% 32.8%
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Red-Net+UG 58.5% 90.0% 70.9% 55.0% 96.9% 54.0% 36.0%
Red-Net+USIM 53.6% 88.4% 66.7% 50.1% 96.2% 48.9% 30.4%

RPCNet 53.7% 88.4% 66.8% 50.1% 96.2% 48.9% 30.4%
RPCNet+UG 59.4% 89.8% 71.5% 55.6% 96.9% 54.6% 36.7%

RPCNet+USIM 55.0% 88.1% 67.7% 51.2% 96.4% 49.9% 31.5%
TreeUNet 55.0% 88.6% 67.9% 51.4% 96.4% 50.3% 31.8%

TreeUNet+UG 60.6% 89.3% 72.2% 56.5% 97.1% 55.5% 37.7%
TreeUNet+USIM 56.2% 89.2% 68.9% 52.6% 96.6% 51.4% 33.1%

U-Net 50.8% 86.7% 64.1% 47.2% 95.9% 45.6% 27.0%
U-Net+UG 54.3% 88.4% 67.3% 50.7% 96.3% 49.4% 31.0%

U-Net+USIM 51.9% 87.2% 65.0% 48.2% 96.0% 46.8% 28.2%
U-NetPPL 54.2% 88.1% 67.2% 50.6% 96.3% 49.4% 30.9%

U-NetPPL+UG 58.3% 89.1% 70.4% 54.4% 96.8% 53.2% 35.2%
U-NetPPL+USIM 54.8% 88.3% 67.6% 51.1% 96.4% 49.9% 31.4%

Barren Class precision recall F1 score IoU accuracy AP BJ
AU-Net 59.2% 80.4% 68.2% 51.7% 91.9% 52.0% 28.2%

CCB 60.6% 81.2% 69.4% 53.2% 92.2% 53.4% 29.8%
CCNet 60.6% 80.4% 69.1% 52.8% 92.2% 53.1% 29.4%

CCNet+UG 61.6% 83.0% 70.7% 54.7% 92.6% 54.9% 31.5%
CCNet+USIM 60.1% 81.0% 69.0% 52.6% 92.1% 52.9% 29.2%

DANet 56.1% 80.9% 66.3% 49.6% 91.1% 49.4% 25.5%
DANet+UG 59.1% 81.9% 68.6% 52.3% 91.9% 52.4% 28.7%

DANet+USIM 57.3% 81.0% 67.1% 50.5% 91.4% 50.6% 26.7%
DeepLabV3+ 59.1% 80.6% 68.2% 51.8% 91.9% 51.9% 28.1%

DeepLabV3++UG 60.5% 82.9% 69.9% 53.8% 92.3% 54.0% 30.4%
DeepLabV3++USIM 55.5% 80.1% 65.6% 48.8% 90.9% 48.7% 24.7%

DLR9 58.4% 80.8% 67.8% 51.3% 91.7% 51.5% 27.6%
DLR9+UG 63.3% 84.8% 72.5% 56.9% 93.0% 57.3% 34.3%

DLR9+USIM 58.8% 81.7% 68.4% 52.0% 91.8% 52.2% 28.3%
ESPCN+TreeUNet 61.7% 81.9% 70.4% 54.3% 92.5% 54.7% 31.2%

FCN 55.4% 79.4% 65.3% 48.5% 90.8% 48.5% 24.4%
FCN+UG 60.9% 81.6% 69.7% 53.5% 92.3% 53.9% 30.3%

FCN+USIM 57.8% 79.6% 66.9% 50.3% 91.5% 50.5% 26.5%
FusionNet 55.9% 80.2% 65.8% 49.1% 91.0% 49.1% 25.0%

FusionNet+UG 62.8% 81.9% 71.1% 55.2% 92.8% 55.5% 32.2%
FusionNet+USIM 58.8% 80.9% 68.1% 51.6% 91.8% 51.8% 28.0%

Red-Net 60.0% 81.6% 69.2% 52.9% 92.1% 53.1% 29.4%
Red-Net+UG 63.6% 84.5% 72.6% 57.0% 93.1% 57.3% 34.4%

Red-Net+USIM 59.0% 80.8% 68.2% 51.8% 91.8% 51.8% 28.0%
RPCNet 61.7% 81.2% 70.1% 54.0% 92.5% 54.4% 30.8%

RPCNet+UG 63.0% 83.2% 71.7% 55.9% 92.9% 56.2% 33.0%
RPCNet+USIM 59.8% 81.6% 69.0% 52.7% 92.1% 52.9% 29.2%

TreeUNet 62.1% 81.2% 70.4% 54.3% 92.6% 54.6% 31.2%
TreeUNet+UG 65.9% 84.1% 73.9% 58.6% 93.6% 59.0% 36.5%

TreeUNet+USIM 59.7% 82.4% 69.3% 53.0% 92.1% 53.2% 29.5%
U-Net 58.4% 80.3% 67.6% 51.1% 91.7% 51.3% 27.3%

U-Net+UG 61.3% 82.5% 70.3% 54.2% 92.4% 54.4% 31.0%
U-Net+USIM 57.6% 79.9% 66.9% 50.3% 91.4% 50.5% 26.5%

U-NetPPL 58.0% 81.1% 67.6% 51.1% 91.6% 51.3% 27.4%
U-NetPPL+UG 61.0% 83.4% 70.5% 54.4% 92.4% 54.7% 31.2%

U-NetPPL+USIM 58.8% 80.4% 67.9% 51.4% 91.8% 51.5% 27.6%
Building Class precision recall F1 score IoU accuracy AP BJ

AU-Net 88.8% 35.8% 51.1% 34.3% 69.6% 67.0% 11.0%
CCB 91.0% 40.9% 56.4% 39.3% 72.0% 70.3% 14.5%

CCNet 90.8% 41.5% 57.0% 39.8% 72.2% 70.4% 14.8%
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CCNet+UG 92.3% 46.8% 62.1% 45.0% 74.7% 73.6% 18.9%
CCNet+USIM 90.0% 38.3% 53.7% 36.7% 70.8% 68.7% 12.7%

DANet 87.7% 32.5% 47.4% 31.0% 68.1% 64.9% 9.1%
DANet+UG 91.5% 41.5% 57.1% 39.9% 72.4% 70.8% 15.1%

DANet+USIM 89.8% 37.3% 52.7% 35.8% 70.4% 68.1% 12.1%
DeepLabV3+ 88.9% 35.9% 51.1% 34.3% 69.6% 67.1% 11.0%

DeepLabV3++UG 91.4% 41.7% 57.2% 40.1% 72.4% 70.8% 15.2%
DeepLabV3++USIM 88.5% 33.1% 48.2% 31.7% 68.5% 65.7% 9.6%

DLR9 88.8% 36.3% 51.5% 34.7% 69.8% 67.2% 11.2%
DLR9+UG 93.2% 47.7% 63.1% 46.1% 75.3% 74.5% 20.1%

DLR9+USIM 90.2% 37.1% 52.6% 35.7% 70.4% 68.2% 12.1%
ESPCN+TreeUNet 91.4% 42.0% 57.6% 40.4% 72.6% 71.0% 15.4%

FCN 87.3% 31.1% 45.8% 29.7% 67.5% 64.2% 8.4%
FCN+UG 91.4% 41.9% 57.5% 40.3% 72.5% 70.9% 15.3%

FCN+USIM 88.2% 33.0% 48.1% 31.6% 68.4% 65.4% 9.5%
FusionNet 88.3% 33.3% 48.3% 31.9% 68.5% 65.6% 9.6%

FusionNet+UG 91.8% 44.6% 60.0% 42.9% 73.7% 72.3% 17.2%
FusionNet+USIM 89.5% 37.0% 52.3% 35.4% 70.2% 67.8% 11.8%

Red-Net 90.9% 39.4% 55.0% 37.9% 71.4% 69.6% 13.6%
Red-Net+UG 93.3% 49.7% 64.8% 47.9% 76.1% 75.3% 21.6%

Red-Net+USIM 90.8% 40.2% 55.8% 38.7% 71.7% 69.9% 14.1%
RPCNet 91.0% 42.1% 57.5% 40.4% 72.5% 70.7% 15.2%

RPCNet+UG 93.1% 47.8% 63.2% 46.2% 75.3% 74.4% 20.1%
RPCNet+USIM 90.0% 36.6% 52.1% 35.2% 70.1% 67.9% 11.8%

TreeUNet 91.7% 45.1% 60.5% 43.4% 73.9% 72.5% 17.4%
TreeUNet+UG 93.3% 49.7% 64.9% 48.0% 76.2% 75.4% 21.6%

TreeUNet+USIM 90.9% 39.9% 55.5% 38.4% 71.6% 69.8% 13.9%
U-Net 88.9% 37.2% 52.4% 35.5% 70.1% 67.6% 11.7%

U-Net+UG 91.5% 43.2% 58.7% 41.5% 73.1% 71.6% 16.1%
U-Net+USIM 89.0% 36.3% 51.6% 34.7% 69.8% 67.3% 11.2%

U-NetPPL 90.4% 38.1% 53.6% 36.6% 70.8% 68.7% 12.7%
U-NetPPL+UG 92.2% 44.6% 60.2% 43.0% 73.8% 72.5% 17.4%

U-NetPPL+USIM 90.4% 38.4% 53.9% 36.9% 70.9% 68.9% 12.9%
Forest Class precision recall F1 score IoU accuracy AP BJ

AU-Net 42.8% 85.0% 56.9% 39.8% 92.1% 38.5% 18.4%
CCB 44.9% 85.8% 59.0% 41.8% 92.6% 40.8% 20.5%

CCNet 48.2% 85.7% 61.7% 44.6% 93.4% 43.3% 23.1%
CCNet+UG 50.2% 87.3% 63.7% 46.8% 93.9% 45.8% 25.5%

CCNet+USIM 46.7% 85.6% 60.5% 43.3% 93.1% 42.2% 21.9%
DANet 45.1% 84.8% 58.9% 41.7% 92.7% 40.5% 20.2%

DANet+UG 49.0% 87.5% 62.8% 45.8% 93.6% 44.8% 24.5%
DANet+USIM 45.2% 85.4% 59.1% 41.9% 92.7% 40.7% 20.4%
DeepLabV3+ 43.8% 86.1% 58.1% 40.9% 92.3% 39.8% 19.6%

DeepLabV3++UG 50.0% 87.5% 63.6% 46.7% 93.8% 45.7% 25.4%
DeepLabV3++USIM 43.9% 86.5% 58.3% 41.1% 92.3% 40.0% 19.8%

DLR9 46.2% 85.6% 60.0% 42.9% 93.0% 41.9% 21.5%
DLR9+UG 52.7% 88.6% 66.0% 49.3% 94.4% 48.5% 28.3%

DLR9+USIM 44.0% 85.8% 58.1% 41.0% 92.4% 39.9% 19.7%
ESPCN+TreeUNet 47.9% 87.0% 61.8% 44.7% 93.3% 43.8% 23.4%

FCN 43.3% 85.1% 57.4% 40.2% 92.2% 39.2% 18.9%
FCN+UG 48.9% 86.9% 62.6% 45.5% 93.6% 44.6% 24.2%

FCN+USIM 44.3% 85.1% 58.3% 41.1% 92.5% 40.0% 19.7%
FusionNet 45.6% 84.2% 59.2% 42.1% 92.8% 40.8% 20.6%

FusionNet+UG 45.5% 86.3% 59.6% 42.5% 92.8% 41.4% 21.1%
FusionNet+USIM 43.9% 85.8% 58.1% 41.0% 92.4% 39.9% 19.6%
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Red-Net 47.4% 86.0% 61.1% 44.0% 93.2% 43.0% 22.6%
Red-Net+UG 52.6% 88.5% 66.0% 49.3% 94.4% 48.4% 28.2%

Red-Net+USIM 48.0% 86.6% 61.8% 44.7% 93.4% 43.7% 23.3%
RPCNet 47.6% 87.0% 61.5% 44.4% 93.3% 43.5% 23.1%

RPCNet+UG 50.4% 88.1% 64.1% 47.2% 93.9% 46.4% 26.1%
RPCNet+USIM 45.9% 86.5% 59.9% 42.8% 92.9% 41.7% 21.4%

TreeUNet 48.7% 85.9% 62.1% 45.1% 93.5% 44.1% 23.7%
TreeUNet+UG 52.1% 88.5% 65.6% 48.8% 94.3% 48.1% 27.8%

TreeUNet+USIM 47.1% 87.2% 61.2% 44.1% 93.2% 43.0% 22.7%
U-Net 45.9% 85.3% 59.7% 42.6% 92.9% 41.6% 21.2%

U-Net+UG 47.7% 86.9% 61.6% 44.5% 93.3% 43.6% 23.2%
U-Net+USIM 43.6% 85.4% 57.8% 40.6% 92.3% 39.5% 19.3%

U-NetPPL 46.7% 85.8% 60.5% 43.4% 93.1% 42.3% 22.0%
U-NetPPL+UG 49.7% 87.3% 63.3% 46.3% 93.7% 45.5% 25.1%

U-NetPPL+USIM 45.7% 85.3% 59.5% 42.4% 92.8% 41.1% 20.9%
Road Class precision recall F1 score IoU accuracy AP BJ

AU-Net 51.9% 77.5% 62.1% 45.1% 88.3% 45.6% 20.0%
CCB 54.5% 79.5% 64.7% 47.8% 89.3% 48.2% 22.7%

CCNet 53.6% 78.7% 63.8% 46.8% 89.0% 47.3% 21.8%
CCNet+UG 54.5% 80.2% 64.9% 48.1% 89.3% 48.3% 22.9%

CCNet+USIM 51.9% 79.0% 62.6% 45.6% 88.4% 46.0% 20.4%
DANet 48.8% 77.3% 59.8% 42.7% 87.2% 42.8% 17.4%

DANet+UG 53.0% 80.8% 64.0% 47.1% 88.8% 47.5% 21.9%
DANet+USIM 52.6% 78.7% 63.1% 46.1% 88.6% 46.5% 20.9%
DeepLabV3+ 50.6% 77.2% 61.2% 44.1% 87.9% 44.4% 18.9%

DeepLabV3++UG 54.3% 80.0% 64.7% 47.8% 89.2% 48.2% 22.8%
DeepLabV3++USIM 49.4% 78.1% 60.5% 43.4% 87.4% 43.8% 18.2%

DLR9 50.2% 77.0% 60.8% 43.7% 87.7% 43.8% 18.4%
DLR9+UG 56.6% 82.3% 67.1% 50.5% 90.0% 51.1% 25.7%

DLR9+USIM 50.9% 79.7% 62.1% 45.0% 88.0% 45.1% 19.7%
ESPCN+TreeUNet 53.7% 80.5% 64.4% 47.5% 89.0% 47.9% 22.4%

FCN 48.5% 77.2% 59.6% 42.4% 87.1% 42.5% 17.1%
FCN+UG 52.5% 80.0% 63.4% 46.4% 88.6% 46.8% 21.2%

FCN+USIM 48.0% 77.2% 59.2% 42.0% 86.8% 42.4% 16.9%
FusionNet 49.9% 77.6% 60.8% 43.6% 87.6% 44.0% 18.4%

FusionNet+UG 55.8% 79.1% 65.5% 48.7% 89.7% 49.1% 23.7%
FusionNet+USIM 50.9% 78.3% 61.7% 44.6% 88.0% 44.8% 19.3%

Red-Net 52.4% 80.0% 63.3% 46.3% 88.6% 46.5% 21.1%
Red-Net+UG 58.9% 82.1% 68.6% 52.1% 90.7% 52.6% 27.6%

Red-Net+USIM 52.2% 79.3% 62.9% 45.9% 88.5% 46.2% 20.7%
RPCNet 54.3% 79.3% 64.5% 47.6% 89.2% 48.1% 22.6%

RPCNet+UG 55.7% 82.4% 66.5% 49.8% 89.7% 50.0% 24.8%
RPCNet+USIM 49.9% 79.9% 61.4% 44.3% 87.6% 44.5% 18.9%

TreeUNet 53.6% 79.1% 63.9% 47.0% 89.0% 47.5% 21.9%
TreeUNet+UG 57.8% 82.1% 67.8% 51.3% 90.4% 51.8% 26.6%

TreeUNet+USIM 53.3% 80.5% 64.1% 47.2% 88.9% 47.5% 22.0%
U-Net 50.8% 77.0% 61.2% 44.1% 87.9% 44.4% 18.9%

U-Net+UG 52.2% 79.0% 62.8% 45.8% 88.5% 46.1% 20.6%
U-Net+USIM 52.7% 77.1% 62.6% 45.6% 88.6% 45.8% 20.4%

U-NetPPL 50.9% 79.1% 61.9% 44.9% 88.0% 45.0% 19.5%
U-NetPPL+UG 53.9% 80.8% 64.7% 47.8% 89.1% 48.1% 22.6%

U-NetPPL+USIM 54.1% 79.0% 64.2% 47.3% 89.1% 47.7% 22.2%
Water Class precision recall F1 score IoU accuracy AP BJ

AU-Net 48.5% 84.4% 61.6% 44.5% 93.3% 43.3% 22.8%
CCB 50.6% 86.0% 63.7% 46.7% 93.7% 45.6% 25.2%
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CCNet 50.4% 86.2% 63.6% 46.6% 93.7% 45.6% 25.1%
CCNet+UG 54.7% 88.0% 67.4% 50.9% 94.6% 50.1% 29.8%

CCNet+USIM 48.6% 85.7% 62.0% 44.9% 93.3% 43.8% 23.3%
DANet 49.8% 85.3% 62.9% 45.9% 93.6% 44.7% 24.2%

DANet+UG 54.5% 87.4% 67.1% 50.5% 94.5% 49.8% 29.5%
DANet+USIM 49.4% 86.9% 63.0% 46.0% 93.5% 45.1% 24.5%
DeepLabV3+ 48.4% 85.5% 61.8% 44.8% 93.3% 43.7% 23.1%

DeepLabV3++UG 52.4% 87.5% 65.6% 48.8% 94.1% 48.0% 27.6%
DeepLabV3++USIM 49.9% 85.2% 63.0% 46.0% 93.6% 44.9% 24.4%

DLR9 48.8% 84.9% 62.0% 44.9% 93.3% 43.9% 23.4%
DLR9+UG 54.4% 88.4% 67.3% 50.7% 94.5% 49.9% 29.7%

DLR9+USIM 50.0% 86.2% 63.3% 46.3% 93.6% 45.1% 24.7%
ESPCN+TreeUNet 52.3% 86.4% 65.2% 48.3% 94.1% 47.3% 26.9%

FCN 48.2% 85.3% 61.6% 44.5% 93.2% 43.3% 22.8%
FCN+UG 53.1% 86.6% 65.8% 49.0% 94.2% 48.1% 27.7%

FCN+USIM 49.0% 85.3% 62.3% 45.2% 93.4% 44.3% 23.7%
FusionNet 47.2% 84.7% 60.6% 43.5% 93.0% 42.4% 21.9%

FusionNet+UG 52.7% 86.9% 65.6% 48.9% 94.2% 48.1% 27.6%
FusionNet+USIM 49.4% 85.8% 62.7% 45.7% 93.5% 44.7% 24.2%

Red-Net 49.0% 86.1% 62.5% 45.4% 93.4% 44.2% 23.8%
Red-Net+UG 54.8% 88.3% 67.6% 51.1% 94.6% 50.3% 30.1%

Red-Net+USIM 50.8% 86.8% 64.1% 47.2% 93.8% 46.3% 25.8%
RPCNet 50.6% 86.3% 63.8% 46.8% 93.7% 45.8% 25.3%

RPCNet+UG 57.6% 88.5% 69.8% 53.6% 95.1% 52.9% 32.9%
RPCNet+USIM 52.0% 86.6% 65.0% 48.1% 94.0% 47.1% 26.7%

TreeUNet 53.2% 85.8% 65.7% 48.9% 94.3% 47.8% 27.4%
TreeUNet+UG 53.7% 87.7% 66.6% 49.9% 94.4% 49.1% 28.7%

TreeUNet+USIM 51.3% 87.0% 64.6% 47.7% 93.9% 46.8% 26.3%
U-Net 49.4% 84.9% 62.4% 45.4% 93.5% 44.4% 23.8%

U-Net+UG 55.0% 87.0% 67.4% 50.8% 94.6% 50.0% 29.7%
U-Net+USIM 47.1% 85.6% 60.7% 43.6% 92.9% 42.5% 22.0%

U-NetPPL 50.2% 85.5% 63.3% 46.3% 93.6% 45.2% 24.7%
U-NetPPL+UG 53.8% 86.7% 66.4% 49.7% 94.4% 48.7% 28.4%

U-NetPPL+USIM 48.3% 85.6% 61.8% 44.7% 93.2% 43.7% 23.2%

Table 9: Quantitative comparison using CityScape dataset.

Inria precision recall F1 score IoU accuracy AP BJ
AU-Net 55.88% 56.23% 56.86% 48.26% 50.92% 46.37% 38.82%

CCB 52.22% 61.44% 59.65% 51.44% 57.50% 47.94% 39.39%
CCNet 57.60% 61.60% 52.97% 52.13% 51.66% 50.81% 39.55%

CCNet+UG 49.94% 57.96% 60.22% 46.49% 56.08% 55.82% 42.06%
CCNet+USIM 52.76% 57.95% 52.11% 46.14% 58.21% 51.55% 38.64%

DANet 52.03% 59.48% 51.59% 48.52% 56.16% 51.48% 34.63%
DANet+UG 55.55% 62.09% 56.24% 51.90% 57.89% 49.96% 38.55%

DANet+USIM 56.05% 58.07% 58.36% 49.72% 50.30% 49.62% 42.28%
DeepLabV3+ 46.88% 63.76% 60.70% 43.64% 55.39% 46.07% 35.27%

DeepLabV3++UG 48.91% 60.64% 58.75% 44.25% 49.53% 52.38% 37.02%
DeepLabV3++USIM 50.79% 58.29% 55.10% 49.74% 45.19% 51.00% 35.84%

DLR9 53.37% 59.59% 56.22% 50.36% 49.85% 53.21% 35.56%
DLR9+UG 61.18% 61.88% 55.43% 51.68% 60.90% 62.09% 52.32%

DLR9+USIM 54.20% 68.67% 54.21% 47.20% 49.29% 57.64% 41.93%
ESPCN+TreeUNet 49.90% 62.84% 62.09% 51.62% 50.85% 51.54% 46.93%
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FCN 51.36% 65.36% 57.89% 46.64% 50.78% 51.74% 32.42%
FCN+UG 51.97% 66.76% 57.51% 42.46% 47.93% 48.21% 40.48%

FCN+USIM 48.09% 62.97% 60.47% 44.56% 47.27% 53.65% 36.56%
FusionNet 48.73% 65.53% 53.88% 42.66% 50.55% 44.57% 37.67%

FusionNet+UG 53.97% 57.90% 55.97% 45.67% 50.10% 49.36% 37.00%
FusionNet+USIM 55.87% 59.52% 59.01% 43.85% 48.31% 46.24% 36.99%

Red-Net 53.44% 67.58% 56.54% 51.53% 51.02% 57.98% 45.10%
Red-Net+UG 59.26% 67.17% 59.39% 54.05% 52.13% 51.59% 53.14%

Red-Net+USIM 51.20% 61.53% 54.66% 46.40% 49.88% 51.57% 42.00%
RPCNet 57.88% 58.64% 61.60% 49.95% 52.20% 51.68% 41.31%

RPCNet+UG 57.90% 59.82% 59.47% 49.32% 56.33% 61.06% 48.66%
RPCNet+USIM 51.61% 58.96% 56.19% 48.83% 48.95% 49.16% 43.72%

TreeUNet 56.64% 65.79% 57.90% 46.93% 49.60% 55.12% 44.05%
TreeUNet+UG 58.30% 62.16% 58.09% 56.84% 54.50% 62.71% 50.04%

TreeUNet+USIM 51.79% 62.89% 60.23% 54.32% 49.92% 49.58% 47.18%
U-Net 49.27% 64.52% 56.88% 47.30% 50.65% 52.85% 37.25%

U-Net+UG 56.35% 62.04% 59.05% 52.03% 54.08% 48.58% 40.70%
U-Net+USIM 52.61% 65.94% 51.88% 44.62% 54.58% 47.02% 37.77%

U-NetPPL 51.62% 67.09% 55.48% 51.95% 50.89% 50.51% 39.43%
U-NetPPL+UG 55.88% 65.68% 60.11% 48.20% 56.30% 53.64% 39.54%

U-NetPPL+USIM 53.27% 63.19% 60.44% 43.81% 50.55% 52.12% 38.64%
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Appendix B-3-2. Quantitative analysis

Figure 10: Segmentation results on KUD dataset
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Figure 11: Segmentation results on LoveDA dataset
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(a) (b) (c) (d) (e) (f)

Figure 12: (a) Input image and the corresponding ground truth for buildings (yellow) and roads (red). (b) Grad-CAM
of 1st-upsampling layer with deconvolution and concatenation (up) and USIM Gate (down). (c) Grad-CAM of 2nd-
upsampling layer with deconvolution and concatenation (up) and USIM Gate (down). (d) Grad-CAM of 3rd-upsampling
layer with deconvolution and concatenation (up) and USIM Gate (down). (e) Grad-CAM of 4th-upsampling layer with
deconvolution and concatenation (up) and USIM Gate (down). (f) The guided grad-cam with deconvolution and
concatenation (up) and USIM Gate (down). First two sets targeted building class and other two targeted roads class.
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