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Abstract

One of the training strategies of generative mod-
els is to minimize the Jensen—Shannon divergence
between the model distribution and the data dis-
tribution. Since data distribution is unknown,
generative adversarial networks (GANs) formu-
late this problem as a game between two mod-
els, a generator and a discriminator. The train-
ing can be formulated in the context of game
theory and the local Nash equilibrium (LNE).
It does not seem feasible to derive guarantees
of stability or optimality for the existing meth-
ods. This optimization problem is far more chal-
lenging than the single objective setting. Here,
we use the conjugate gradient method to reli-
ably and efficiently solve the LNE problem in
GANs. We give a proof and convergence anal-
ysis under mild assumptions showing that the
proposed method converges to a LNE with three
different learning rate update rules, including a
constant learning rate. Finally, we demonstrate
that the proposed method outperforms stochas-
tic gradient descent (SGD) and momentum SGD
in terms of best Fréchet inception distance (FID)
score and outperforms Adam on average. The
code is available at

1 Introduction

Generative models that estimate the observed data’s proba-
bility distribution play important roles in machine learning
[Hon+19]. Generative model training involves minimizing
the Jensen—Shannon divergence between the data’s den-
sity function and the generative model’s density function.
However, as this is computationally intractable, generative
adversarial networks (GANs) [Goo+14] have been proposed
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to cast the problem as a two-player game between a discrim-
inator network and a generator network.

Since the advent of GANSs in 2014, a number of stud-
ies have successfully adapted them to a large variety of
applications, such as image recognition [RMC15], style
conversion [Zhu+17] [KLA19], resolution improvement
[BDS18], text-to-image conversion [Zha+17], image in-
painting [Pat+16], video frame completion [Mey+15], font
generation [HAU19], speech [DMP18], text generation
[FGD18], and many more. Besides these applications,
GANS have also been used to generate data for expanding
and augmenting datasets used in medical image segmenta-
tion tasks [San+19], and GANs-based methods have been
adapted for domain generalization [San+19] to coordinate
models across different domains.

One way of training GANSs is to solve a Nash equilibrium
problem [Nas51] with two players, a discriminator that min-
imizes the synthetic-real discrimination error, and a gener-
ator that maximizes this error. The focus of this paper is
based on two algorithms presented in [Heu+17] that use two
time-scale update rules (TTUR) for finding a local Nash
equilibrium (LNE). The first is based on stochastic gradient
descent (SGD), while the other relies on adaptive moment
estimation (Adam). The two algorithms converge almost
surely to stationary LNEs when they use diminishing learn-
ing rates [Heu+17, (A2)], [Heu+17, Theorems 1 and 2].
Meanwhile, numerical results [Heu+17] have shown that
the two algorithms also perform well when they use constant
learning rates.

1.1 Motivation

Our main motivations are related to the results in [Heu+17].

» We first seek to theoretically verify whether optimiza-
tion algorithms based on TTUR with constant learning
rates can be applied to LNE problems in GANs. Such
a verification would help to bridge the gap between the-
ory and practice regarding the use of TTUR [Heu+17]
in optimization.

* The second motivation is to show whether conjugate
gradient (CG)-type algorithms, which use CG direc-
tions to search for the minima of the observed loss
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Table 1: Convergence rates of our algorithms with constant and diminishing learning rates.

Constant learning rate Diminishing learning rate | Diminishing learning rate
(a, = a, b, =b) (an =n"Y2,b, =n"Y2) | (a, =n"",b, =n"™m)
Generator O(N=Y) +Cfa O(N—17?) O(N~min{ne.1=n.J)
SGD .. D 1/2 {nv,1=np}
Discriminator O(N=YHY +CPb O(N~1/2) O(N — min{m,1=m
Momentum Generator O(N~Y) +CCa+ C§B< O(N~1/2) O(N- min{ne,1-7n47} )
Discriminator | O(N~1) + CDb + CQDBD O(N— 1/2) O(N — min{n,,1— 7lb})
e Generator O(N 1) + C’1 a-+ C’QGﬂG (N 1 2) O(N- min{7n,,1-74} )
Discriminator | O(N~1) + CPb+ CP 3P O(N~1/2) O(N~min{m.1=m})

C& and CP (i = 1, 2) are positive constants independent of learning rates a and b and number of iterations N. 3¢ and

are upper bounds of the CG parameter 3% and 52,

respectively (see Assumption 3.1(C2) for details). 7, and n;, satisfy

1/2 < mp < nq < 1. The convergence rate is measured as the expectation of the variational inequality (see, e.g., (10) and
(11)). See Theorems 3.1 and 3.2 for detailed convergence analyses.

functions, can be applied to LNE problems in theory
and practice.

Generally, SGD and its variants generate search directions
by using the gradients of loss functions at the current ap-
proximation point. One method to accelerate the steepest de-
scent method is the conjugate gradient (CG) method [N'W06,
Chapter 5], [HZ06]. The CG direction is defined by the cur-
rent gradient and the past search direction (see Section 2.2
for the definition of the CG method). CG-type algorithms
were studied to solve minimization problems in neural net-
works [M@193; Le+11]. Since the LNE problems considered
in this paper are more complicated than the minimization
problems in [M@193; Le+11], we propose to investigate their
use for solving LNEs, which is a more challenging setting.
We aim to determine whether CG-type algorithms favorably
compare to state-of-the-art methods for finding stationary
LNEs in GANS.

1.2 Contributions of this paper

Our contributions are as follows:

* We propose a CG-type algorithm (Algorithm 1) for
solving LNE problems in GANs. Our method lever-
ages efficient CG parameters, such as the Fletcher—
Reeves (FR) [FR64], Polak—Ribiere—Polyak (PRP)
[PR69; Pol69], Hestenes—Stiefel (HS) [HS52], and
Dai—Yuan (DY) [DY99] formulas, to generate the CG
direction.

* We provide a convergence guarantee and convergence
rate analyses of the proposed algorithm with a constant
learning rate rule (Theorem 3.1) and a diminishing
learning rate rule (Theorem 3.2), which we summarize
in Table 1.

* We provide an extensive empirical study on the con-
vergence to a LNE for SGD, momentum SGD, and

CG-type algorithms. Notably, we observe that our CG-
type algorithm outperforms SGD, momentum SGD,
and Adam for the training of GANs over an extensive
hyperparameter search range (Figure 2, Table 3).

The proposed algorithm uses the CG direction determined
from both the current search direction and past search direc-
tion, in contrast to the SGD-type and Adam-type algorithms
in [Heu+17] that use only stochastic gradient directions.
Thanks to the previous results [NW06], [HZ06], CG meth-
ods can quickly solve non-convex smooth optimization prob-
lems. Hence, we expect the proposed algorithm to perform
better than those using stochastic gradient directions. We
should also note that the proposed algorithm includes the
SGD-type and momentum-type algorithms (see Table 1).

We would like to emphasize that the main theoretical contri-
bution is showing convergence as well as the convergence
rate of the proposed algorithm with constant learning rates
(Theorem 3.1 and Table 1), which is in contrast to the previ-
ous results for algorithms with diminishing learning rates
(see [Heu+17] for training GANs and [KB15; RKK 18] for
training deep neural networks). The results indicate that
the proposed algorithm using a small constant learning rate
achieves approximately an O( N ~1) convergence rate (Table
1 and (29)), where N denotes the number of iterations. This
implies that optimization algorithms with constant learning
rates perform well, as evidenced in [Heu+17].

We also analyze the convergence and the convergence
rate of the proposed algorithm with diminishing learning
rates (Theorem 3.2 and Table 1). The results indicate that
the proposed algorithm using diminishing learning rates
an = b, = n~'/? achieves an O(N~1/2) convergence
rate (Table 1 and (34)). To guarantee that the algorithm
converges almost surely to a stationary LNE, we need to
use diminishing learning rates a,, = n~" and b,,
where 1/2 < n, < 1, < 1. Accordingly, the algorithm
for the generator achieves an O (N~ ™ {7e:1=7a}) conver-

= n_nb,
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Table 2: Notation List

Notation Description

N The set of all positive integers and zero

[N] [N]:={1,2,...,N} (N € N\{0})

|A| The number of elements of a set A

R4 A d-dimensional Euclidean space with inner product (-, -), which induces the norm || - ||

B R
Yy Yy ={zeR2;,>0(iecd)}
E[X] The expectation of a random variable X

R The set of real-world samples (")

S The set of synthetic samples z(*)

R Mini-batch of m real-world samples () at time n, obtained from the training set, which is shuffled and aligned.

Sn Mini-batch of m synthetic samples z(?) at time n, obtained from the training set, which is shuffled and aligned.
£%> (8, A loss function of discriminator for a fixed @ € R® and real-world sample x(?
Lp(6,) A loss function of discriminator for a fixed 8 € R®, i.e., Lp(0,-) := |R|7' > ,cn Lg (0,-)

Do (w) The gradient of ll%)(ﬂ, -) for mini-batch R, i.e., Do(w) := > ;- VwL',%)(O, w)
D0, w) The stochastic gradient of Cg) (8, -) for mini-batch R ,, i.e., D(0,w) := m™ 1Dy (w)
LZ(C? (-, w) A loss function of generator for a fixed w € R" and synthetic sample z(*)
Lo(-,w) A loss function of generator for a fixed w € RV, ie., Lo(-,w) == [S|71 Y g Eg)(~, w)
Guw(0) The gradient of £g>(-, w) for mini-batch Sy, ie., Gu(0) == > e s Vgﬁ(é)(e, w)
G(6,w) The stochastic gradient of £g) (-, w) for mini-batch S,, as unbiased estimation, i.e., G(8, w) := m~1G,,(0)
LNE(Lp,Lg) || The set of stationary LNEs for Nash equilibrium problem for £ and L

gence rate, while the one for the discriminator achieves an
O(N~min{m.1=m1}) convergence rate (Table 1 and (36)).
See Theorem 3.2(ii) for other convergence analyses of the
proposed algorithm.

2 Mathematical Preliminaries

2.1 Problem formulation

Assumption 2.1 We assume the following conditions
[Heu+17, (Al)] (The notation used in this paper is summa-
rized in Table 2):

(A1) L) ROXRW 5 R (i € R)and L) : RO xRW —
R (i € S) are continuously differentiable;

(A2) Forw € RY, G, R® — R® js L1-Lipschitz contin-
uous." For @ € R®, Dg: RY — RW is Lo-Lipschitz
continuous.

This paper considers the following LNE problem with two
players, a discriminator and a generator [Heu+17]:

Problem 2.1 Find a pair (6%, w*) € R® x RW satisfying

Vwlp(0,w*) = 0and VoLl (0", w*) =0. (1)

'A: RY — R? is said to be Lipschitz continuous with a Lips-
chitz constant L (L-Lipschitz continuous) if ||A(z) — A(y)| <
L||x — gy for all &,y € R<.

A Nash equilibrium (6%, w*) € R® x RW [Nas51] defined
by

Lp(0*, w*) < Lp(0*,w) forall w € RV

2

and L5 (0%, w*) < L5(0,w*) for all € R®
satisfies (1). Here, (0%, w™*) € R® x RW satisfying (1) is
called a stationary LNE.

2.2 Conjugate gradient methods

Let us consider a stationary point problem associated with
unconstrained nonconvex optimization,

find a point £* € R such that Vf(z*) =0,  (3)

where f: R? — R is continuously differentiable. There are
many optimization methods [NWO06, Chapters 3, 5, and 6]
for solving problem (3), such as the steepest descent method,
Newton method, quasi-Newton methods, and CG method.
The CG method [NW06, Chapter 5], [HZ06] is defined as
follows: given o € R% and dy := —V f(x0),

Tn+4+1 ‘= Ty, + and’ru dn—i—l = _Vf(wn+1) + 6n+1dna
4)

where (., )nen is the sequence of step sizes (referred to as
learning rates in the machine learning field), 5,+1 € Ry,
and d,, denotes the search direction called the CG direction.
The CG direction d,,4; at time n + 1 is computed from
not only the current gradient V f(x,,11) but also the past
direction d,,. Since algorithm (4) does not use any inverses
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of matrices, the method requires little memory. Overall, CG
methods are divided into the linear kind and the nonlinear
kind.

The linear kind can solve a linear system of equations Ax =
b with a positive-definite matrix A and b € R<, which is
equivalent to minimizing f(x) = (1/2){x, Az) — (b, x)
over R?. When the eigenvalues of A consist of m large
values, with d — m smaller eigenvalues, the linear method
will terminate at a solution after only m + 1 steps [NWO06,
Chapter 5.1].

The nonlinear kind has been widely studied (see also the
following parameters [3,, used in (4)) and has proved to
be quite successful in practice [NWO06, Chapter 5.2]. This
implies that the nonlinear kind can be applied to a large-
scale stationary point problem (3) with a general nonlinear
function f.

Well-known parameters /3,, for the nonlinear CG method
(4) include the FR [FR64], PRP [PR69; Pol69], HS [HS52],
and DY [DY99] formulas defined as follows:

/(T
"IV (@) P
BPRP _ (Vf(@n), VI(@n) = Vf(@n-1))
! IV f(2n 1) ’
g _ (VI (@), (@) = V(@)
" (dn-1,Vf(xn) = Vf(xn-1)) ’
v 197 )

(1, V(zn) = V(Tn-1))

The Hager—Zhang (HZ) [HZ05] formula is a modification
of the HS formula; it is defined as follows:

”Vf(xn) - Vf(a:n_l)HQ(Vf(xn), dn—1>
<dn717 Vf(a:n) - vf(wn71)>2 ’

where 4 > 1/4. The hybrid conjugate gradient method
[DYO1] combining the HS and DY methods uses

Brn = max {O,min {ﬁfs,ﬂEY}} ’

while the hybrid conjugate gradient method [HS91] combin-
ing the FR and PRP methods uses

B = max {0, min {87, 871}

The global convergence and convergence rate of the nonlin-
ear CG methods with the above parameters (3,, are described
in [NWO06, Chapter 5.2], [HS91], [DY01], and [HZ05].

B = 8~

2.3 Relationship and difference between conjugate
gradient methods and momentum method

The momentum method (momentum SGD) [Pol64, (9)],
[Sut+13, Section 2] is defined as follows: given x( € R4
andm_; =0,

&)

m, = vf(mn) + UMy 1, Tyl = Ty — €My,

where € > 0 is the learning rate and u € [0, 1] is the mo-
mentum coefficient. The momentum method (5) generates
a sequence defined by

Tyt =Xy — eV f(x,) —eump_q,
while the CG method (4) generates a sequence defined by
LTp41 = Tp — Oénvf(xn) + anﬂndnfh

where d_; = 0 and 3,, € R,. Accordingly, the CG method
(4) is a momentum method with a learning rate «,, and
momentum coefficient —3,,. While the momentum method
(5) uses the momentum coefficient p, the CG method (4)
uses a negative momentum coefficient —(3,, dependent of n
through the CG parameters [, listed in Subsection 2.2. The
difference in these momentum coefficients can significantly
change the learning dynamics with the CG method and
momentum method [Sun+21].

3 Conjugate Gradient Method for Local
Nash Equilibrium Problem

Notably, the training in the recent studies on GANs (which
addresses the LNE problem) has been conducted by setting
the momentum to zero [BDS18; KLLA19] or a negative value
[Gid+19]. This trend motivates the use of CG methods
that do not use a fixed positive constant as the momentum
coefficient.

The following algorithm for solving Problem 2.1 is based on
the CG method. Algorithm 1 with 82 = 8% = 0 coincides
with the SGD type of algorithm [Heu+17, (1)], i.e.,

Wp41 = Wy — an(eru wn)7
0n+1 - on - ang(eruwn)

Algorithm 1 Conjugate Gradient Method for Problem 2.1

Params: (a,), (b,) C R (5P). (59) C Ry,
1: (B, wp) € R® x RW, dP, ¢ RV, d%, € R®
2: forn=0,n<«~n+1do
32 dP:=-D(0,,w,) +BPdY_,
4wy = w, + b,dP
5 dS = —G(0,,w,) + p5dS
6: 0n+1 =0, + andg
7: end for

3.1 Constant learning rate rule

Assumption 3.1

(Cl) ap, :==a€ Ry andb, :=be Ry, foralln € N

(€2) pP = sup{B):n € N} € [0,1/2], B¢
sup{BS: n e N} €[0,1/2].
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(C3) (0,)nen and (wy,)pen are almost surely bounded.”

Assumption (C2) is used to prove the boundedness of
(E[|[d®|])nen and (E[||dS||])nen (see Lemmas A.1 and
A2).3 I (B[||[dP]])nen and (E[||dS||])nen are bounded,
then (C2) can be omitted. Assumption (C3) is the same as
(AS) in [Heu+17, (AS)].

The following presents the convergence analysisand conver-
gence rate analysis of Algorithm 1 with constant learning
rates. Section C.1 illustrates some examples of Theorem
3.1

Theorem 3.1 Suppose that Assumptions 2.1(Al)—(A2) and
3.1(C1)—~(C3) hold and let C; and fQ (i = 1, 2) be positive
constants independent of n (see Appendix for the definitions
of the constants). Then, the following hold:

(i) [Convergence] For all 6 € R®,

liminf E[(6,, — 0,VeLs(0n,w,))]
n——+o00 (6)

S QK%CL + 201K16G.

In particular, there exists a subsequence ((6.,,,wy,))ien of
((0ns wp) )nen such that ((6,,,,ws,))ien converges almost
surely to (0*, w*) satisfying

E[IVoLa(6,w)| < 2K3a+201K:8% ()

Forall w € RV,

liminf E [(w, — w, Ve Lp (0, wy))]
n—y-+o9 ®)

< 21~(Q2b + 20, K457

In particular, there exists a subsequence ((6,;,wn,)) en of
(61, wn))nen such that (0, , Wy, )) jen converges almost
surely to (04, w,) satisfying

E VL (6., wo)|| < 2K30+ 20228, (9)
(ii) [Convergence Rate] For all 6 € R® and all N > 1,

% Z E [<9n -0, Veﬁ(;(emwn»]

n€[N]
2

_ Ellloy — 0P

- 2aN

(10)
+ 2}7{1204 + 201K1BG.

The sequence (Zn)nen C R is said to be almost surely
bounded if sup{||zx,|: n € N} < +oo holds almost surely
[Bor08, (2.1.4)].

3By referring to the proofs of Lemmas A.l and A.2, we
can check that (*) ensures the existence of ng € N such that,
for all n > mno, AL, ﬂf < 1/2 implies the boundedness of
E[|d? |)nen and (E[||dS|]])nen. This in turn implies that it
is sufficient to assume the weaker condition (*) than (C2). In this
paper, we use (C2) as a hypothesis for simplicity.

Forallw € RW andall N > 1,

1

n€[N]
< Elllw, —w]?]
- 20N

(11)
+ 2K2b + 20, K, 8P,

If (0, wy,))nen converges almost surely to (0%, w*),*
then the convergent point (6*, w*) approximates a station-
ary LNE in the sense that

E [Hvezzg(e*,w*)nﬂ < 2K2%a + 20, K15,
i ) (12)
E IV Lp (67, w*)|?| < 2630+ 20, K287

with convergence rates (10) and (11).

3.2 Diminishing learning rate rule

Assumption 3.2

(D1) For each 8 € R®, the ordinary differential equa-
tion w(t) = Vo Lp(0,w(t)) has a local asymptot-
ically stable attractor \(0) within a domain of at-
traction such that A\: R® — RW is Lipschitz con-
tinuous. The ordinary differential equation 6(t) =
VoLc(0(t),\0(t))) has a local asymptotically sta-
ble attractor 0* within a domain of attraction.

(D2) (an)nen and (bp)nen are monotone decreasing se-
quences satisfying either (i) or (ii):

+oo +oo +oo
(1) Z an = +00, Z ai < 400, Z b, = +o0,
n=0 n=0 n=0

+oo
Z b2 < 400, and a,, = o(by,);
n=0
. . -1 _ : -1 _
(i) nETOO(nan) = nll}r}_loo(nbn) =0 and
. 1 _ ~1 _
i e ) e = T 0D b=
k=0 k=0
(D3) (B2),en and (BS) nen satisfy that

n
lim n! E D— lim n! E G-,
n—-+o0o 6k n—-+o0o 6k

k=0 k=0

Assumption (D1) is the same as (A4) in [Heu+17, (A4)] (see
also [Bor97, (A1), (A2)]). Assumption (D2)(i) [Heu+17,
(A2)] is needed to guarantee the almost-sure convergence
of Algorithm 1, while Assumptions (D2)(ii) and (D3) are
used to provide the rate of convergence of Algorithm 1.

The following presents a convergence analysis as well as a
convergence rate analysis of Algorithm | with diminishing
learning rates.

“For example, the uniqueness of an accumulation point of
((6n, wn))nen implies that this condition holds.
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saddle point
end point
start point
vanilla_sgd
momentum_sgd
cgd

saddle point
end point
start point
vanilla_sgd
momentum_s

-3 -3
600 objective norms XVSy objective norms XVSy
Ja\ 0 4001\, . 4 0 -
e \ N
400{ — \
) -2/ 200 /" N\ 2 o2
200 - ~—— \ \ =N
\_/ 4 — \ \ o _4
0 200 400 0% 200 400 -2 0 0 200 400 0 200 400 0 2
steps steps X steps steps X

Figure 1. Toy example of minimax optimization. Objective function: f(z,y) = (1 + 22) - (100 — y?). Top Left: trajectory
with a constant learning rate, Top Right: trajectory with a diminishing learning rate, Bottom Left: objective, norms, and x
vs y with a constant learning rate schedule, Bottom Right: same as the bottom left but with a diminishing learning rate
schedule. We tuned the initial learning rate (See Appendix D.3).

Theorem 3.2 Suppose that Assumptions 2.1(A1)—(A2) and
3.1(C2)—(C3) hold. Then, the following hold:

(i) [Convergence] Under Assumption 3.2(D1) and (D2)(i),
the sequence ((0,,, wy,))nen generated by Algorithm 1 con-
verges almost surely to a point (0%, w*) € LNE(Lp, Lg).

(ii) [Convergence Rate] Under Assumption 3.2(D2)(ii) and
(D3),

1
~ > E[(6, —0,VoLs(0n,wy))]
né€[N]
ct
— 2anyN

Qle(l Ie. 2k%

P D A Y an
n€[N] ne[N]

1
i Z E [(wn — w, Vo Lp(0n, wy))]

n€[N]

3

- 2byN

13)

205K, b 2K3
+ =5 > Y+ ~ > b
née[N] née[N]

Ifwe use a,, = O(n~"), B7 = O(n™"), b, = O(n~"™),
and B = O(n=m), where 1, m, € (0, 1), then

1 1
N Z[:}EKBTL — 0,V6£G(0nawn)>] <0 (N”a> ’
ne[N

1 1
¥ 3 Bl - w Vo) <0 ()
ne

(14)

where pig := min{n,, 1 — n,} and pp := min{ny, 1 — np}.
Let a,b > 0 and a rate v € (0,1) that decays every T
iterations. If we use

(a"ﬂ) - (aa a7 * aa /Yaa ’Yaa 77043 9
T T
v e,y e, A ),
! (15)
(b)) = (b, b, ..., b,vb,vb, ..., b, ...,
T T
P, AP, 4P, L),
T

BE with 320 BS < 400, and BP with "1 B2 < oo,
then

née[N]

3 B[00, VoLo(6w,)] < O (
o

1
N Z E [('wn —w, vwﬁD(enawn»]
née[N]

where N = TP.
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Best-10 Avg FID | Constant LR | cifar10 on SNGAN w/ ResNet

FID Score : cifar10 / CL / adam / bs=64

§ 600
300 —— adam —— cgd_fr_prp § w0
sgd cgd_hs 0

—— momentum_sgd —— cgd_hs dy | 28
o S 300

250 —— cgd_dy cgd_hz g
=] 200

cgd_fr —— cgd_prp e
38 100

2001 &

D 5e-05 0.0001 0.0005 0.001 0.005 °
E FID Score : c\farl()‘r]I]CL / cgd_fr / bs=64
1 50 1 " 700
8 46.60 33.68
=) 600
100 g - .=
© a 400
< g 300
50 1 - § 200
T T T T T T % 64.89 71.24 100
0 20000 40000 60000 80000 100000 “m---- o
. 5e-05 0.0001 0.0005 0.001 0.005
Iteration o

Figure 2. Constant LR CIFAR10 Experiments on SNGAN with ResNet Generator / Left: Mean FID (solid line)
bounded by the maximum and minimum over the best ten runs (the shaded areas) in the sense of FID. Top Right: Sensitivity
of learning rate to FID scores of Adam. Bottom Right: Sensitivity of learning rate to FID scores of CG method (FR

update rule) .
Hadam sgd momentum_sgd‘cgd_dy cgd_fr cgd_fr_prp cgd_hs cgd_hs_dy cgd_hz cgd_prp
Miyato+2017 (CL') [[21.7 - - - - - - - - -
Ours (CL) / Best 19.38 30.34 34.42 30.13 26.03 30.31 29.29 29.54 29.41 28.94
Ours (DL?) /Best  ||51.96 40.55 73.66 35.29 32.17 31.06 30.03 29.09 29.64 30.47

Ours (CL) / Average ||51.16+33.71 41.09+8.13 82.15+51.82

33.70£2.04 29.63+2.26 34.78+2.17 34.82+1.07 34.12+1.31 34.28+0.96 34.53+2.01

Ours (DL) / Average||135.86£32.65 51.80+7.84 205.29+59.333 42.39+12.89 38.20+8.82 37.39+2.74 36.96+2.77 39.90+3.06 38.24+2.97 37.94+3.62

Table 3: Best and Average FID scores for CIFAR10 on SNGAN with ResNet generator for constant and dimimishing

learning rate scheduling.

4 Numerical Experiments

4.1 Overview

This section consists of two parts. In the first part, we ex-
amine the convergence of SGD, momentum SGD, and CG
methods to a LNE when they use constant and diminishing
learning rates in minimax optimization by using a toy ex-
ample. In the second part, since this is the first attempt at
applying CG methods to GAN training, we compare and
evaluate the CG method against SGD, momentum SGD, and
Adam.

4.2 Toy example

As an objective function, we chose f(x,y) = (1 + 2?) -
(100 — y?), which matches the experimental setting of
[Heu+17]. Here, x is minimized with the derivative f, =
2z - (100 — y?) as the gradient direction and y is maximized
with the derivative f, = —2y - (1 + 2?) as the gradient
direction. With f(z,y) as the objective function, the LNE
is (z,y) = (0,0).

The trajectory of optimization is shown in Figure | for a
constant learning rate and diminishing learning rate with
Ne = Mp = 0.5. This toy example confirms convergence

to a LNE for an appropriate learning rate. We can see that
each optimizer follows a different trajectory, but eventu-
ally reaches the same convergence point. The objective
oscillates, but converges to f(x,y) = 100 (the value of the
objective at LNE), and the norm decreases almost monoton-
ically.

4.3 Experiments on GANs

We conducted a series of experiments using SNGAN with
ResNet generator [Zhu+20]. To meet Assumption 2.1(A2),
we replaced the batch normalization layer with a spectral
normalization (SN) layer [Miy+18].

Here, we show that assumptions in Theorems 3.1 and 3.2
hold in the experiments. We used an SN layer to guarantee
that (A2) holds (see also the above paragraph). We set a,,,
by, BP, and B¢ to satisty (C1), (C2), (D2), and (D3) before
implementing Algorithm 1. The experiments indicated the
boundedness (C3) of (0,,),en and (wy, ), en. To guarantee
that Algorithm 1 satisfies (C3) before implementing the al-
gorithm, we replaced w,, ;1 and @,, 1 in Algorithm 1 with
wy,1 = PP(w, +b,d?) and 6, = P%(0,, + a,dS),
where PP and P are projections onto closed balls with

'CL: constant learning rate
’DL: diminishing learning rate
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Best-10 Avg FID | Diminishing LR | cifar10 on SNGAN w/ ResNet

FID Score : cifarl0 / DL / adam / bs=64 200
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Figure 3. Diminishing LR CIFAR10 Experiments on SNGAN with ResNet Generator / Left: Mean FID (solid line)
bounded by the maximum and minimum over the best ten runs (the shaded areas) in the sense of FID. Top Right: Sensitivity
of learning rate to FID scores of Adam. Bottom Right: Sensitivity of learning rate to FID scores of CG method (FR

update rule) .

sufficiently large radii. A discussion similar to the one prov-
ing Theorems 3.1 and 3.2, together with the nonexpansivity
condition of the projection (|| P(x) — P(y)| < ||z — y|)),
leads to versions of Theorems 3.1 and 3.2 for all w and
0 belonging to the closed balls. Meanwhile, it would be
difficult to check whether (D1) holds in practical GANSs.
However, even if (D1) does not hold, Theorems 3.1 and
3.2(ii) are guaranteed to hold.

In this experimental setting, the loss function is high-
dimensional and non-convex, so a simple gradient norm
does not necessarily correspond to the quality of learning
of the GANs. Here, the Fréchet inception distance (FID)
[Heu+17] is commonly used to evaluate the quality of GAN
training, so we chose it as a metric to evaluate the training
on real-world data. The smaller the value of this metric is,
the better the training of the generator of the GANs becomes.
For the CG methods, we tested the seven beta update rules
described in Section 2.2.

For the hyperparameter search, we conducted a grid search
for all optimizers and datasets. The details of the hyperpa-
rameters are in Appendix D.3, and the remaining experi-
mental settings are detailed in Appendix D.

4.3.1 Constant learning rate rule

A constant learning rate is practically used for training
GAN:s, including those in [Heu+17], [Zhu+20]. Before
conducting the diminishing learning rate experiment, we
compared the training behaviors of the four optimizers when
using a constant learning rate. We focused on the optimiza-
tion methods shown in Table 1. Still, for real-world prob-
lems, it is desirable to consider cases in which a popular
optimizer such as Adam is used. Therefore, we compared

SGD, Momentum SGD, Adam, and seven CG algorithms
when SNGAN with ResNet generator is used as the model
on the CIFAR10 dataset.

Comparing the FID scores of the trained model by the CG
method and the other optimizers in Table 3 reveals that
the CG methods outperformed the conventional optimizers
(SGD and momentum SGD) in the case of the constant
learning rate schedule.

The experimental results showed that not only did the CG
method outperform the other optimizers (including Adam)
on average in terms of FID score in the best ten trials (Figure
2 Left), but it was also more robust than any other optimizer
in terms of hyperparameter sensitivities (Figure 2 Right)
(Details are in Appendix F).

4.3.2 Diminishing learning rate rule

Here, we present experimental results in the case
of a diminishing learning rate. To avoid learning
stagnation due to an excessively decaying learning
rate, we implemented the methods using LR a, =

P—1_ _ P-1 P—1
(@ @y ooy QYA YAy e Yy Ay Gy, )

T T T
with an initial LR a and arate vy > 0 that decays every T iter-
ations, where a € {5-107°,1074,5-107%,1072,5-1073},
~v=0.9,T =10K,and P = N/T = 10.

As can be seen from Table 3, the CG method achieved a
competitive FID score close to that with a constant learning
rate. In contrast, methods such as SGD, Momentum SGD,
and Adam showed degraded performance. It should be
noted that Adam can also achieve a reasonably good FID
score by carefully tuning the hyperparameters, as shown in
Figure 3 (Right). In contrast, the CG method is less sensitive
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to hyperparameters in the range of our experiments. The
details of the other optimizers and results for other beta
update rules for the CG method are shown in Appendix F.

Table 3 also indicates that FR, HS, and HZ, which is a
modification of HS, minimize the FID scores. This would
be because the FR and HZ for training GANSs inherit their
descent properties in minimizing general non-convex func-
tions (see [HZ06] for the sufficient descent properties of CG
methods).

5 Conclusion

For training GANs, we proposed CG-type algorithms to
solve LNE problems and proved their convergence to LNEs
under constant and diminishing learning rates under mild
assumptions. Furthermore, we analyzed the convergence
rates of the SGD, momentum SGD, and CG methods. We
compared our method with SGD and momentum SGD on a
toy problem, with experimental results consistent with the-
ory. Finally, we evaluated the optimizer by training GAN’s
using the FID score as a metric. We demonstrated that un-
der constant and diminishing learning rates, the CG method
outperformed SGD and momentum SGD and outperformed
Adam on average in real-world problem settings.

One limitation of this study is that it involved experiments
on only CIFAR10 datasets. Although the CG method min-
imized the FID scores in both cases, validations on other
real-world datasets will be needed to support our claims. An-
other issue is that we did not use the state-of-the-art GAN
model. We used a simple model to validate the theoreti-
cal contribution in Table 1 under corresponding conditions.
Thus, our method still needs to be compared with, e.g.,
StyleGAN [KLA19] and other models that have shown high
performance in recent years.
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Appendices

A Lemmas
We define d” (0,,, w,,) = d? and d%(8,,, w,,) = d. We prove the following lemma:
Lemma A.1 Under (Al), (A2), and (C3), for all n € N,

(C1L1 + 01)2

2 )

E (168 wa)|*] < K} = =121

where Cy and Cy denote upper bounds of ||6,, — 0|| and ||Gu, (0)|| for all @ € R® and all n € N, respectively. Additionally,
under (C2), we have that, for alln € N,

E ([ (0, wa)|*] < 453,

where K? := max{K?, ||d(6_1,w_1)|]?}.

Proof of Lemma A.1: Let @ € R® be fixed arbitrarily. Assumption (C3) implies that there exists C; € R, such that
sup{||@,, — 0||: n € N} < Cy. Assumption (A2) thus implies that, for all n € N,

||gwn (en) - gwn (0)” <Ly ||0n - 6” < CiLy.

Assumption (A1) ensures that [|G(., () : R" — R is continuous. Hence, (C3) guarantees that there exists C1 € Ry, such
that sup{||Guw, (8)||: n € N} < Cy. The triangle inequality guarantees that, for all n € N,

G, Bn)]| < [|Guw,, (6n) = Guw,, (O)]| + |Guw, (B)|| < C1 L1 + C,
which implies that

! CiLy + Cy)?
1600w < Ly [Gu, (0] < LT

m
Accordingly,
2] _ (C1L1 + C1)?
E [[1G(0n,wn)|*] < 1 < K2
m
Let us define K7 := max{K7,|d(@_1,w_1)||>}. We will use mathematical induction to show that, for all n € N,

E[||dS (8,,,w,)|?] < 4K?. When n = 1, we have that
E[[[a®©O1,w)[*] < 2B [I6(61, wi) | + 287°E [[[d® (01, w-1)|[’]
2
<2K3? +2 (;) 4K? = 4K?,

where the second inequality comes from the condition 35 € [0, 1/2]. Assume that E[||d% (8,,, w,,)||?] < 4K7 for some n.
We have that

B [[[d°Bns1, was)|*] < 28 [1G(On 11, w04 0)I°] +285°E [[[d (60, wa) ]
2
<2K? +2 (;) 4K? = 4K3.

Hence, we have that, for all n € N, E[||d(0,,, w,,)||?] < 4K2. O

A discussion similar to the one proving Lemma A.1 leads to the following.
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Lemma A.2 Under (Al), (A2), and (C3), for all n € N,
(CoLa + Cs)?

2 )

E (D8, wa)|?] < K3 = 222

where Cy and Cy denote upper bounds of ||w,, — wl|| and ||Dg, (w)]| for all w € RY and all n € N, respectively.
Additionally, under (C2), we have that, for all n € N,

E [||dD(en,wn)|¢2} < 4K2,
where K2 := max{K2,||dP(0_,,w_1)||}.
Lemma A.3 Under the assumptions in Lemma A.1, for all 6 € R®, allw € RV, and alln € N,
E [||an+1 - 9||2} <E [||9n - 0”2} + 2ay, (E (6 — 6,,, Vo L(0,, w))] + 2011215,?) +4K22,

B [lfwn 1 = wl’| < B [llwn — wl’] + 2y (El(w — w0, Vo LB, wa))] +2C2 K262 + K302,

Proof of Lemma A.3: Let @ € R® and n € N be fixed arbitrarily. The definition of d“(8,,, w,,) ensures that
(0, —0,d°(0,,w,)) = (0 — 0,,,G(0,,w,)) + BS (0, —0,d (0,1, w,_1)),
which, together with the Cauchy—Schwarz inequality and Lemma A.1, implies that
(6, — 0,d°(0,,w,)) < (0 — 0,,G(0n,wy)) + B5C1||d° (0r—1, wi—1))]| -
Accordingly, Lemma A.1 and Jensen’s inequality give
E [(8, — 0,d% (0, w,))] <E[(6 — 0,,G(0,,w,))] + 201 K, 55
From the definition of G(6,,, w,,), we also have that

E1(0 — 0,,G(00,w))] = ~-E[(0 — 00,Gu, (0)].

Let us denote the independent and identically distributed samples considered here by &y, &1, . . . and denote the history of
process &g, &1, . . . to time step n by £p,) := (0, &1, - - -, n). Accordingly, we have
s )

E Ke o, %gwn (on)ﬂ _E {E [<0 0, ;an(en)> 5[’”” _E Ka 6, {;an (0,)
—E[(6 — 0, VoLe (6 w,))].

Therefore, we have
E [(8, — 6,d%(6,,w,))] <E[(6 —6,, VoL (0, w,))] +2C: K, 5.
The definition of 6,, 1 guarantees that
1841 = 01 = (81 = 0) + 2,d (8, 1)
— 116, — 0] + 2a,, (8, — 6,dC(6,,w,.)) + a2 ||d° (6, w,)|*.
Taking the expectation of the above inequality gives
E (10001 — 0] <E[10, — 0] + 20, (B0 — 0., VL0, w,)] + 201155 ) + 4K,
A discussion similar to the one showing the above inequality leads to the following inequality:
B [lfwn 1 = wl’| < B [llwn — wl®] + 25y (El(w — wn, Vo LB, wa))] +2C2 K262 + K302,

This completes the proof. [
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B Proofs of Theorems 3.1 and 3.2

B.1 Outline of Theorem 3.1

First, we provide a brief outline of the proof. Assumptions 2.1(A1)—-(A2) and 3.1(C2)—(C3) imply that
(E[||dP (8., w,)|]])nen and (E[||dE (8, w,,)||])nen are bounded (Lemmas A.1 and A.2). Next, we evaluate the squared
norm ||6,,+1 — 0||? (8 € R®) to find the relationship between ||0,, 11 — 0|| and ||@,, — 0||. Using the expansion of the
squared norm leads to

16,11 — 6% < 16, — O] + 2a,, (8, — 8,d (6,,,w,,)) + a2 ||d° (8, w,)|| .

The definition of d°(6,,,w,,) and the boundedness of (E[[|d“ (6),, w,)||])nen imply that there exist positive constants Cy
and K, which depend on (A2) and (C3), such that, for all n € N,

E|[)6,.1 — e\ﬂ <E {||0n - eﬂ + 2a, (E (8 — 0,,, VoL (6, wn))] + zclf(lﬁfj) FAR2a2. (16)

Inequality (16) is a key inequality to prove Theorem 3.1. We can show (6) by contradiction and (16) with (C1). The limit
inferior of E[(0,, — 0, VoL (0, w,))] in (6) ensures that there exists a subsequence ((0,,,, Wy, ))ien Of ((On, W) )nen
such that ((0,,,, w,,))icn converges almost surely to (8*, w*) satisfying that, for all € R®,

E [<9* - 0, VG‘CG(H*a 'LU*)>] = liminfE [<0n - 03 VG‘CG(Ona wn)>] 5

n——+o0o

which, together with 6 := 0* — VgL (0*, w*), implies that

E [||v9.cg(a*, w*)ﬂ = liminf E (8, — (8" — VoL (0", w")), VoL (O, wn))] .

n——+oo

Accordingly, we have (7). A discussion similar to the one showing (16) leads to the following key inequality: there exist
positive constants C and K, which depend on (A2) and (C3), such that, for all n € N,

E [lfwns1 = wl| < E[llwn = wl] + 2, (El(w = wn, Voo Lo(0n wa))] + 20202687 ) +4K36. (1)

A discussion similar to the one showing (6) and (7), together with (17), leads to (8) and (9). Summing (16) with (C1) from
n = 1ton = N gives (10). Similarly, summing (17) fromn = 1ton = N gives (11). Let us consider the case where
((6,, wy))nen converges almost surely to (0%, w*). Inequalities (7) and (9) thus guarantee (12).

The following is the detailed proof of Theorem 3.1.

Proof of Theorem 3.1: Let @ € R® and w € RW be fixed arbitrarily. First, we show that, for all ¢ > 0,

liminf E [(8,, — 0, VoL (0, wy,))] < 2K2a + 201K, 8% +e. (18)

n——+oo

If (18) does not hold, then there exists ¢y > 0 such that

liminf E[(8,, — 0, VoL (0,, w,))] > 2K2a + 20, K18 + «.

n—-+oo
Since there exists ng € N such that, for all n > ny,
lim inf E (6, — 0, VoL (6, w0))] — 5 < E[(6n 0, VoL (6, wn))],
we have that, for all n > ny,
E ({8, — 8, VoLo (0, wy))) > 2K7a + 201 K1% + 3.

Lemma A.3, together with (C1) and (C2), ensures that, for all n € N,

E [||9n+1 - 0||2] <E [Hen - 0\\2] +2a (E (8 — 0, VoLc(0n, wn))] + 201fqﬁ6') +4RK2a?, (19)
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Accordingly, for all n > nyg,
E [||¢9,,L+1 . 0||2] <E [||0n - 9||2} ~ % <2f(12a + 201K, 86 + %0) + 4aC1 K1 BC + 4K 22
—E |6, - 6]’ - aco

<E [||9n0 - e\ﬂ ~aco(n+1—ny).

E[||0,, — 0]]?] — aeo(n + 1 — ng) approaches minus infinity as n approaches positive infinity. This is a contradiction.
Hence, (18) holds. Since € > 0 is arbitrary, we have that

liminf E[(0, — 0, VeLa(8,,w,))] < 2K?a+ 20, K,3°. (20)

n——+oo

A discussion similar to the one showing the above inequality leads to the following:

liminf E [(w, — w, Vo Lp (0, w,))] < 2K3b+ 2C, K87 (1)

n—-+4oo
Inequality (20) ensures that there exists a subsequence ((8,,,, W, ))ien Of ((8,, W, ))nen such that, for all € R®,

lim E[(8,, —6,VeLg(0,,,w,,))] =liminf E[(8, —0,VeLa(0,,w,))] < 2K?%a + 20, K, 3.

i—+400 n—-+o00

Assumption (C3) implies that there exists ((07”7 W, ))jen of ((0n,,wy,))ien such that ((0,”7, S Wn,, ))jen converges
almost surely to (6*, w*). Accordingly, for all 8 € R®,

E[(6* —0,VoLs(0*,w*))] < 2K2a + 201K, 5%,
which implies that
E[IVoLa(6,w)|| < 2K3a+ 201K 5°. (22)

A discussion similar to the one showing the above inequality, together with (21), means that there exists a subsequence
((6n,,, wn, ) ken of (61, w,))nen such that ((6,, , wy, ))ren converges almost surely to (0., w,) satisfying

E {va/:D(e*, w*)||2} < 2K2b + 205K, 8P. 23)
Inequality (19) implies that
1 _ .
E ({6, — 0, VoL (0 wi))] < o {E |16, = 0] E [16,1 — 0] } + 2670 + 201 K1 8E.
Summing the above inequality from n = 1 to n = N guarantees that

Z E [<0n -0, Ve»CG(Om wn)>]

n€[N]
1 5 ) —, ~ o
< {E[161 - 61°] —E [l6xs1 - 6] } +2KENa + 201Ky Y 5
ne[N]
1 5 —y ~ .
< 5 E [||91 -0 } +2KiNa+201K, Y B9,
n€[N]
which implies that
= 1 2 -2 201[%1 a
N Z ]E[<0n - 97VG£G(071,7’UJ7L)>] < ME {”91 — 0” :| + 2K1a+ N Z Bn (24)

née[N] ne[N]
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A discussion similar to the one showing (24) leads to the following:

1 1 9 . 205K, b
= - < - > .
N 6[N}IE[(wn W, Ve Lp(0n, wy))] < 2bNE [||w1 w|| } +2K35b+ N 2 B

Let us consider the case where ((0,,, w,,))necn converges almost surely to (0*, w*). Inequalities (22) and (23) indicate that
EIVoLa(6",w")|| < 2K3a+201K:5%,
E[|Vuwln (0" w)|?] <2636+ 20K,

which completes the proof. [

B.2 Proof outline of Theorem 3.2

First, we provide a brief outline of the proof. The flow is the same as in [Bor97]. The definitions of 6,, 1 and w,, ;1 imply
that, foralln € N,

an
7g(0na wn) + anﬁgda(anflv wn71)7

bn (25)
Wp41 = Wy — an(ena wn) + bnﬂy?dD(on—lv wn—l)~

0n+1 - en - bn

We can easily check that (25) is as a discretized version of the ordinary differential equations & (t) = 0 and y(t) =
D(x(t),y(t)) with a step size b,, and errors at the nth iteration defined by

Qn

b g(0n7 wn) + anBSdG(enfly wnfl) and bnﬁr?dD (enfly wnfl)- (26)

Assumptions 3.1(C2) and 3.2(D2)(i) thus guarantee that two sequences defined by (26) converge almost surely to zero.
Hence, an argument similar to the one for obtaining Theorem 1.1 in [Bor97] (see [Bor97, Section 2] for the detailed proof)
leads to Theorem 3.2(i). Theorem 3.2(ii) depends on the key inequalities (16) and (17), which come from Assumptions
2.1(A1)-(A2) and 3.1(C2)—~(C3). Summing (16) and (17) from n = 1 ton = N gives (13). In particular, let us define
a, = O(n="), B¢ = O(n="), b, = O(n~"), and B2 = O(n="™), where 1,,m € (0, 1). These learning rates satisfy
Assumption 3.2(D2)(ii) and (D3). Hence, (13) implies (14). Moreover, we use a,, and b,, defined by (15). These learning
rates satisfy Assumption 3.2(D2)(ii) and (D3). Hence, (13) implies (14).

The following is the detailed proof of Theorem 3.2.
Proof of Theorem 3.2: (i) The definitions of 6,, 1 and w,,+1 imply that, for all n € N,
0n+1 = 0n - bnalg(ena wn) + anﬁSdG(anfh wnfl)a

bn 27)
Wpt1 = Wy — an(ena wn) + bnﬂr?dD(en—la wn—l)-

Lemma A.1 ensures that (|[G(0,,, w,)|)nen> (|P(0n, wn)|)nen, (A% (0,,w,))nen, and (dP (0, w,,))nen are almost
surely bounded. Assumption 3.2(D1) ensures that (27) can be regarded as a discretized version of the ordinary differential
equations @(¢t) = 0 and y(t) = D(x(t), y(t)) with a step size b, and errors at the n-th iteration defined by

a

bn g(env wn) + anBEdG(On—la wn—l) and bnﬁy?dD (On—la wn—l)- (28)

Assumptions 3.1(C2) and 3.2(D2)(i) thus guarantee that two sequences defined by (28) converge almost surely to zero.
Hence, an argument similar to the one proving Theorem 1.1 in [Bor97] (see [Bor97, Section 2] for the details of the proof)
leads to Theorem 3.2(i).

(ii) Lemma A.3 guarantees that, for all € R® and all n € N,

E[(6, — 0, VeLlc(0,, wn))] < i {E [||0n - 0||2] _E [||¢9n+1 - 0||2]} + 201K, 89 + 2K 2a,.
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Summing the above inequality from n = 1ton = N gives, for all § € R®,

> E[(8, — 0,VeLc (0, w,))]

n€e[N]
< 3 s AR (16, 017 ~E[1600 — 017} +201Fy 3 5T 42R7 Y
ne[N] " ne[N] ne[N]
We have that
> - {E[10. - 0] ~E 16011 - 0]}
ne[N] "
161 — 0|| N |0k—0|| E|[|6, — 6] E|[60n11— 0|
sfo ] ¢ o.-or]) _efjore

k=2

[Hel |’ s

Z< ) 0

Since (an)nen is monotone decreasing, we have that, for all & > 1, a;' — ap';, > 0. Moreover, for all k& € N,
Yicio) (O — 0:) < [0 — 6> < C}. Hence,

2 i {E (16, — 01%] —E [16n11 — 0] } < = 01 Loz (1 _ 1> _a

a a
ne[N] " N N

Therefore, for all @ € R® and all N > 1,

1 Cc? 20, K, 2K2
— g E — < 1 E : G 1 Z _

A discussion similar to the one showing the above inequality leads to the following: for all w € R" and all N > 1,

C3 204K, o, 2K?2
_ — < —_ .
E E[{ W, Vo lp(0n,wy))] < o N + N E By, + N E br,
nE[N ne[N] ne[N]

Let us define v, := n~", where ) € (0,1). Then, we have

1
anN - NI=m
and
i o, < 1{1+/ dt}< 1 N7 !
n = 37 — — ’7'
Nne[N] N 1 N1 (1 n)N
Theorem 3.2(ii) thus leads to
1 —0,VoLlc(0,,wy,))] <O
N 6~G\YUn, n = ’

n— W, Ve Lp(On, wy))) (N“b)

2 \

2
2

where p, := min{n,, 1 — 7.} and pp, := min{n,, 1 — np}.
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Let us define

(an) = (aya,..., 0,74, YAy ..., YAy .Y QY Gy Y Gy
————
T T T

where a, T > 0, P > 1,and v € (0,1). Let N = TP and a > 0 such that ¢ < ay. Then, we have

1
—_— < — and an, < al~"
o e 3 s e 4
When ﬁ satisfies Z G < 400, Theorem 3.2(ii) leads to
1
_ Z — 07VQ,Cg(0n7’LUn)>] S O <N) 5
ne [NV]
1
AT Z ]E - wvvaD(envwn»] < o <N> :
ne [N]

This completes the proof. [

C Examples of Algorithm 1

C.1 Examples of Algorithm 1 with constant learning rates

Properties (10), (11), and (12) in Theorem 3.1 indicate that, for sufficiently small learning rates a and b and CG parameters
B and P,

E [ VoL (8", wh)[*] ~ 0, E [ Vuln (6" w)|*| ~ 0

with

% Z E [<0n - O,Veﬁa(gn,’wnm ~ 0 (]1]> )
n€e[N] (29

1 > E[(wn —w, VuLp (O, w )>]z0(1>.

N K w ns n N

n€[N]

Let us discuss the results in Theorem 3.1 under certain conditions. For simplicity, we assume that ((6,,, w,,)),cn generated
by Algorithm | converges almost surely to (6*, w*).

(I) [SGD)] First, we consider the case where 3¢ = 3P = 0. In this case, Algorithm 1 for the generator (resp. the
discriminator) is based on the SGD method with a learning rate a (resp. b). Theorem 3.1 indicates that the convergent point
of the SGD-type algorithm satisfies

E([VoLa(6,w)|’| <2K3a, B[|VaWln(0®,w")|?] < 2R3,

(I1) [Momentum SGD] We consider the case where 85 := 3¢ € [0,1/2] and B2 := 8P € [0,1/2]. In this case, Algorithm
1 for the generator (resp. the discriminator) is based on the momentum method with a learning rate a (resp. b) and momentum
coefficient a3 (resp. b3”). Theorem 3.1 indicates that the convergent point of the momentum-type algorithm satisfies

E [||vgcc(o*,w*)u2} < 2K?%a + 201K, 5%, E [vaﬁD(e*,w*)HQ < 2K2b + 205K, 8P, (30)

(IIT) [CG] We consider the case where BS and ﬂ,’? are based on the CG formulas defined in Section 2.2. The parameters B,Cf
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and B2 satisfying (C2) are, for example, as follows:

2
gER.G _ |0 { e %} if [|Gn-1]l # 0,
" 0 otherwise
. Gn—1,9n—Gn— .
BPRP.G T {W’ %} if [|Gn—1] # 0,
otherwise
fs.G _ <g: L02-uct) A4 i (A, G — Gn1) # 0
ﬂG _ otherwise 31
" ”gn” 1 if <dG g _ g > 0
5DY G _ {dC_,Gn—Gn_1)’ 2 1 n—1>Yn n—1) 7
otherwise
Gn—Gn Gn,dG_
ﬁHZG mln ﬂHSG ’uH (d5_ 1»917! <gn71)21>’%} 1f<dg lvgn_gn71> #0
otherwise
BIVLE  tmax {0, min { 1S, GY-C}}
BH26 = max {0, min { FRC, GLRFG )
where G,, := G(0,,,w,,), dS := d%(0,,w,),and u > 1/4.
. 1D, 12 .
GER.D _ min { D I !HQ, é} if |D,—1]] # 0,
" 0 otherwise
] Dyn—1,Dn—Dn_1 .
BPRP.D _ min {W» %} if [ Dp—1]| # 0,
" otherwise
Dyn—1,Dn—Dn—
BHS:D — 5? b Da D) i;’%} if (d)_1, Dn = Dn-1) # 0,
ﬂD _ otherwise 32)
n D 2
BDY.D {ap_ 1”1) ”’Dn 1>a%} if (d))_1,Dn, — Dp1) #0,
! otherwise
|1Dn—Dn—1||*(Dn,d?_,)
BHZD _ mm ﬂHSD K ap  D,-D, )2 : 7;} if (df 1, Dy, — Dp_1) #0,
otherwise
BHybl D _ max {0 min {BHS D BDY D}}
BHbe D _ max {O min {6FR D’IBPRP D}}

where D,, := D(0,,,w,), d? := d”(0,,,w,), and x > 1/4. Theorem 3.1 indicates that the convergent point of the
CG-type algorithm with ,Bf and 6,’? defined by (31) and (32) satisfies (30).

C.2 Examples of Algorithm 1 with diminishing learning rates

Property (14) together with®

Na =M = 5 (33)

indicates that Algorithm [ satisfies

1 1
— E[(6, —0,VeLs(0,,w,))] =0 E[(w, —w,Vulp(@,,w,))]| =0 — |, (34
Nn;ﬂ e < ) EZ[N ’ ( N)

where we assume that the stochastic gradient errors M (®) and M () are zero. To guarantee that Algorithm 1 converges
almost surely to a stationary Nash equilibrium, we need to set diminishing learning rates a,, and b,, satisfying Assumption

The maximum value of min{n, 1 — n} forn € (0,1) is 1/2 whenn = 1/2.
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3.2(D2)(), i.e.,

1
5 <M <7a<l (35)

(see Theorem 3.2(i)). Then, property (14) ensures that Algorithm 1 has the following convergence rate:

+ 3 B0, 6, VoLo(0w,)] = O (Nlu) v Elwn w0, VLB, w,))] = O <Nlu> . (36)

ne[N] n€(N]

where pi, := min{n,, 1 — 7, } and pp, := min{n,, 1 — np}.
Let us discuss the results in Theorem 3.2 under certain conditions.

(I) [SGD] First, we consider the case where ¢ = S = 0. In this case, Algorithm 1 for the generator (resp. the
discriminator) is based on the SGD method with a learning rate a,, (resp. b,,). This algorithm was presented in [Heu+17,
(1)]. Theorem 3.2(ii) indicates that the SGD-type algorithm satisfies (34) and (36); i.e.,

1 O (%) if (33) holds,

N Z E[<9n_07V9£G(0n;wn)>}:{ (\ﬁﬁ) 1( ) holds
ne(N] O (§%=) if (35) holds,

1 O (- ) if (33) holds,
ne(N] O (77 ) if (35) holds.

(Il [Momentum SGD] Let us consider Algorithm 1 for the generator (resp. the discriminator) based on the momentum
method with a learning rate a,, (resp. b,) and momentum coefficient a,, 3 (resp. b,32). Let us consider 3¢ and 37
with (35). Then, there exists n; € N such that, for all n > ny, 3¢, 3P < 1/2, which implies that 3 and 37 satisfy (C2).
Theorem 3.2(ii) thus ensures that the momentum-type algorithm has the same convergence rate as in (I).

(IIT) [CG] Let us consider the CG-type algorithm, i.e., Algorithm 1 with a,, and b,, with (33) and B,Cf and B}B defined by
(31) and (32). Theorem 3.2(i) guarantees that the CG-type algorithm converges almost surely to a point in LNE(Lp, Lg).
Next, let us consider S and 32 defined as follows:

. Gnll? .
GPR.G _ {mln { ”‘g|”7|1‘|‘2 ) %} n}m if [|Gn—1]] # 0,
n

0 otherwise
: (Grn-1,9n—Gn-1) 1 1 .
BPRP.G _ Inln{w»g}m if |Gn-1]l # 0,
otherwise

Qn Gn—=Gn-1) 1 1 : G
486 _ (Gpmssu o) 1L L i (dF 1, Gn — Gn1) #0

otherwise

5DY { (d" 1:Gn—=Gn-1) 2 [ nia 1 < n—lvgn gn—1> ?A

otherwise

HZG

0
”gn Gn— 1” <gn7dn ) .
min 6HSG H <d" 1:Gn—Gn_ 1>21 ’ %} n}m if <dg—1ﬂgn7gn—1> %O
0

otherwise

BHybl G _ max {O min {BHS G 6DY G}}
ﬂHbe ,G FR,G ﬂPRP G}}

= max {O min {
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where G,, := G(0,,, w,,), dg =

where D,,

d%(0,,w,),and pn > 1/4.

: IDnll®> 11 _1 .
grn _ fmin {2l 3} 2 it 0,
" .
0 otherwise

: Dyn—1,Dn—Dn_1 .
BPRP.D _ mm{< [Dr_1112 )’%} ar if [ Daall #0,
" otherwise
Dyp—1,Dn—Dpn—
BHS.D — 5 11,D,L Do f;vé} (@), Dn = Dpa) #0,
otherwise 13
DAL g (@D | D, —D 0 o
BDY.D _ P, D,-D, 1) 2 nm ! (dn_1, n—1) # 0,
" otherwise
HDn Dy — 1“ (Dnvdf )
BHZ.D BHSD {0 DDy )7 v%}ﬁ if (d}_, Dy — Dn-1) #0,
0 otherwise

ﬁHybl D _ max {0 min {BHS D BDY D}}
BEbe D — max {0, min {ﬂER D’ BERP D}}

= D(0,,w,), d? = dP(0,,w,), and yu > 1/4. The sequences (35),en and (B2),,cn defined by (37) and

(38) satisty (C2) and (D4). Property (14) ensures that the CG-type algorithm has the the same convergence rate as in (I).
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D Experimental Settings

D.1 Implementation and environment

We performed our experiment on TSUBAME, a supercomputer owned by the Tokyo Institute of Technology. The total
computation amounted to 65,900 GPU hours.

The dataset of CIFAR10” does not indicate a license. The pre-trained model is under Apache License 2.0 for the FID
inception weights®.

Our code can be found at the link below.

D.2 Model and datasets

We studied and evaluated SNGAN with ResNet generator [Zhu+20] for GAN experiments. We used CIFAR10 as the dataset.
The workload for each experimental setup is shown in Table 4.

Table 4: Workload

Model Dataset  Dataset Size Step Budget
SNGAN with ResNet Generator [Zhu+20] CIFAR10 50000 100K

D.3 Hyperparameters and detailed configuration
D.3.1 Toy-example experiments

The hyperparameters for the results shown in Figure 1 of Section 4.2 are explained here. A momentum coefficient of 0.9
was used for momentum SGD, and FR was set as a beta update for the CG method. Each optimizer had a learning rate
to update x and a learning rate to update y. For the constant learning rate settings, we set 3.75e — 08 as the learning rate
of x and 1e — 06 as the learning rate of y in SGD. Moreover, we set 3.75e — 08 and 1e — 07 in the momentum SGD and
2.5e — 08 and 5e — 07 in the CG method. The number of steps was 400. After updating x, the gradient of y was updated for
the objective function, which used the updated x.

D.3.2 GAN experiments

Here, we report the hyperparameter’s search space. For SGD, we only searched the learning rate 7 and batch size B. For
momentum SGD, was added a fixed value of 0.9 as a parameter to control the momentum ~y. As for the diminishing learning
rates, we performed experiments as described in Section 4.3.2.

"https://www.cs.toronto.edu/ kriz/cifar.html
8https://github.com/mseitzer/pytorch-fid/releases
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E Supplemental Experimental Results

This section provides information on experimental results omitted from the text.

Adam, a popular optimizer in the training of GANs, was compared. Here, when Adam is used to train GANS, it has been
reported that setting 31, the hyperparameter of Adam’s first order moment, to 0.5 leads to stable learning [RMC15], and it
was used in [Heu+17]’s work. Therefore, we chose this setting.

E.0.1 Constant learning rate rule

In the case of a constant learning rate, the discriminator’s loss decreased steadily, increasing the generator’s loss (Figure 5).
The CG method using FR as a 3 update rule had the best FID score: the discriminator’s loss decreased steadily, and the
generator’s loss increased, suggesting convergence to the saddle point. The norm transition for the gradient is shown in
Figure 6. The FID transition is shown in Figure 4, and the final scores are shown in Table 3.

Additionally, the details of the FID scores for each learning-rate combination are shown in Figure 10 in Appendix F.

Best-10 Avg FID | Constant LR | cifarl0 on SNGAN w/ ResNet
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Figure 4. Mean FID (solid line) bounded by the maximum and minimum (the shaded areas) over the best ten runs in the
sense of FID when using a constant learning rate. Results for CIFAR-10 on SNGAN with ResNet generator.

Best-10 Avg avg_losses_D | Constant LR | cifarl0 on SNGAN w/ ResNet Best-10 Avg avg _losses G | Constant LR | cifarl0 on SNGAN w/ ResNet
0

2.5

—— adam —— cgd_fr_prp
d h
175 sg cgd_hs
2.0 momentum_sgd —— cgd_hs_dy
cgd_dy cgd_hz
a 1.50 [0 cgd_fr —— cgd_prp
! a'1s
o 1.25 [0)
@ a
S °
—11.00 |
o 1.0
H — adam — cgd_fr_prp S @
0.75 sgd cgd_hs
—— momentum_sgd  —— cgd_hs_dy 0.5
0.50 —— cgd_dy cgd_hz
—— cgd_fr —— cgd_prp
0.25 0.0
0 20000 40000 60000 80000 100000 0 20000 40000 60000 80000 100000
Iteration Iteration

Figure 5. Mean loss (solid line surrounded by the shaded areas) bounded by the maximum and minimum over the best ten
runs in the sense of FID. Left: CIFAR-10 discriminator loss, Right: CIFAR-10 generator loss
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Best-10 Avg avg_norms_D | Constant LR | cifar10 on SNGAN w/ ResNet

Best-10 Avg avg_norms_G | Constant LR | cifar10 on SNGAN w/ ResNet
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Figure 6. Mean norm of the gradient (solid line surrounded by the shaded areas) bounded by the maximum and minimum
over the best ten runs in the sense of FID. Left: CIFAR-10 discriminator, Right: CIFAR-10 generator

E.0.2 Diminishing learning rate rule

The inverse square learning rate was not used in the previous studies [Heu+17; Gool7; RMC15] because of the rapid decay
of the learning rate from the beginning to the middle of the learning process, which is challenging to balance in minimax
optimization. Therefore, we employed a scheduling scheme that decays the learning rate every 1" steps.

The details of the FID scores for each learning-rate combination are shown in Figures 11 in Appendix F. The FID scores for
training with the diminishing learning rate are shown in Figure 7. The losses and norms of each generator and discriminator
for training on the MNIST and CIFAR10 are shown in Figure 8 and Figure 9, respectively.

Best-10 Avg FID | Diminishing LR | cifar10 on SNGAN w/ ResNet
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Figure 7. Mean FID (solid line) bounded by the maximum and minimum (the shaded areas) over the best ten runs in the
sense of FID when using a diminishing learning rate. Results for CIFAR-10 on SNGAN with ResNet generator.
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Best-10 Avg avg_losses_D | Diminishing LR | cifar10 on SNGAN w/ ResNet Best-10 Avg avg_losses G | Diminishing LR | cifarl0 on SNGAN w/ ResNet
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Figure 8. Mean loss (solid line surrounded by the shaded areas) bounded by the maximum and minimum over the best ten
runs in the sense of FID. Left: CIFAR-10 discriminator loss, Right: CIFAR-10 generator loss

Best-10 Avg avg_norms_D | Diminishing LR | cifar10 on SNGAN w/ ResNet Best-10 Avg avg_norms_G | Diminishing LR | cifar10 on SNGAN w/ ResNet
0
—— adam —— cgd_fr_prp 60 —— adam — cgd_fr_prp
—— sgd cgd_hs —— sgd cgd_hs
120 - N
—— momentum_sgd —— cgd_hs_dy 50 momentum_sgd —— cgd_hs_dy
—— cgd_dy cgd_hz —— cgd_dy cgd_hz
100 - J—
=} —— cgd_fr —— cgd_prp ‘-'7|40 cgd_fr —— cgd_prp
w (%)
£ 80 E
£
2 2,30
g\| 60 g‘
40
20 10
0 0
0 20000 40000 60000 80000 100000 0 20000 40000 60000 80000 100000
Iteration Iteration

Figure 9. Mean norm of the gradient (solid line surrounded by the shaded areas) bounded by the maximum and minimum
over the best ten runs in the sense of FID. Left: CIFAR-10 discriminator, Right: CIFAR-10 generator
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F Sensitivity of learning rate

F.1 Constant learning rate rule

For the dataset x optimizer combinations, we performed a grid search of 25 hyperparameter combinations, including five
combinations each for LR_G (initial learning rate for the generator) and LR_D (initial learning rate for the discriminator).
To evaluate the optimizer’s performance on LR_G and LR_D, we created a heat map of FID scores.
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Figure 10. Analysis of the dependence of FID value on LR (CIFARI1O0, constant learning rate, batch size = 64): LR of the
generator on the vertical axis and LR of discriminator on the horizontal axis. The heatmap colors denote the FID scores: the
darker the blue, the lower the FID, meaning that the training of the generator succeeded.
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F.2 Diminishing learning rate rule

For dataset x optimizer combinations, we performed a grid search of 16 hyperparameter combinations, including five
combinations each for LR_G (initial learning rate for generator) and LR_D (initial learning rate for discriminator). To
evaluate the optimizer’s performance on LR_G and LR_D, we created a heat map of FID scores.
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Figure 11. Analysis of the dependence of FID value on LR (CIFAR10, diminishing learning rate, batch size = 64): LR of the
generator on the vertical axis and LR of discriminator on the horizontal axis. The heatmap colors denote the FID scores: the
darker the blue, the lower the FID, meaning that the training of the generator succeeded.
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