Distributed Offline Policy Optimization Over Batch Data

Han Shen* Songtao Lu† Xiaodong Cui† Tianyi Chen*
* Rensselaer Polytechnic Institute
† IBM T. J. Watson Research Center

Abstract

Federated learning (FL) has received increasing interests during the past years. However, most of the existing works focus on supervised learning, and federated learning for sequential decision making has not been fully explored. Part of the reason is that learning a policy for sequential decision making typically requires repeated interaction with the environments, which is costly in many FL applications. To overcome this issue, this work proposes a federated offline policy optimization method abbreviated as FedOPO that allows clients to jointly learn the optimal policy without interacting with environments during training. Albeit the nonconcave-convex-strongly concave nature of the resultant max-min-max problem, we establish both the local and global convergence of our FedOPO algorithm. Experiments on the OpenAI gym demonstrate that our algorithm is able to find a near-optimal policy while enjoying various merits brought by FL, including training speedup and improved asymptotic performance.

1 Introduction

Federated Learning (FL) is a machine learning setting where clients collaboratively train a model under the coordination of a central server while keeping their data private (McMahan et al., 2017). FL was motivated by the growing need of training with the massive amount of data generated at different local devices, while mitigating the privacy risks and costs resulting from centralized training.

In recent years, FL has achieved tremendous success in numerous applications such as healthcare (Chen et al., 2020), finance (Liu et al., 2020a), IoT (Zhang et al., 2021b), product personalization (Hard et al., 2019). Although FL has proved to be an effective paradigm for a wide range of real-world tasks, existing works have been largely focusing on supervised learning settings, while applying other machine learning techniques in FL paradigm, such as reinforcement learning (RL), has not been widely studied (et al., 2021). Part of the reason is that learning a policy in RL typically requires frequent deployment of new policies in the environment to acquire online experiences. However, in many potential applications of federated RL such as healthcare (Murphy et al., 2001), finance (Liu et al., 2020b) and energy management (Li et al., 2021), deployment of new policy is costly or even impossible (Matsushima et al., 2020). For example, in healthcare, an unreliable treatment policy may have side-effects on patients. Or in power systems, a sub-optimal energy management policy may result in severe economic loss, and is not favored by end users.

To overcome this challenge, we propose an offline federated policy optimization method named FedOPO, which allows multiple clients to jointly train a policy with data sets distributed over local clients. The data set of each client is collected by unknown client-customized behavior polices prior to the training phase, and no data collection is needed during training. Therefore, FedOPO requires no online sampling and thus mitigates the costs of online policy deployment. Moreover, we show that compared to the case where each client trains a policy locally, FL brings several theoretical merits including training speedup, improved asymptotic performance and better data coverage.

1.1 Related works

To put our work in context, we review prior art that we group in the following categories.

Federated learning. Ever since the introduction of FL in (Konecný et al., 2016 McMahan et al., 2017), it has been extensively studied in semi-supervised learning setting (Papernot et al., 2017 2018); hierarchical setting (Liu et al., 2020a, Briggs et al., 2020); non-iid data setting (Zhao et al., 2018, Hsieh et al., 2020); continual learning (Yoon et al., 2021); multi-task setting (Smith et al., 2018). The major concerns in FL include the communication efficiency (Seide et al., 2014, Stich et al., 2018, Chen et al., 2018, Wang and Joshi, 2018, Yu et al., 2019) and data privacy (Huang et al., 2021, Jin et al., 2021). For a complete survey of FL, see e.g.,
Though most of the works on FL focus on the supervised learning settings, there are a few works that study a restrictive class of RL problems (see e.g., (Liu et al., 2019a; Lee and Choi, 2020)). However, they are restricted on specific tasks that allow online sampling. Recently, (Jin et al., 2022) studied a general federated RL method in an online setting. A provably-convergent offline federated RL method that can be applied to a wider range of tasks is, however, missing in the literature.

Model-based offline RL. Offline RL has gained growing interests recently thanks to its importance in safety-critical applications. Offline RL can be tackled either through model-based or model-free approaches. The model-based methods leverage the techniques from supervised learning and uncertainty quantification to learn a reliable Markov decision process (MDP) model, and then utilize the planning algorithms to solve the problem. MOPO regularizes the learnt MDP by penalizing the reward function with an uncertainty term (Yu et al., 2020). MORL strictly discourages the target policy from visiting the uncertain domains via reward shaping (Kidambi et al., 2020). While COMBO, inspired by (Kumar et al., 2020), takes another approach by conservatively updating the Q function in out-of-support domain without needing uncertainty quantification (Yu et al., 2021). Recently, representation learning-based approaches have also been developed in (Lee et al., 2021).

Model-free offline RL. A closer line of research to our work is the model-free offline RL methods that use conservative policy updates either via incorporating implicit regularization into objective function or imposing explicit constraints on the problem. Such methods include the conservative Q-learning (Kumar et al., 2020); Q-learning with uncertainty quantification (Kumar et al., 2019; Siegel et al., 2020; Wu et al., 2019) or explicit constraints on the state-action domain (Liu et al., 2020a); the importance weighted offline policy gradient (PG) methods (Nachum et al., 2019b; Liu et al., 2019b; Imani et al., 2018). Many offline PG methods originate from the logged actor-critic (Off-PAC) algorithm (Degris et al., 2012). The policy gradient in off-PAC is computed with logged samples, which renders Off-PAC not provably convergent to the optimal policy. To resolve this issue, a popular approach is to reweight the logged update with correction ratios, see e.g., (Imani et al., 2018; Gelada and Bellemare, 2019; Zhang et al., 2019b; Liu et al., 2019b; 2018). However, these works all require the information on the behavior policy, which is often unknown in practice.

In another line of work, (Nachum et al., 2019a; Zhang et al., 2020) considered the offline behavior-agnostic setting and proposed offline policy evaluation methods, which were unified as the DICE family (Yang et al., 2020). With similar techniques, (Nachum et al., 2019b) proposed the first offline behavior-agnostic policy optimization termed AlgaeDICE. AlgaeDICE improves over previous works by solving the distribution mismatch issue in behavior-agnostic setting.

1.2 Main contributions

In this context, we propose an offline federated policy optimization method that we term FedOPO. Our contributions can be summarized as follows.

C1) A new federated learning framework. We broaden the application of FL from supervised learning to sequential decision making, where the goal is to learn a policy that repeatedly takes actions based on states. We are interested in settings where online sampling is prohibited, and multiple clients aim to learn the optimal policy with locally distributed logged data generated by behavior polices different from the updating policy. Our algorithm corrects the offline policy update with the so-called density ratio, which is learnt by optimizing a max-min-max objective function with clients’ data. Due to the offline nature of our method, it can be applied to a general class of federated RL tasks, including those that require little to none online policy deployment.

C2) Quantifiable benefits of FedOPO. We show both theoretically and empirically that the marriage of FL and offline PG brings two major benefits: 1) Run-time speedup. The synchronized parallel computing architecture inherent to FL speeds up the optimization process, which is in dire need as the max-min-max objective is particularly hard to optimize in practice. Our analysis shows that linear speedup is achieved, i.e. the convergence rate increases at a rate of $\Theta(N)$, where $N$ is the number of clients. 2) Better asymptotic performance. FL is able to utilize the combined information provided by all clients while protecting data privacy. The shared data collection reduces the statistical error at a rate of $\Theta(1/N)$, thus improves the asymptotic performance. Numerical experiments are provided to verify our theoretical results.

C3) Improved analysis of offline PG. By setting $N = 1$, our analysis reduces to the offline PG method. In this case, our work improves over the analysis of offline PG with density-ratio correction in (Huang and Jiang, 2021) in the following aspects: i) The algorithm in (Huang and Jiang, 2021) runs a double-loop manner where the inner-loop performs density ratio estimation and the outer loop performs the PG update. While our analysis allows a practical single-loop structure where the PG update and density ratio update are performed simultaneously. Albeit the single-loop structure is more difficult to analyze and often has slower convergence rate, we give an improved analysis that achieves the state-of-art rate of $O(1/N^2)$. ii) The Assumption C in (Huang and Jiang, 2021) is stronger than Assumption in this work. Specifically, we show that the second bounded ratio assumption adopted in (Huang and Jiang, 2021) is not needed, relaxing the requirement on the batch data.
2 Preliminaries

In this section, we will define basic notations regarding the Markov decision process and then give a general formulation of the RL problem.

RL problems are often modeled as an MDP described by $\mathcal{M} = \{S, A, P, r, \gamma\}$, where $S$ is the state space, $A$ is the action space, $P(s'|s, a)$ is the probability of transitioning to $s'$ given current state $s \in S$ and action $a \in A$, and $r(s, a)$ is the reward associated with the state-action pair $(s, a)$, and $\gamma \in [0, 1)$ is a discount factor. Without loss of generality, we assume the reward $r(s, a) \in [0, 1]$ for any $(s, a) \in S \times A$. A policy $\pi: S \rightarrow \Delta(A)$ is defined as a mapping from the state space $S$ to the probability distribution over the action space $A$.

Considering discrete time $t$ in an infinite horizon, a policy $\pi$ generates a trajectory $(s_0, a_0, s_1, a_1, \ldots)$ with $a_t \sim \pi(\cdot|s_t)$ and $s_{t+1} \sim P(\cdot|s_t, a_t)$. Given a policy $\pi$, we define the state and state-action value functions as

$$V_\pi(s) := \mathbb{E} \left[ \sum_{t=0}^{\infty} \gamma^t r(s_t, a_t) \mid s_0 = s \right];$$

$$Q_\pi(s, a) := \mathbb{E} \left[ \sum_{t=0}^{\infty} \gamma^t r(s_t, a_t) \mid s_0 = s, a_0 = a \right],$$

where $\mathbb{E}$ is taken over the trajectory $(s_0, a_0, s_1, a_1, \ldots)$ generated under policy $\pi$. With the above definitions, the advantage function is $A_\pi(s, a) := Q_\pi(s, a) - V_\pi(s)$. With $\rho$ denoting the initial state distribution, the discounted state visitation measure induced by policy $\pi$ is defined as $d_\pi(s) := (1 - \gamma) \sum_{t=0}^{\infty} \gamma^t P(s_t = s \mid s_0 \sim \rho, \pi)$. We overload notation and define the discounted state action visitation measure as $d_{s,a}(s, a) = (1 - \gamma) \sum_{t=0}^{\infty} \gamma^t P(s_t = s \mid s_0 \sim \rho, \pi)(a|s)$. In the case where $\pi$ is parametrized by $\theta$, we use $d_\theta$ as shorthand notations for $d_{s,a}$.

The goal of RL is to find an optimal policy $\pi^*$ defined as $\pi^* \in \arg \max_{\pi} J(\pi) := (1 - \gamma) \mathbb{E}_{s \sim \rho}[V_\pi(s)]$. We define the optimal return as $J^* := \max_\pi J(\pi)$. When the state and action spaces are large, finding the optimal policy $\pi$ becomes computationally intractable. To overcome the inherent difficulty of learning a function, the policy gradient methods seek to approximate the best policy over a class of parametrized policies. We parametrize the policy with $\theta \in \mathbb{R}^d$, and solve the following problem

$$\max_{\theta \in \mathbb{R}^d} J(\theta) := (1 - \gamma) \mathbb{E}_{s \sim \rho}[V_\pi(\theta)(s)] = \mathbb{E}_{s, a \sim d_{\pi_\theta}}[r(s, a)].$$

To penalize degenerate policies or utilize prior knowledge, it is common to augment the objective function with a regularization, given by

$$J_\tau(\theta) := J(\theta) + \tau \mathbb{E}_{s \sim \rho_p}[-D_{KL}(\pi_\theta(\cdot|s) || \pi_\theta(\cdot|s))]$$

where $\tau \geq 0$ is a regularization constant, $\eta_p$ is a prior state distribution, and $\pi_\theta$ is a prior policy. The regularization $R(\theta)$ encourages $\pi_\theta$ to imitate $\pi_\rho$ within the support of $\eta_p$, incorporating prior knowledge into training. When $\pi_\rho$ and $\eta_p$ are set as uniform distributions, the regularization term is reduced to the relative entropy regularization widely analyzed in the literature (Agarwal et al., 2020; Bhandari and Russo, 2019; Zhang et al., 2021a). Moreover, the regularization prevents degenerate solutions that can lead to the pitfall of certain policy parametrization (Bhandari and Russo, 2019).

3 FedOPO: A Federated Offline Policy Optimization Algorithm

In this section, we will first derive a tractable objective function for federated offline PG, and then introduce our algorithm FedOPO.

3.1 Federated offline policy optimization

In an offline federated RL setting, we have $N$ clients aiming to learn the optimal policy of the same MDP. In data collection phase prior to training process, each client $n$ uses a possibly unknown behavior policy $\pi^n_\theta$ to collect batch data. Following the convention in offline RL literature, we abbreviate the behavior visitation distribution $d_{\pi^n_\theta}(s, a)$ as $d^n_\pi(s, a)$, and define the averaged distribution as $d_D(s, a) := \frac{1}{N} \sum_{n=1}^{N} d^n_\pi(s, a)$.

To find the optimal policy that maximizes $J(\theta)$, $\theta$ is updated using the policy gradient given by (Sutton et al., 2000)

$$\nabla J(\theta) = \mathbb{E}_{s, a \sim d_D}[Q_{\pi_\theta}(s, a) \psi_\theta(s, a)],$$

where the score function is defined as $\psi_\theta(s, a) := \nabla \log \pi_\theta(a|s)$. For a given target policy $\pi_\theta$, running the policy gradient (4) is challenging in the offline RL setting, because samples from the distribution $d_{\pi_\theta}$ in (4) cannot be obtained without interacting with the environment via $\pi_\theta$. A natural thought is to encourage $d_{\pi_\theta}$ to stay close to the more accessible distribution $d_D$ which can be estimated by the batch data collected by clients. To this end, we augment $J_\tau(\theta)$ with a regularizer $D_{\chi^2}(d_{\pi_\theta} || d_D)$, that is

$$\max_{\theta \in \mathbb{R}^d} F_\lambda(\theta) := J_\tau(\theta) - \lambda D_{\chi^2}(d_{\pi_\theta} || d_D),$$

where $D_{\chi^2}$ is the $\chi^2$ divergence and $\lambda > 0$ is a regularization constant. It is worth noting that the regularizer in (5) serves different purpose than that in (3). The regularizer in (3) prevents degenerate solutions or incorporates prior knowledge, while the one in (5) encourages the on-policy visitation distribution $d_{\pi_\theta}$ to stay close to the averaged logged visitation distribution $\frac{1}{N} \sum_{n=1}^{N} d^n_\pi$, and thus encourages conservative policy updates. The relative temperature between the two regularizers is controlled by $\tau, \lambda$. 
To ensure the tractability of our problem, we make the following assumption which is common in previous works on offline RL (Zhang et al. 2020; Nachum et al. 2019a).

**Assumption 1** (exploratory federated RL data). For all eligible $\theta$, if $d_{\pi_\theta}(s,a) > 0$, there exists a client $n$ whose $d^n_{\pi_\theta}(s,a) > 0$ for this particular pair $(s,a)$. There exists a constant $C_d$ such that $\|d_{\pi_\theta}\|_{\infty} \leq C_d$.

As we show in the remark below, our assumption is weaker than those in (Nachum et al. 2019b; Huang and Jiang 2021; Zhang et al. 2020; Nachum et al. 2019a).

**Remark 1.** Suppose $\pi_\beta^n$ is chosen randomly with at least probability $p > 0$ such that $\|d_{\pi_\beta^n}\|_{\infty} < \infty$, then it is immediate that Assumption 7 holds with probability at least $1 - (1 - p)^N$. Then for a federated system with large enough number of workers $N$, Assumption 7 holds with a probability sufficiently close to 1. Moreover, by definition of $d^n_{\pi_\theta}$, we have $d^n_{\pi_\theta}(s,a) \geq (1 - \gamma)\rho(s)\pi_\beta^n(a|s)$. If $\rho(s) > 0$, and we select $\pi_\beta^n$ within the subset of stochastic policies, i.e. $\pi_\beta^n(a|s) > 0$ for any $(s,a)$, then we have $d^n_{\pi_\theta} > 0$ with probability $p = 1$. In this case, Assumption 7 is guaranteed to hold. In addition, it is worth noting that our assumption is weaker than that of (Huang and Jiang 2021) when $N = 1$, as we do not need the second inequality assumption in (Huang and Jiang 2021) Assumption C.

3.2 Federated max-min-max reformulations

Accessing $d_{\pi_\theta}$ in (5) requires sampling via $\pi_\theta$, which is changing during learning. Hence, the objective function $F_\lambda(\theta)$ is still hard to optimize in the federated RL setting. Inspired by the change of variable trick and the fenchel duality trick in (Nachum et al., 2019b,a), we will consider an equivalent form of (5) in the following lemma.

**Lemma 1.** Under Assumption 7 the problem defined in (5) is equivalent to

$$
\min_{\theta} \max_{v,\mu} \frac{1}{N} \sum_{n=1}^N F^n_\lambda(\theta, v, \mu) \\
\text{with} \quad F^n_\lambda(\theta, v, \mu) := (1 - \gamma) \mathbb{E}_{s,a \sim \pi_\theta} [v(s_0, a_0)] \\
+ \mathbb{E}_{s,a \sim d^n_B} \left( \mathcal{B}_{\pi_\theta} v - v \right) (s, a) \mu(s, a) - \frac{\lambda}{2} \mu(s, a)^2 + \tau R(\theta)
$$

where the Bellman operator is defined as $\mathcal{B}_{\pi_\theta} v(s,a) := r(s,a) + \gamma \mathbb{E}_{\tilde{s}', \tilde{a}', \tilde{\pi}_\theta} [v(\tilde{s}', \tilde{a}')].$

We term $F_\lambda(\theta, v, \mu)$ as the population-level offline federated RL objective function. By introducing $v$ and $\mu$ in (6), our new objective function no longer depends on the inaccessible distribution $d_{\pi_\theta}$, instead it depends on $\{d^n_B\}_{n=1}^N$ and $\rho$ which can be estimated by clients’ logged data. Given $\theta$, define $(v_\theta^*, \mu_\theta^*) := \arg\min_v \max_{\mu} F_\lambda(\theta, v, \mu)$. Using the optimality condition of $F_\lambda(\theta, v, \mu)$ with respect to $\mu(s,a)$, we have

$$
\mu_\theta^*(s,a) = \frac{1}{\lambda} \mathbb{E} \left( \mathcal{B}_{\pi_\theta} v - v \right) (s,a) = \frac{d_{\pi_\theta}(s,a)}{\lambda} \frac{\sum_{n=1}^N d^n_B(s,a)}{\sum_{n=1}^N d^n_B(s,a)}. \quad (7)
$$

Given $d_B$, we can use the so-called density ratio $\mu_\theta^*$ to obtain the distribution $d_{\pi_\theta}$. Recalling the definition of $\mathcal{B}_{\pi_\theta}$, we can solve (7) with respect to $v_\theta^*$ and obtain

$$
v_\theta^*(s,a) = \frac{1}{\lambda} \left( \mathcal{B}_{\pi_\theta} v - v \right) (s,a) \approx \mathbb{E}_{\pi_\theta} \left[ \sum_{t=0}^\infty \gamma^t \left( r(s_t, a_t) - \lambda d_{\pi_\theta}(s_t, a_t) \right) \right] | s_0 = s, a_0 = a. \quad (8)
$$

The definition of $v_\theta^*$ is akin to the Q-function of a virtual MDP $\bar{\mathcal{M}} = \{ S, A, \bar{\mathcal{P}}, \bar{\mathcal{R}}, \bar{\gamma} \}$ with reward function $\bar{r}(s,a) := (r - \lambda \frac{d_{\pi_\theta}}{d_B}) (s,a)$. Hence, solving $v$ and $\mu$ in (6) can be viewed as the critic problem for estimating the actor gradient. We formalize this intuition next.

**Lemma 2.** Suppose the critic variables are optimized, i.e. $v = v_\theta^*$ and $\mu = \mu_\theta^*$, then it holds that

$$
\nabla_\theta F_\lambda(\theta, v_\theta^*, \mu_\theta^*) = \mathbb{E}_{d_B} [v_\theta^*(s,a) \psi_\theta(s,a)] + \tau \nabla R(\theta) = \mathbb{E}_{d_B} \left( [\mu_\theta^* \cdot v_\theta^*](s,a) \psi_\theta(s,a) \right) + \tau \nabla R(\theta). \quad (9)
$$

Compared with the policy gradient in (4), (9) is the regularized policy gradient corresponding to the virtual MDP $\bar{\mathcal{M}}$. The virtual reward function $\bar{r}(s,a)$ penalizes $\pi_\theta$ when it visits the less supported state-action space, thus encourages conservative policy updates. Moreover, when $\lambda$ is chosen properly small, we have that $v_\theta^* \approx Q_\pi$, and therefore $\nabla_\theta F_\lambda(\theta, v_\theta^*, \mu_\theta^*) \approx \nabla J_\pi(\theta)$. In this sense, $\nabla_\theta F_\lambda(\theta, v, \mu)$ is an estimate of the regularized policy gradient given by the critic variable $v, \mu$.  

3.3 Algorithm development

To optimize $F_\lambda(\theta, v, \mu)$, one needs to sample from $\{d^n_B\}_{n=1}^N$ and $\rho$. This sampling process can be approximated by sampling from local data sets $D^n$ and $D^n_0$, where $D^n$ contains transition tuples $\{(s_i, a_i, s_i')\}_{i=1}^M$ with each tuple drawn from $d_B \otimes \mathcal{P}$, e.g., $(s_i, a_i) \sim d_B$ and
Algorithm 1 Federated Offline Policy Optimization

1: global initialize: Step sizes $\alpha$ and $\beta$. Communication interval $I$.
2: client initialize: Initial policy $\pi_0$. Initial $v^n_0$ and $\mu^n_0$ parametrized by $\omega^n_{v,k}$ and $\omega^n_{\mu,k}$.
3: for $k = 1, 2, \ldots, K$, do:
   4:     each client $n \in \{1, 2, \ldots, N\}$ do:
   5:       Obtain samples following (11) and (13).
   6:       Update the local model via (12) and (15).
   7:     if $k$ mod $I$:
   8:       Clients upload local parameters.
   9:       Server averages local parameters via (16),
 10: end if
11: end for

$s'_i \sim \mathcal{P}(|s_i, a_i|)$, and $D^n_0$ contains initial state samples $\{s_0\}_{i=1}^M \sim \rho$. For simplicity of notations, we assume the data set of each client contains $M$ samples. Denote the empirical distribution of initial state samples in $D^n_0$ as $\hat{\rho}^n$, and the empirical distribution of state-action pairs in data set $D^n$ as $\hat{D}^n_D$. Then we can define the empirical version of $F_\lambda(\theta, v, \mu)$ as

$$\hat{F}_\lambda(\theta, v, \mu) := \frac{1}{N} \sum_{n=1}^{N} \hat{F}^n_\lambda(\theta, v, \mu)$$  \hspace{1cm} (10)

with $\hat{F}^n_\lambda(\theta, v, \mu) := (1 - \gamma) \mathbb{E}_{s_0 \sim \hat{\rho}^n}[v(s_0, a_0)] + \gamma R(\theta) + \mathbb{E}_{s,a,s',d'_0 \sim \hat{D}^n_D}[r(s, a) + \gamma v(s', a') - v(s, a)] \mu(s, a) - \frac{\lambda}{2} \|\mu(s, a)\|^2$.

Due to privacy concerns in FL, clients cannot access each other’s data, and thus cannot directly optimize the global objective function $F_\lambda$. We introduce FedOPO in Algorithm 1 and summarize it next.

Local offline critic update. Consider the setting where each client $n$ stores local models $\theta^n$, $v^n$ and $\mu^n$, with $v^n$ and $\mu^n$ being parametrized by $\omega^n_{v,k}$ and $\omega^n_{\mu,k}$ respectively. At each iteration $k$, client $n$ first uniformly samples transitions from $D^n$ and initial states from $D^n_0$. This sampling process can be written as

$$s_0 \sim \hat{\rho}^n, a_0 \sim \pi_0(s_0); (s, a, s') \sim \hat{d}^n_D, a' \sim \pi_0(s')$$  \hspace{1cm} (11)

where $\pi_0$ is its local policy model, and the subscripts $n$ on samples are omitted for notation simplicity.

With the samples, the client can compute the stochastic gradient of local objective function $\hat{F}^n_\lambda(\theta^n, v^n, \mu^n)$ w.r.t. $\omega^n_{v,k}$ and $\omega^n_{\mu,k}$. We denote the gradients as $\nabla_{\omega^n_{v,k}} \hat{F}^n_\lambda(\theta^n, v^n, \mu^n)$ and $\nabla_{\omega^n_{\mu,k}} \hat{F}^n_\lambda(\theta^n, v^n, \mu^n)$, then given step size $\beta$, the update of $v^n$ and $\mu^n$ can be written as

$$\omega^n_{v,k+1} = \omega^n_{v,k} - \beta \nabla_{\omega^n_{v,k}} \hat{F}^n_\lambda(\theta^n, v^n, \mu^n),$$

$$\omega^n_{\mu,k+1} = \omega^n_{\mu,k} + \beta \nabla_{\omega^n_{\mu,k}} \hat{F}^n_\lambda(\theta^n, v^n, \mu^n).$$  \hspace{1cm} (12)

Local offline actor update. Before the policy update, we first do the actor sampling via

$$(\bar{s}, \bar{a}) \sim \hat{d}^n_D; s_p \sim \eta_p, a_p \sim \pi_p(|s_p|).$$  \hspace{1cm} (13)

To update policy, a natural thought is to do gradient ascent with an unbiased estimator of $\nabla \hat{F}^n_\lambda(\theta^n, v^n_{k+1}, \mu^n_{k+1})$. Instead of this natural choice of gradient, we use an estimator based on Lemma 2:

$$\tilde{\rho}^n_k := \mu^n_{k+1}(\bar{s}, \bar{a})v^n_{k+1}(\bar{s}, \bar{a})\psi^n_k(\bar{s}, \bar{a}) + \tau \psi^n_k(s_p, a_p)$$  \hspace{1cm} (14)

The actor gradient defined in (14) can be viewed as a local estimation of $\nabla \hat{F}^n_\lambda$ defined in (9). By Lemma 2, the expected global average of the two candidates $\nabla \hat{F}^n_\lambda, \tilde{\rho}^n_k$ behave similarly when the critic is close to the optimal regime. Compared to $\nabla \hat{F}^n_\lambda$, $\tilde{\rho}^n_k$ requires less sampling and computation is thus preferred. After the client obtains $\tilde{\rho}^n_k$, it then updates its local policy model with step size $\alpha$:

$$\theta^n_{k+1} = \theta^n_k + \alpha \tilde{\rho}^n_k.$$  \hspace{1cm} (15)

Periodic global average. For every $I$ iterations, the server averages clients’ model parameters via

$$\bar{\omega}_v, k+1 = \Pi_{R, \bar{\omega}} \left( \frac{1}{N} \sum_{n=1}^{N} \omega^n_v, k+1 \right)$$

$$\bar{\omega}_\mu, k+1 = \Pi_{R, \bar{\omega}} \left( \frac{1}{N} \sum_{n=1}^{N} \omega^n_\mu, k+1 \right),$$

where $\Pi_R$ projects a vector to a $L_2$ ball with radius $R$. The projection guarantees the stability of our algorithm and has also been adopted in [Nachum et al., 2019a; Huang and Jiang, 2021]. The averaging operation intrinsically allows knowledge sharing among clients, making it possible to optimize $F_\lambda$.

4 Theoretical Results

In this section, we will first establish the local convergence of FedOPO with the general policy parametrization and its global convergence with the softmax policy parametrization.

4.1 General local convergence result

Due to space limitation, we will provide an error decomposition then present the theoretical results. We defer presentation of the full proof in the supplementary document.

Matrix-vector reformulation. Denote $\phi(\cdot) : \mathcal{S} \times \mathcal{A} \rightarrow \mathbb{R}^d$ as the feature vector. Suppose $v$ and $\mu$ are parametrized linearly, e.g., $v(s, a) = \phi(s, a)^	op \omega_v$ and $\mu(s, a) = \phi(s, a)^	op \omega_\mu$, and define

$$A^n_p := \mathbb{E}_{s,a,s',d'_0,a' \sim \rho}[\gamma \phi(s', a') - \phi(s, a)\phi(s, a)^	op],$$

$$b^n_0 := (1 - \gamma) \mathbb{E}_{s_0 \sim \rho, a_0 \sim \pi_0}[\phi(s_0, a_0)],$$

$$C^n := \mathbb{E}_{s,a \sim d'_0} [\phi(s, a)\phi(s, a)^	op],$$

$$h^n := \mathbb{E}_{s,a \sim d'_0}[r(s, a)\phi(s, a)].$$  \hspace{1cm} (17)
Let $A_θ := \frac{1}{N} \sum_{n=1}^{N} A_θ^n$, $b_θ := \frac{1}{N} \sum_{n=1}^{N} b_θ^n$, $C := \frac{1}{N} \sum_{n=1}^{N} C^n$ and $h := \frac{1}{N} \sum_{n=1}^{N} h^n$. Then the empirical objective defined in (10) can be written as
\[
\hat{F}_λ(θ, ω_υ, ω_μ) = b_θ^T ω_υ + b_θ^T A_θ ω_μ + ω_υ^T h - \frac{1}{2} ω_μ^T C ω_μ.
\] (18)

We also denote the stationary point of $\hat{F}_λ(θ, ω_υ, ω_μ)$ with respect to $ω_υ$ and $ω_μ$ as $\hat{ω}_ω^*(θ)$ and $\hat{ω}_μ^*(θ)$. By the first-order optimality condition, we have
\[
A_θ \hat{ω}_μ^*(θ) + b_θ = 0, \quad -λC \hat{ω}_μ^*(θ) + A_θ^T \hat{ω}_ω^*(θ) + h = 0.
\] (19)

To present our convergence result, we first make the following standard assumptions:

**Assumption 2.** For any $(s, a) \in S \times A$, the feature vector $\|φ(s, a)\|_2 \leq 1$. For any eligible $θ$, the smallest singular value of the matrix $A_θ$ is lower bounded by $σ_{inf} > 0$. Matrix $C$ is positive-definite and its smallest eigenvalue is lower bounded by $η > 0$.

This assumption is standard in the literature [Nachum et al., 2019a; Huang and Jiang, 2021]. Under Assumption 2, we know from (19) that $\hat{ω}_μ^*(θ)$ and $\hat{ω}_ω^*(θ)$ are unique and there exist constants $R_υ, R_μ$ such that $\|\hat{ω}_μ^*(θ)\|_2 \leq R_μ$ and $\|\hat{ω}_μ^*(θ)\|_2 \leq R_μ$, which also justifies the projection chosen in Algorithm [1].

**Assumption 3.** For any $θ, θ' \in R^d$, there exist constants $C_θ, L_θ$ and $L_π$ such that: i) $\|ψ_θ(s, a)\|_2 \leq C_θ$; ii) $\|ψ_θ(s, a) - ψ_θ'(s, a)\|_2 \leq L_θ\|θ - θ'\|_2$; iii) $|π_θ(a|s) - π_θ'(a|s)| \leq L_π\|θ - θ'\|_2$.

Assumption 3 is common in analyzing policy gradient-type algorithms, which has also been made by e.g., [Zhang et al., 2019a; Agarwal et al., 2020]. This assumption holds for many popular policy parameterization methods such as softmax policy (Agarwal et al., 2019), Gaussian policy (Doya, 2000) and Boltzmann policy (Konda and Borkar, 1999).

**Error decomposition.** To gain more insights into the convergence of FedOPO, we provide the error decomposition of the actor gradient below. With the short-hand notation $\bar{p}_k^n := p(θ^n_k, v^n_k, μ^n_k)$, we have
\[
\frac{1}{N} \sum_{n=1}^{N} E[\bar{p}_k^n] - \nabla J_κ(\bar{θ}_k)
\]
\[
\leq \frac{1}{N} \sum_{n=1}^{N} E[p(θ^n_k, v^n_{k+1}, μ^n_{k+1}) - p(\bar{θ}_k, v^n_{k+1}, μ^n_{k+1})]
\]
\[
+ \frac{1}{N} \sum_{n=1}^{N} E[p(\bar{θ}_k, v^n_{k+1}, μ^n_{k+1}) - p(\bar{θ}_k, v^n_{k}, μ^n_{k})]
\]
\[
+ \frac{1}{N} \sum_{n=1}^{N} E[p(\bar{θ}_k, v^n_{k}, μ^n_{k})] - \nabla J_κ(\bar{θ}_k)
\] (20)

where $v_k$ and $μ_k$ are the averaged critic models parametrized by $\bar{ω}_{υ,k}$ and $\bar{ω}_{μ,k}$ respectively, and the expectation is taken over the actor samples at iteration $k$. The first term in (20) is due to the difference between local models and the global model, which can be controlled by communication interval $I$. The last term is due to the difference between: i) $d_D$ and $d_D$ (statistical error); and, ii) $v^n_{κ,h}$ and $Q_{π_θ,h}$ (regularization error). The second term is the critic error of $v$ and $μ$. Using the critic error of $v_k$ as an example, we have
\[
\|v_{k+1}^* - v_{κ, h}^*\| \leq \|v_{k+1}^* - v_{κ, h}^*\| + \|v_{κ, h}^* - v_{κ, h}^*\|.
\] (21)

Given $\bar{θ}_k, v^n_{κ,h}$ is the optimal solution of the empirical objective $\hat{F}_λ$ defined in (18). The first term in (21) is the critic optimization error. Different from usual convergence analysis where the optimal solution is stationary, in our case the optimal solution $v^n_{κ,h}$ is drifting with the change of $\{θ^n_k\}_{n=1}^N$ at every iteration $k$. However, by exploiting the smoothness of $v^n_{κ,h}$, we are able to show the relative stationarity of $v^n_{κ,h}$ and prove the convergence of $v$. The second term in (21) is introduced by the difference between (18) and (4), which results in both statistical and function approximation errors.

With the insights provided by the error decomposition above, we are ready to give our local convergence result.

**Theorem 1.** Consider Algorithm 2 with linear parametrization of $v^n$ and $μ^n$. Suppose Assumptions 2, 3 hold. Choose $α = \sqrt{N}/K$, and $β = Θ(α)$. Assume $I^2 N^3 = O(K)$, then for large enough $K$, it holds with probability at least $1 - δ$ that
\[
\frac{1}{K} \sum_{k=1}^{K} E\|\nabla J_κ(\bar{θ}_k)\|_2^2
\]
\[
= O\left(\frac{1}{\sqrt{NK}}\right) + O\left(\frac{\log \frac{1}{δ}}{NM}\right) + O(ε_{app}) + O(ε_{λ})
\] (22)

where $ε_{λ} := \left(λ C_θ C_μ\right)^2$ is the regularization error and $ε_{app}$ is the function approximation error of $v^n$ and $μ^n$.

The first term in the right-hand side of (22) is the error of optimizing the empirical problem (10); the second term corresponds to the statistical error induced by the finite number of samples in the empirical problem (22); the third term $ε_{app}$ is the function approximation error introduced by the limited expressive power of the parametrization of $v^n$ and $μ^n$; and the last term is the error introduced by the regularization term in (5). We can achieve $ε_{app} = 0$ if the optimal solution $\{v^n_{κ,h}, μ^n_{κ,h}\}$ falls in the span of the features.

In Theorem 4, we consider the optimality of $J_κ(θ)$ instead of $F_λ(θ, v, μ)$ since $F_λ(θ, v, μ)$ is essentially formulated to facilitate maximizing $J_κ(θ)$ in an offline setting. In addition, observe that $F_λ(θ, ω_υ, ω_μ)$ is generally non-concave with respect to $θ$, and is convex-strongly concave with respect to $ω_υ$ and $ω_μ$. To our best knowledge, the convergence of...
such an objective has not been established in the literature. Therefore, our optimization result is of independent interest.

**Remark 2** (linear speedup & reduced statistical error). Theorem 1 implies a convergence rate of $O\left(\frac{1}{\sqrt{NK}}\right)$. As the number of clients $N$ increases, the convergence rate grows at a rate of $\Theta(N)$, implying the speedup grows linearly w.r.t. $N$. Moreover, the statistical error decreases at a rate of $O\left(N^{-\frac{1}{2}}+M^{\frac{1}{2}}\right)$, indicating that federated learning also improves asymptotic performance.

### 4.2 Global convergence result

Since $J(\theta)$ is a generally non-concave w.r.t. $\theta$, the gradient ascent type algorithm FedOPO can only guarantee local convergence. However, inspired by recent advances on the global convergence of PG (Agarwal et al., 2020; Bhandari and Russo, 2019; Zhang et al., 2019a; Mei et al., 2020), under special policy parametrizations, we are able to show the global convergence of FedOPO along with the benefits like speedup and improved asymptotic performance.

Specifically, we consider the class of MDP which has finite state space and action space. Suppose the policy is parametrized by the natural softmax policy $\pi_\theta(a|s) = \frac{\exp(\theta_s a)}{\sum_{a'} \exp(\theta_s a')}$, where $\theta_s a$ is the element corresponding to $(s, a)$ pair of the parameter vector $\theta \in \mathbb{R}^{[S]|A|}$. It is known that the softmax policy class cannot represent deterministic policies with finite $\theta$. To avoid driving $\theta$ to infinity, it is crucial to penalize the deterministic policies with the regularization term $R(\theta)$. To do so, we set $\tau > 0$, and choose the priors $\eta_p$ and $\pi_p$ as uniform distribution on the state-action space, i.e. $\eta_p = \frac{1}{|S|}$ and $\pi_p = \frac{1}{|A|}$.

Define the feature matrix $\Phi \in \mathbb{R}^{[S]|A| \times d_1}$:

$$\Phi := [\phi(s^1, a^1), \phi(s^2, a^2), \ldots, \phi(s^{|S|}, a^{|A|})]'^T \quad (23)$$

In the following assumption, we assume the optimal solutions $\mu^*_\theta$ and $v^*_\theta$ as vectors in $\mathbb{R}^{[S]|A|}$ space.

**Assumption 4** (Linear realizable case). For any eligible $\theta$, there exist $\bar{\omega}^*_\theta \in \mathbb{R}^{d_1}$ and $\bar{\omega}^*_p \in \mathbb{R}^{d_1}$ such that $\Phi \bar{\omega}^*_\theta(\theta) = \mu^*_\theta$ and $\Phi \bar{\omega}^*_p(\theta) = v^*_\theta$.

Assumption 4 ensures the optimal solutions of $F_\lambda(\theta, v, \mu)$ w.r.t. $v, \mu$ can be accurately approximated by linear functions. For the assumption to hold, it suffices to select a squared full-rank feature matrix $\Phi$. It is worth noting that when this assumption does not hold, our result in Theorem 2 holds with an extra error term, which is the function approximation error $\epsilon_{app}$.

**Theorem 2.** Consider Algorithm 1 with linear parametrization of $v^\theta$, $\mu^\theta$ and natural softmax parametrization of policies $\pi^\theta$. Suppose Assumptions 1, 2 and 4 hold. Choose $\alpha = \sqrt{N/K}$, and $\beta = \Theta(\alpha)$. Assume $T^4N^3 = O(K)$, then for large enough $K$, it holds with probability greater than $1 - \delta$ that

$$J^* - \frac{1}{K} \sum_{k=1}^K \mathbb{E}[J(\tilde{\theta}_k)] = O\left(\frac{1}{\sqrt{NK}}\right) + O\left(\sqrt{\log \frac{1}{\delta}}\right) + O(\epsilon_{app}) \quad (24)$$

where $\epsilon_{app} := \frac{\tau C^2}{(1-\gamma)^2} + \tau \frac{d_1}{\|p\|_\infty}$ is the regularization error.

The first term in (24) corresponds to the optimization error which diminishes at a rate of $O\left(\frac{1}{\sqrt{NK}}\right)$. This implies linear speedup as discussed in Remark 2. When $N = 1$, the decay rate of optimization error matches the best-known rate $O\left(\frac{1}{\sqrt{N}}\right)$ for stochastic PG (Zhang et al., 2021a). The second term in (24) is the statistical error, which can be reduced by introducing more clients or using larger data sets. The last term is the regularization error.

### 5 Numerical Experiments

In this section, we provide numerical tests of FedOPO in the OpenAI Gym environments. We empirically demonstrate the advantage of training collaboratively over training locally, and also showcase the training speedup brought by FedOPO. All test results are generated by 5 Monte-carlo runs. The hyperparameters are decided by a grid search.

**Generating logged RL data.** In all the following tests, the data of client $n$ is generated by its behavior policy: $\pi^\theta_n = \xi_n \pi_{uniform} + (1 - \xi_n) \pi_{expert}$, where $\xi_n \in [0, 1]$ is the mixing factor and $\pi_{expert}$ is a greedy policy given by the online actor-critic algorithm (Mnih et al., 2016).

We first test the performance of FedOPO and compare it with the performance of its local version and a baseline optimal policy. The optimal policy is given by the online actor-critic algorithm. In these tests, client $n$’s behavior policy is generated with a random mixing constant $\xi_n \sim U(0.1, 0.7)$ (navigation); $\xi_n \sim U(0.3, 0.6)$ (cartpole); $\xi_n \sim U(0, 0.2)$ (frozenlake) respectively. Observing from Figure 2, FedOPO is able to achieve near-optimal performance. Furthermore, training in a federated system has a clear advantage over training locally due to two reasons: 1) Federated learning intrinsically shares the information of each local data set, and therefore can better capture the dynamic of the MDP. This corresponds to the reduced statistical error in our theoretical analysis. 2) As argued in the discussion of Assumption 4, federated learning enables the usage of a collection of diverse behavior polices, and is therefore more likely to have better data coverage.

Then we test the training speedup of FedOPO with different numbers of clients. In these tests, a data set is generated with mixing factor $\xi$ and is then equally distributed to each client. The mixing factor $\xi = 0.4, 0.45, 0.2$ for navigation, cartpole and frozenlake respectively. Observing from Figure 3, federated learning effectively speeds up the training process with a larger number of clients. The key enabler
Distributed Offline Policy Optimization Over Batch Data

Figure 2: FedOPO compared with local optimization. The baseline optimal policy is given by the soft actor-critic method.

Figure 3: Training speedup test. The speedup plot is given by the iterations to reach a certain reward. The baseline optimal policy is given by the soft actor-critic method.

is that more clients result in enlarged effective batch size growing linearly with $N$, and thus we can safely choose more aggressive step size or gradient clipping bounds.

We also conduct tests on the communication efficiency of our method. Due to space limitation, we defer the results in the supplementary material.

Figure 4: Tests on the communication interval $I$.

5.1 Tests on communication efficiency

In this section, we provide an additional test on the communication efficiency of our algorithm. We change the communication interval $I$ and observe how our algorithm performs under different $I$. As shown in Figure 4, an appropriately chosen communication interval can decrease the total number of communication rounds needed to reach
certain reward, while a too greedy choice will hinder the convergence too much, which results in additional communication rounds instead.

6 Conclusions

This paper considers the offline policy optimization in RL from behavior-agnostic batch data that are distributed over a set of clients. Leveraging recent advances on offline policy evaluation, we formulate the problem as a distributed max-min-max problem and propose a federated offline policy optimization algorithm that we term FedOPO. The proposed algorithm allows clients to jointly learn the optimal policy without sharing logged RL data. Albeit the nonconcave-strong convex-concave nature of the problem, we quantify the convergence rate of FedOPO, and establish its global convergence for a class of offline RL problems. We conduct numerical experiments on the OpenAI gym environment to verify its effectiveness.
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A Preliminary

A.1 Proof of Lemma 2

Proof. With Assumption 1, we can use the variational form of $D_{KL}(d_\pi || d_D)$ [Nguyen et al., 2010] by introducing a dual variable $x \in \mathbb{R}^{S \times A}$ and rewrite (5) as

$$
\max_{\theta \in \mathbb{R}^d} \min_{x \in \mathbb{R}^{S \times A}} F_\lambda(\theta, x) := \mathbb{E}_{s,a \sim d_\pi} [r(s, a)] + \tau R(\theta) + \frac{\lambda}{2} \mathbb{E}_{s,a \sim \bar{d}_D} [x(s, a)^2] - \lambda \mathbb{E}_{s,a \sim d_\pi} [x(s, a)]
$$

(25)

where given $\pi_\theta$, the optimal solution for $x$ is given by $x^*_\theta(s, a) := d_\pi(s, a) / \bar{d}_D(s, a)$.

By defining the Bellman operator $B_\pi v(s, a) := r(s, a) + \gamma \mathbb{E}_{s' \sim P(\cdot | s, a), a' \sim \pi_\theta(\cdot | s')} [v(s', a')]$, we can use a change of variable $x(s, a) = \frac{1}{\lambda} (B_\pi v - v)(s, a)$ to rewrite (25) as

$$
\max_{\theta \in \mathbb{R}^d} \min_{v \in \mathbb{R}^{S \times A}} F_\lambda(\theta, v) := (1 - \gamma) \mathbb{E}_{s_0 \sim \rho, a_0 \sim \pi_\theta} [v(s_0, a_0)] + \frac{\lambda}{2} \mathbb{E}_{s,a \sim \bar{d}_D} \left[ (B_\pi v - v)(s, a)/\lambda \right]^2 + \tau R(\theta).
$$

(26)

However, $F_\lambda(\theta, v)$ still is not easy to optimize due to the expectation inside the quadratic function, which will cause the so-called double sampling problem when trying to obtain the unbiased gradient of $F_\lambda(\theta, v)$.

To tackle this problem, we can use the convex conjugate technique: Any convex function $f(x)$ can be written as $f(x) = \max_{\mu} \mu x + f^*(\mu)$ where $f^*$ is the convex conjugate of $f$. With the fact that the conjugate of $f(x) = \frac{1}{2} x^2$ is itself, we can rewrite the quadratic term in (26) and obtain an equivalent objective

$$
\max_{\theta \in \mathbb{R}^d} \min_{v \in \mathbb{R}^{S \times A}} \max_{\mu \in \mathbb{R}^{S \times A}} F_\lambda(\theta, v, \mu) := \frac{1}{N} \sum_{n=1}^N F_\lambda^n(\theta, v, \mu)
$$

(27)

with

$$
F_\lambda^n(\theta, v, \mu) := (1 - \gamma) \mathbb{E}_{s_0 \sim \rho} [v(s_0, a_0)] + \mathbb{E}_{s,a \sim d_\pi} \left[ (B_\pi v - v)(s, a)\mu(s, a) - \frac{\lambda}{2} \mu(s, a)^2 \right] + \tau R(\theta).
$$

Using the optimality condition of $F_\lambda(\theta, v, \mu)$ with respect to $\mu(s, a)$, we have

$$
\mu^*_\theta(s, a) = \frac{1}{\lambda} (B_\pi v^*_\theta - v^*_\theta)(s, a) = \frac{d_\pi(s, a)}{\sum_{n=1}^N d^n_D(s, a)}.
$$

(28)

Solving (28) with respect to $v^*_\theta$ gives

$$
v^*_\theta(s, a) = \mathbb{E}_{\pi_\theta} \left[ \sum_{t=0}^{\infty} \gamma^t \left( r(s_t, a_t) - \frac{d_\pi}{d_D}(s_t, a_t) \right) | s_0 = s, a_0 = a \right].
$$

(29)

This completes the proof.

A.2 Proof of Lemma 3

To prove Lemma 3 we first give a useful lemma on the fixed point equation of the visitation distribution as follows.

Lemma 3. Given policy $\pi$, suppose $d_\pi$ is its visitation distribution under initial distribution $\rho$ and transition kernel $P$. For any $Z : S \times A \rightarrow \mathbb{R}^d$ s.t. $\|Z\| < \infty$, we have

$$
\mathbb{E}_{s,a \sim d_\pi} [Z(s, a)] = (1 - \gamma) \mathbb{E}_{s_0 \sim \rho, a_0 \sim \pi(\cdot | s_0)} [Z(s_0, a_0)] + \gamma \mathbb{E}_{s,a \sim d_\pi, s' \sim P(\cdot | s, a), a' \sim \pi(\cdot | s')} [Z(s', a')].
$$

(30)
Proof. Expanding the expectation in the second term in RHS of (30) gives
\[
\begin{align*}
\gamma \mathbb{E}_{s,a \sim d, s', r \sim P(s \mid a, a'), \pi \sim \pi(s')} \left[ Z(ds', da') \right] \\
= (1 - \gamma) \int_{s \in S} \int_{a \in A} \sum_{t=0}^{\infty} \gamma^{t+1} P(s_t = ds, a_t = da) \int_{s' \in S} \int_{a' \in A} P(ds' \mid ds, da) \pi(da' \mid ds') Z(ds', da') \\
= (1 - \gamma) \int_{s' \in S} \int_{a' \in A} \sum_{t=0}^{\infty} \gamma^{t+1} \int_{s \in S} \int_{a \in A} P(s_{t+1} = ds', a_{t+1} = da', s_t = ds, a_t = da) Z(ds', da').
\end{align*}
\]
where the first equality is due to the definition of \( d_\pi \), and the second equality is due to the interchangeability of integral. Expanding the expectation in the first term in RHS of (30) gives
\[
(1 - \gamma) \mathbb{E}_{s_0 \sim \rho, a_0 \sim \pi(s_0)} \left[ Z(s_0, a_0) \right] = (1 - \gamma) \int_{s \in S} \int_{a \in A} \gamma^0 P(s_0 = ds, a_0 = da) Z(ds, da).
\]
Adding (31) and (32) together gives
\[
\begin{align*}
(1 - \gamma) \mathbb{E}_{s_0 \sim \rho, a_0 \sim \pi(s_0)} \left[ Z(s_0, a_0) \right] + \gamma \mathbb{E}_{s,a \sim d, s' \sim P(s \mid a), a' \sim \pi(s')} \left[ Z(s', a') \right] \\
= \int_{s \in S} \int_{a \in A} (1 - \gamma) \sum_{t=0}^{\infty} \gamma^{t} P(s_t = ds, a_t = da) Z(ds, da) = \mathbb{E}_{s,a \sim d_\pi} \left[ Z(s,a) \right]
\end{align*}
\]
which completes the proof.

Now we are ready to give the proof of Lemma 2.

Proof. By reversing the derivation of (27) to (26), we have \( F_\lambda(\theta, \nu_\theta^*, \zeta_\theta^*) = F_\lambda(\theta, \nu_\theta^*) \). Then we have
\[
\begin{align*}
\nabla_\theta F_\lambda(\theta, \nu_\theta^*, \zeta_\theta^*) &= \nabla_\theta F_\lambda(\theta, \nu_\theta^*) \\
&= (1 - \gamma) \nabla_\theta \mathbb{E}_{s_0 \sim \rho, a_0 \sim \pi_\theta} \left[ \nu_\theta^*(s_0, a_0) \right] \\
&\quad + \nabla_\theta \mathbb{E}_{s,a \sim d_\pi} \left[ \frac{1}{\lambda} (B_\pi \nu_\theta^* - \nu_\theta^*) (s,a) \nabla_\theta B_\pi \nu_\theta^* (s,a) \right] + \tau \nabla_\theta R(\theta) \\
&= (1 - \gamma) \nabla_\theta \mathbb{E}_{s_0 \sim \rho, a_0 \sim \pi_\theta} \left[ \nu_\theta^*(s_0, a_0) \right] + \mathbb{E}_{s,a \sim d_\pi} \left[ \nabla_\theta B_\pi \nu_\theta^* (s,a) \right] + \tau \nabla_\theta R(\theta) \\
&= (1 - \gamma) \mathbb{E}_{s_0 \sim \rho, a_0 \sim \pi_\theta} \left[ \nu_\theta^*(s_0, a_0) \right] + \mathbb{E}_{s,a \sim d_\pi} \left[ \nu_\theta^* (s', a') \psi_\theta(s', a') \right] + \tau \nabla_\theta R(\theta)
\end{align*}
\]
where the third equality follows from (28), and the last equality is obtained by using the so-called log-trick:
\[
\nabla_\theta \pi_\theta(a \mid s) = \pi_\theta(a \mid s) \psi_\theta(s, a).
\]
Applying Lemma 3 to (34) gives
\[
\nabla_\theta F_\lambda(\theta, \nu_\theta^*, \zeta_\theta^*) = \mathbb{E}_{s,a \sim d_\pi} \left[ \nu_\theta^*(s,a) \psi_\theta(s,a) \right] + \tau \nabla_\theta R(\theta)
\]
which completes the proof.

A.3 Definitions

With the definition in (17), \( \hat{F}_\lambda^n(\theta, v, \mu) \) with linear parametrization of \( v \) and \( \mu \) can be written as
\[
\hat{F}_\lambda^n(\theta, \omega_v, \omega_\mu) = b_\theta^T \omega_v + \omega_v^T A_\theta^T \omega_\mu + \omega_\mu^T h^n - \frac{\lambda}{2} \omega_\mu^T C^n \omega_\mu - \tau R(\theta).
\]
We define the linear function classes $G^n$ which will later be used in proof of Theorem 4:

$$
G^n := \begin{bmatrix}
0 \\
-\sqrt{\varphi}(A^n)^\top \\
\varphi C^n
\end{bmatrix}.
$$

(38)

We also define $\hat{d}_D := \frac{1}{N} \sum_{n=1}^{N} \hat{d}_D^n$ and $\hat{\rho} = \frac{1}{N} \sum_{n=1}^{N} \hat{\rho}^n$. The distribution $\hat{d}_D$ and $\hat{\rho}$ can be respectively viewed as the empirical distribution of samples in $\{D^n\}_{n=1}^{N}$ and $\{D^n_0\}_{n=1}^{N}$, which aggregate the data from all clients. Then we have the empirical surrogation of the global objective function $F_\lambda(\theta, v, \mu)$ can be written as

$$
\hat{F}_\lambda(\theta, \omega_\nu, \omega_\mu) = b_\theta \omega_\nu + \omega_\nu^\top A_\theta \omega_\mu + \omega_\mu^\top h - \frac{\lambda}{2} \omega_\mu^\top C \omega_\mu - \tau R(\theta),
$$

(39)

where $A_\theta, b_\theta, C$ and $h$ are respectively the average of $A^n_\theta, b^n_\theta, C^n$ and $h^n$ for $n \in \{1, 2, \ldots, N\}$:

$$
A_\theta := \frac{1}{N} \sum_{n=1}^{N} A^n_\theta = \mathbb{E}_{s, a, s', \sim \hat{d}_D, a' \sim \pi_\theta}[(\gamma \phi(s', a') - \phi(s, a))\phi(s, a)^\top]
$$

(40a)

$$
b_\theta := \frac{1}{N} \sum_{n=1}^{N} b^n_\theta = (1 - \gamma)\mathbb{E}_{s, a, \sim \hat{\rho}, a_0 \sim \pi_\theta}[\phi(s, a_0)]
$$

(40b)

$$
C := \frac{1}{N} \sum_{n=1}^{N} C^n = \mathbb{E}_{s, a, \sim \hat{d}_D}[\phi(s, a)\phi(s, a)^\top]
$$

(40c)

$$
h := \frac{1}{N} \sum_{n=1}^{N} h^n = \mathbb{E}_{s, a, \sim \hat{d}_D}[r(s, a)\phi(s, a)].
$$

(40d)

Then we can also define the averaged matrix $G_\theta$

$$
G_\theta := \frac{1}{N} \sum_{n=1}^{N} G^n_\theta = \begin{bmatrix}
0 \\
-\sqrt{\varphi}(A_\theta)^\top \\
\varphi C_\theta
\end{bmatrix}.
$$

(41)

We define the linear function classes $F_v := \{\phi(\cdot)^\top \omega_\nu | \omega_\nu \in \mathbb{R}^d, \|\omega_\nu\|_2 \leq R_v\}$ and $F_\mu := \{\phi(\cdot)^\top \omega_\mu | \omega_\mu \in \mathbb{R}^d, \|\omega_\mu\|_2 \leq R_\mu\}$. Given $\pi_\theta$, define $\hat{v}_\theta^*, \hat{\mu}_\mu^* := \arg \min_{v \in F_v} \max_{\mu \in F_\mu} \hat{F}_\lambda(\theta, v, \mu)$. Under linear parametrization, $\hat{v}_\theta^*(s, a) = \phi(s, a)^\top \hat{\omega}_\nu^*(\theta)$ and $\hat{\mu}_\mu^*(s, a) = \phi(s, a)^\top \hat{\omega}_\mu^*(\theta)$. We also define $\hat{v}_\theta^*, \hat{\mu}_\mu^* := \arg \min_{v \in F_v} \max_{\mu \in F_\mu} F_\lambda(\theta, v, \mu)$. Under linear parametrization, $\hat{v}_\theta^*(s, a) = \phi(s, a)^\top \hat{\omega}_\nu^*(\theta)$ and $\hat{\mu}_\mu^*(s, a) = \phi(s, a)^\top \hat{\omega}_\mu^*(\theta)$.

Lastly, we define the concatenated critic variable as $\omega := [\omega_\nu, \hat{\omega}_\nu^*]^\top \in \mathbb{R}^{2d_1}$ and $\hat{\omega}_\nu^*(\theta) := [\omega_\nu^*(\theta), \frac{1}{\sqrt{\varphi}} \omega_\mu^*(\theta)]^\top$ is the optimal $\omega$ of the empirical objective function $\hat{F}_\lambda(\theta, v, \mu)$. Similarly, define $\bar{\omega} := [\bar{\omega}_\nu, \frac{1}{\sqrt{\varphi}} \omega_\mu]^\top$ as the concatenated client-averaged critic variable.

**B Proof of Theorem 1**

**B.1 Main proof**

We first give a proposition regarding the $L_\tau$-Lipschitz of the policy gradient under Assumption 3, which has been shown by [Agarwal et al. (2020)] and [Zhang et al. (2019a)].

**Proposition 1.** Suppose Assumption 3 holds. For any $\theta, \theta' \in \mathbb{R}^d$, we have $\|\nabla J_\tau(\theta) - \nabla J_\tau(\theta')\|_2 \leq L_\tau \|\theta - \theta'\|_2$, where $L_\tau$ is a positive constant.

Now we begin to consider Algorithm 1. Recall the policy update takes the following form

$$
\theta_{k+1} = \theta_k + \alpha \hat{p}_k^n,
$$

(42)

Recall the policy gradient estimation $\hat{p}_k^n$ is defined as

$$
\hat{p}_k^n := \mu_k^{n+1}(\bar{s}, \bar{a})v_{k+1}^n(\bar{s}, \bar{a})\psi_\theta^n(\bar{s}, \bar{a}) + \tau \psi_\theta^n(s_p, a_p),
$$

(43)
where \((\hat{s}, \tilde{a}) \sim \hat{d}_n, s_p \sim \eta_p\) and \(a_p \sim \pi_p(\cdot | s_p)\). Note that the random samples in (43) is obtained by client \(n\) at iteration \(k\), but we omit the subscriptions \(k, n\) on samples for ease of notation.

Define the client-averaged expected gradient as \(p_k := \mathbb{E}_{\hat{d}_n} \left[ \frac{1}{N} \sum_{n=1}^{N} \hat{p}^n_k \big| {\mathcal{F}}_k \right] \), where \(\mathcal{F}_k := \{ \mu^n_{k+1}, v^n_{k+1}, \theta^n_k \}_{n=1}^N\). Then it is easy to verify that \(\| \hat{p}^n_k \|_2 \leq C_p := C_{v'} C_{v''} + \tau C_\psi\) and \(\| p_k \|_2 \leq C_p\), where \(C_v, C_\mu\) are respectively the upper bound of \(\| \omega^n_{v,k} \|_2\) and \(\| \omega^n_{\mu,k} \|_2\) as shown in Lemma 4.

Now we are ready to give the convergence proof.

**Proof.** By Proposition 1 we have

\[
J_r(\tilde{\theta}_{k+1}) \geq J_r(\tilde{\theta}_k) \geq \langle \nabla J_r(\tilde{\theta}_k), \tilde{\theta}_{k+1} - \tilde{\theta}_k \rangle - \frac{L_r}{2} \| \tilde{\theta}_{k+1} - \tilde{\theta}_k \|_2^2.
\]  
(44)

The second term can be bounded as

\[
\mathbb{E}[\langle \nabla J_r(\tilde{\theta}_k), \tilde{\theta}_{k+1} - \tilde{\theta}_k \rangle] = \alpha \mathbb{E} \langle \nabla J_r(\tilde{\theta}_k), \frac{1}{N} \sum_{n=1}^{N} \hat{p}^n_k \rangle = \alpha \mathbb{E} \langle \nabla J_r(\tilde{\theta}_k), p_k \rangle
\]

\[
= \alpha \mathbb{E} \left[ \| \nabla J_r(\tilde{\theta}_k) \|_2^2 + \| p_k \|_2^2 - \| \nabla J_r(\tilde{\theta}_k) - p_k \|_2^2 \right]
\]  
(45)

where the second equality is due to the towering property of expectation. Taking expectation on both sides of (44) and substituting the above bound into it yield

\[
\mathbb{E}[J_r(\tilde{\theta}_{k+1})] \geq \mathbb{E}[J_r(\tilde{\theta}_k)] + \alpha \mathbb{E} \| \nabla J_r(\tilde{\theta}_k) \|_2^2 + \frac{\alpha}{2} \mathbb{E} \| p_k \|_2^2 - \frac{\alpha}{2} \mathbb{E} \| \nabla J_r(\tilde{\theta}_k) - p_k \|_2^2
\]

\[- \frac{L_r}{2} \mathbb{E} \| \tilde{\theta}_{k+1} - \tilde{\theta}_k \|_2^2.
\]  
(46)

Define a Lyapunov function \(L_k := -J_r(\tilde{\theta}_k) + \| \tilde{\omega}_k - \tilde{\omega}_k^* \|_2^2\), where \(\tilde{\omega}_k^*\) is the shorthand notation for \(\tilde{\omega}^*(\tilde{\theta}_k)\). Then we have

\[
\mathbb{E}[L_{k+1} - L_k] = -\mathbb{E}[J_r(\tilde{\theta}_{k+1}) - J_r(\tilde{\theta}_k)] + \mathbb{E} \| \tilde{\omega}_{k+1} - \tilde{\omega}_k^* \|_2^2 - \mathbb{E} \| \tilde{\omega}_k - \tilde{\omega}_k^* \|_2^2
\]

\[\leq -\frac{\alpha}{2} \mathbb{E} \| \nabla J_r(\tilde{\theta}_k) \|_2^2 - \frac{\alpha}{2} \mathbb{E} \| p_k \|_2^2 + \frac{\alpha}{2} \mathbb{E} \| \nabla J_r(\tilde{\theta}_k) - p_k \|_2^2
\]

\[+ \frac{L_r}{2} \mathbb{E} \| \tilde{\theta}_{k+1} - \tilde{\theta}_k \|_2^2 + \mathbb{E} \| \tilde{\omega}_{k+1} - \tilde{\omega}_k^* \|_2^2 - \mathbb{E} \| \tilde{\omega}_k - \tilde{\omega}_k^* \|_2^2
\]  
(47)

where the last inequality follows from (46).

Applying Theorem 4 and Lemma 4 to the last inequality gives

\[
\mathbb{E}[L_{k+1} - L_k] \leq -\frac{\alpha}{2} \mathbb{E} \| \nabla J_r(\tilde{\theta}_k) \|_2^2 - \frac{\alpha}{4} \mathbb{E} \| p_k \|_2^2 + (1 + (4L_\omega^2 + C_\psi^2 C_{v',\mu} + 1)\alpha) \| \tilde{\omega}_{k+1} - \tilde{\omega}_k^* \|_2^2 - \mathbb{E} \| \tilde{\omega}_k - \tilde{\omega}_k^* \|_2^2
\]

\[+ \frac{L_r}{2} + \frac{2L_\omega^2}{2} \mathbb{E} \| \tilde{\theta}_{k+1} - \tilde{\theta}_k \|_2^2 + \frac{(C_\mu^2 + C_\omega^2 L_\omega^2)}{2}(I - 1)^2 \alpha^3 + \frac{C_\omega^2}{2}(I - 1)^2 \alpha \beta^2 + \alpha \epsilon
\]

\[\leq -\frac{\alpha}{2} \mathbb{E} \| \nabla J_r(\tilde{\theta}_k) \|_2^2 - \left( \frac{\alpha}{4} - \frac{L_r}{2} + \frac{2L_\omega^2}{2} \alpha^2 \right) \mathbb{E} \| p_k \|_2^2 + (1 + (4L_\omega^2 + C_\psi^2 C_{v',\mu} + 1)\alpha) \| \tilde{\omega}_{k+1} - \tilde{\omega}_k^* \|_2^2
\]

\[+ \mathbb{E} \| \tilde{\omega}_k - \tilde{\omega}_k^* \|_2^2 + \left( \frac{C_\mu^2}{2} + \frac{4C_\omega^2 L_\omega^2}{2} \right)(I - 1)^2 \alpha^3 + \frac{C_\omega^2}{2}(I - 1)^2 \alpha \beta^2 + \frac{L_r}{2} + \frac{L_\omega^2}{2} \mathbb{E} \| p_k \|_2^2
\]  
(48)

where \(\epsilon = O\left(\sqrt{\frac{\log \frac{1}{\delta}}{NM}}\right) + O(\epsilon_{\text{app}}) + O(\epsilon_{\text{c}})\) is an error term. The last inequality follows from

\[
\mathbb{E} \| \tilde{\theta}_{k+1} - \tilde{\theta}_k \|_2^2 = \alpha^2 \mathbb{E} \left( \frac{1}{N} \sum_{n=1}^{N} \hat{p}^n_k \right)^2 = \alpha^2 \left( \mathbb{E} \left( \frac{1}{N} \sum_{n=1}^{N} (\frac{\hat{p}^n_k - \mathbb{E}[\hat{p}^n_k | F_k])^2}{2} + \mathbb{E} \| p_k \|_2^2 \right) \right)
\]

\[= \alpha^2 \left( \frac{1}{N} \sum_{n=1}^{N} \mathbb{E} \| \hat{p}^n_k - \mathbb{E}[\hat{p}^n_k | F_k] \|_2^2 + \mathbb{E} \| p_k \|_2^2 \right)
\]
\[ \leq \alpha^2 \left( \frac{2C^2}{N} + E[p_k^2] \right), \quad (49) \]

where the second equality follows from the basic equation \( E[Z]^2 = E[Z - E[Z]]^2 + \|E[Z]\|^2 \), and the third equality is due to the fact that \( \hat{p}_k - E[\hat{p}_k | F_k] \) has zero mean and is conditionally independent across \( n \in \{1, 2, \ldots, N\} \) given \( F_k \).

In the following proof, we will hide some unimportant constants with \( O(\cdot) \) for brevity. We assume \( K \) is large enough such that \( \alpha \leq 1 \). Then applying (87b) in Theorem 3 to (48) gives

\[ E[L_{k+1} - L_k] \leq -\frac{\alpha}{2} E[\|\nabla J_k(\hat{\theta}_k)\|^2_2] - \left( \frac{\alpha}{4} - \frac{L_* + 2L_o^2}{2} \alpha^2 \right) E[p_k^2] + \left( (1 + (4L_o^2 + C^2_\psi + C^2_{v,\mu} + 1)\alpha)(1 - C_\lambda \beta + C_\mu^2 \beta^2) - 1 \right) E[\hat{\omega}_k - \hat{\omega}_k^*]_2^2 + O\left((I - 1)^2 \alpha^3 + O\left((I - 1)^2 \alpha^2 \beta^2 \right) + O\left((I - 1)^2 \beta^3 \right) \right) + \mathcal{O} \left( \alpha^2 + \beta^2 \right) + \alpha \epsilon. \quad (50) \]

Choose \( \alpha = \sqrt{\frac{K}{N}} \), and \( \beta = \frac{2(4L_*^2 + C^2_\psi + C^2_{v,\mu} + 1)}{C_\lambda} \alpha \). Then for \( K \geq \max\{4(L_* + 2L_o^2)^2, 16(4L_o^2 + C^2_\psi + C^2_{v,\mu} + 1)^2/C_\lambda^4 \} N \), we have that

\[ \frac{\alpha}{4} - \frac{L_* + 2L_o^2}{2} \alpha^2 \geq 0, \quad (51) \]

\[ (1 + (4L_*^2 + C^2_\psi + C^2_{v,\mu} + 1)\alpha)(1 - C_\lambda \beta + C_\mu^2 \beta^2) \leq 1. \quad (52) \]

Then dropping the negative term in RHS of (50) and rearranging give

\[ \frac{\alpha}{2} E[\|\nabla J_k(\hat{\theta}_k)\|^2_2] \leq E[L_k - L_{k+1}] + O\left((I - 1)^2 \alpha^3 + O\left((I - 1)^2 \alpha^2 \beta^2 \right) + O\left((I - 1)^2 \beta^3 \right) \right) + \mathcal{O} \left( \alpha^2 + \beta^2 \right) + \alpha \epsilon. \quad (53) \]

Assume \( I^4 N^3 = O(K) \), then by the choice of step sizes, the last inequality implies

\[ \frac{1}{K} \sum_{k=1}^{K} E[\|\nabla J_k(\hat{\theta}_k)\|^2_2] = \mathcal{O}\left(\frac{1}{\sqrt{NK}}\right) + \tilde{\mathcal{O}}\left(\sqrt{\frac{\log 3}{NM}}\right) + \mathcal{O}(\epsilon_{\text{app}}) + \mathcal{O}(\epsilon_\lambda) \quad (54) \]

which completes the proof. \( \square \)

### B.2 Bounding the gradient bias

Let \( \bar{v}_k \) and \( \bar{\mu}_k \) be parametrized by the averaged parameters \( \bar{\omega}_{v,k} \) and \( \bar{\omega}_{\mu,k} \) respectively. We first give the theorem regarding the convergence of \( v \) and \( \mu \), which will help us prove Lemma 4.

**Theorem 3.** Consider Algorithm 1. Suppose \( \psi^n \) and \( \mu^n \) are parametrized linearly, i.e. \( \psi^n(s, a) = \phi(s, a)^\top \omega^n_0 \) and \( \mu^n(s, a) = \phi(s, a)^\top \omega^n_0 \). Suppose Assumptions 3, 4, 5 hold, then with probability greater than \( 1 - \delta \) we have

\[ \| \bar{\mu}_{k+1}(s, a) \bar{\bar{v}}_{k+1}(s, a) \bar{\psi}_{\hat{\theta}_k}(s, a) - \bar{\mu}_{\hat{\theta}_k}(s, a) \bar{\bar{v}}_{\hat{\theta}_k}(s, a) \psi_{\hat{\theta}_k}(s, a) \|_2^2 \]

\[ \leq 2C^2_{v,\mu} \| \bar{\omega}_{k+1} - \omega^*(\bar{\theta}_k) \|_2^2 + \mathcal{O}\left(\sqrt{\frac{\log 3}{NM}}\right) + \mathcal{O}(\epsilon_{\text{app}}(\mathcal{F}_v, \mathcal{F}_\mu)) \quad (55a) \]

and

\[ \mathbb{E}\left[ (\hat{\psi}_{\hat{\theta}_k}(s, a) - \bar{v}_{\hat{\theta}_k}(s, a))^2 \right] = \mathcal{O}\left(\sqrt{\frac{\log 3}{NM}}\right) + \mathcal{O}(\epsilon_{\text{app}}(\mathcal{F}_v)) + \mathcal{O}(\epsilon_{\text{app}}(\mathcal{F}_\mu)) \quad (55b) \]

where \( \epsilon_{\text{app}}(\mathcal{F}_v) \), \( \epsilon_{\text{app}}(\mathcal{F}_\mu) \) and \( \epsilon_{\text{app}}(\mathcal{F}_v, \mathcal{F}_\mu) \) are function approximation errors.
Given Theorem 3, we are ready to bound the gradient bias.

**Lemma 4 (Estimation error of policy gradient).** Consider Algorithm [7] Under the same conditions of Theorem [7] it holds with probability at least $1 - \delta$ that

$$
\mathbb{E} \| \nabla J_T(\hat{\theta}_k) - p_k \|_2^2 \leq 2C_v^2C_{v,p}^2 \| \bar{w}_{k+1} - \bar{w}^* (\hat{\theta}_k) \|_2^2 + C_1 (I - 1)^2 \alpha^2 + C_2 (I - 1)^2 \beta^2
$$

$$
+ O\left( \frac{\log \frac{3}{\delta}}{NM} \right) + O(\epsilon_{ap}) + O(\epsilon_s),
$$

(56)

where $C_{v,p}$, $C_1$, $C_2$ are some positive constants.

**Proof.** We first define the virtual stochastic gradient with averaged parameters as

$$
\bar{p}_n^k := \bar{\mu}_{k+1}(s, a) \bar{v}_{k+1}(s, a) \psi_k(s, a) + \tau \psi_k(s_p, a_p),
$$

(57)

where and $\psi_k$ is the shorthand notations for $\psi_{\hat{\theta}_k}$. Note that random samples in (57) is the same as that in $\bar{p}_n^k$. We slightly abuse the notation and omit the subscriptions $k, n$ on samples.

We then define the client averaged expectation of $\bar{p}_n^k$

$$
\bar{p}_k := \mathbb{E} \left[ \frac{1}{N} \sum_{n=1}^{N} \bar{p}_n^k | F_k \right]
$$

$$
= \mathbb{E}_{s, a \sim d_D} \left[ \bar{\mu}_{k+1}(s, a) \bar{v}_{k+1}(s, a) \psi_k(s, a) \right] + \tau \nabla R(\hat{\theta}_k).
$$

(58)

We also define the optimal $\bar{p}_k$ as

$$
p_k^* := \mathbb{E}_{s, a \sim d_D} \left[ \mu^*_k(s, a) v^*_k(s, a) \psi_k(s, a) \right] + \tau \nabla R(\hat{\theta}_k),
$$

(59)

where $v^*_k$ and $\mu^*_k$ are the shorthand notations for $v_{\hat{\theta}_k}^*$ and $\mu_{\hat{\theta}_k}^*$ respectively. Recall $v_{\hat{\theta}_k}^*$ is defined in (8) and $\mu_{\hat{\theta}_k}^* = d_{\pi_0}/\bar{d}_D$.

We can decompose the policy gradient error as

$$
\| \nabla J_T(\hat{\theta}_k) - p_k \|_2^2 \leq 3 \left( \| p_k - \bar{p}_k \|_2^2 + 3 \left( \| \bar{p}_k - p_k^* \|_2^2 + 3 \| \nabla J_T(\hat{\theta}_k) - p_k^* \|_2^2 \right) \right).
$$

(60)

Consider $I_1$ first. By definition of $p_k$,

$$
I_1 = \mathbb{E} \left[ \frac{1}{N} \sum_{n=1}^{N} \bar{p}_n^k - \bar{p}_k^* | F_k \right] = \frac{1}{N} \sum_{n=1}^{N} \mathbb{E} \left[ \| \bar{p}_n^k - \bar{p}_k^* \|_2^2 | F_k \right].
$$

(61)

Consider the term $\| \bar{p}_n^k - \bar{p}_k^* \|_2^2$ in the last inequality. By definition we have

$$
\| \bar{p}_n^k - \bar{p}_k^* \|_2^2
$$

$$
\leq 4 \left\| \mu_{k+1}^n(s, a)(v_{k+1}^n(s, a) - \bar{v}_{k+1}(s, a)) \psi_k(s, a) \right\|_2^2 + 4 \left\| \mu_{k+1}^n(s, a) \bar{v}_{k+1}(s, a) (\psi_k^n(s, a) - \psi_k(s, a)) \right\|_2^2
$$

$$
+ 4 \left\| (\mu_{k+1}^n(s, a) - \bar{\mu}_{k+1}(s, a)) \bar{v}_{k+1}(s, a) \psi_k(s, a) \right\|_2^2 + 4 \left\| \tau \psi_{\hat{\theta}_k}(s_p, a_p) - \tau \psi_k^n(s, a) \right\|_2^2
$$

$$
\leq 4C_\mu^2C_v^2 \| \omega_{v,k+1}^n - \omega_{v,k+1}^* \|_2^2 + 4(C_\mu^2C_v^2 + \tau^2) \| \theta_k^n - \bar{\theta}_k \|_2^2 + 4C_\mu^2C_v^2 \| \omega_{\mu,k+1}^n - \omega_{\mu,k+1}^* \|_2^2,
$$

(62)

Substituting (62) into (61) gives

$$
I_1 \leq 4C_\mu^2C_v^2 \| \omega_{v,k+1}^n - \omega_{v,k+1}^* \|_2^2 + 4(C_\mu^2C_v^2 + \tau^2) \| \theta_k^n - \bar{\theta}_k \|_2^2 + 4C_\mu^2C_v^2 \| \omega_{\mu,k+1}^n - \omega_{\mu,k+1}^* \|_2^2
$$

$$
\leq C_1 (I - 1)^2 \alpha^2 + C_2 (I - 1)^2 \beta^2,
$$

(63)

where the last inequality follows from Lemma 5, $C_1 = 8(C_\mu^2C_v^2 + \tau^2)C_p^2$, and $C_2 = 8(C_v^2 + C_\mu^2)C_v^2C_q^2$. 
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Applying Theorem 3 yield

\[ \| \tilde{p}_k - p_k^* \|^2_2 \leq 2 \| \mathbb{E} \left[ \tilde{u}_{k+1}(s,a)\tilde{v}_{k+1}(s,a)\psi_k(s,a) \right] - \mathbb{E} \left[ \mu_k^*(s,a)\tilde{v}_k^*(s,a)\psi_k(s,a) \right] \|_2^2 \]

\[ + 2 \| \mathbb{E} \left[ \mu_k^*(s,a)(\tilde{v}_k^* - v_k^*)(s,a)\psi_k(s,a) \right] \|_2^2 \]

\[ \leq 2 \| \mathbb{E} \left[ \tilde{u}_{k+1}(s,a)\tilde{v}_{k+1}(s,a)\psi_k(s,a) \right] - \mathbb{E} \left[ \mu_k^*(s,a)\tilde{v}_k^*(s,a)\psi_k(s,a) \right] \|_2^2 \]

\[ + 2C^2_{\psi}C^2_{v,\mu}\mathbb{E} \left[ (\tilde{v}_k^* - v_k^*)^2(s,a) \right] \] (64)

where we use \( \mathbb{E} \) and \( \tilde{\mathbb{E}} \) as shorthand notations for \( \mathbb{E}_{s,a \sim d^D} \) and \( \mathbb{E}_{s,a \sim d_D} \) respectively.

Applying Theorem 3 yield

\[ \mathbb{E}[I_3] = 2C^2_{\psi}C^2_{v,\mu}\|\tilde{\omega}_{k+1} - \tilde{\omega}^*(\tilde{\theta}_k)\|^2_2 + \tilde{O} \left( \sqrt{\frac{\log \frac{3}{\alpha}}{NM}} \right) + \mathcal{O}(\epsilon_{app}) \] (65)

which holds with probability greater than \( 1 - \delta \), and function approximation error \( \epsilon_{app} := \epsilon_{app}(\mathcal{F}_v) + \epsilon_{app}(\mathcal{F}_\mu) + \epsilon_{app}(\mathcal{F}_v, \mathcal{F}_\mu) \).

Now we consider \( I_4 \). By the definition of \( \mu_0^\beta \), we have

\[ p_k^* = \mathbb{E}_{s,a \sim d_k}[v_k^*(s,a)\psi_k(s,a)] + \tau \nabla R(\tilde{\theta}_k), \] (66)

then we have

\[ \| \nabla J_\tau(\tilde{\theta}_k) - p_k^* \|^2_2 = \| \mathbb{E}_{s,a \sim d_k}[v_k^*(s,a) - Q_k(s,a)\psi_k(s,a)] \|^2_2 \]

\[ = \| \mathbb{E}_{s,a \sim d_k}[\mathbb{E}\left[ \sum_{t=0}^{\infty} \gamma^t \frac{d_{\mu}^D(s_t,a_t)}{D} \big| s_0 = s, a_0 = a \right] \psi_k(s,a) \]^2_2 \]

\[ \leq \epsilon_\lambda = \left( \lambda C_{v,\mu} C_d \right)^2 \] (67)

Taking expected running average of both sides of (66), then substituting the upper bounds in (63), (65) and (67) into (66) gives

\[ \mathbb{E}\| \nabla J_\tau(\tilde{\theta}_k) - p_k^* \|^2_2 = 2C^2_{\psi}C^2_{v,\mu}\|\tilde{\omega}_{k+1} - \tilde{\omega}^*(\tilde{\theta}_k)\|^2_2 + C_1(I-1)^2\alpha^2 + C_2(I-1)^2\beta^2 \]

\[ + \tilde{O} \left( \sqrt{\frac{\log \frac{3}{\alpha}}{NM}} \right) + \mathcal{O}(\epsilon_{app}) + \mathcal{O}(\epsilon_\lambda) \] (68)

which holds with probability greater than \( 1 - \delta \). This completes the proof.

\[ \Box \]

### B.3 Bounding the consensus error

The following lemma bounds the difference between local sequences and their average.

**Lemma 5.** Under linear parametrization of \( v^n \) and \( \mu^n \), consider Algorithm 7 under Assumption 2. For any iteration \( k \), it holds that

\[ \| \theta_k^n - \bar{\theta}_k \|^2_2 \leq 2(I-1)^2C^2_{\theta} \] (69a)

\[ \| \omega_{v,k}^n - \bar{\omega}_{v,k} \|^2_2 \leq 2(I-1)^2C^2_{\omega_v} \] (69b)

\[ \| \omega_{\mu,k}^n - \bar{\omega}_{\mu,k} \|^2_2 \leq 2(I-1)^2C^2_{\omega_{\mu}} \] (69c)
Proof. At any iteration $k$, the server update in Algorithm guarantees that there exists an iteration number $k_0 \in [k-I+1, k]$ such that $\theta_{k_0}^s = \hat{\theta}_k$. Then we have

$$
\|\theta_k^s - \hat{\theta}_k\|^2 = \|\theta_{k_0}^s + \sum_{i=k_0}^{k-1} \alpha \hat{\theta}_i - \hat{\theta}_k - \frac{1}{N} \sum_{n=1}^{N} \sum_{i=k_0}^{k-1} \alpha \hat{\theta}_i\|^2
$$

$$
= \left\| \sum_{i=k_0}^{k-1} \alpha \left( \hat{\theta}_i - \frac{1}{N} \sum_{n=1}^{N} \hat{\theta}_i \right) \right\|^2
$$

$$
\leq (k-k_0) \sum_{i=k_0}^{k-1} \alpha \left( \hat{\theta}_i - \frac{1}{N} \sum_{n=1}^{N} \hat{\theta}_i \right)^2
$$

$$
\leq (k-k_0) \sum_{i=k_0}^{k-1} 2 \alpha^2 \frac{C^2}{\mu} \leq 2(I-1)^2 C^2 \alpha^2
$$

(70)

where the last inequality follows from $k_0 \in [k-I+1, l]$. Similarly, it can be proven that

$$
\|\omega^s_{\mu, k} - \bar{\omega}_{\mu, k}\|^2 \leq 2(I-1)^2 C^2 \beta^2,
$$

(71)

$$
\|\omega^s_{\mu, k} - \bar{\omega}_{\mu, k}\|^2 \leq 2(I-1)^2 C^2 \beta^2,
$$

where $C_q := \max\{2C\mu + 1, \lambda C\mu + 2Cv + r_{\max}\}$.

C Analysis of critic

C.1 Proof of Theorem

In the proof, we write $\hat{v}_k^s$, $\hat{v}_k^z$ and $v_k^z$ in short as $\hat{v}_k^s$, $\hat{v}_k^z$ and $v_k^s$ respectively (and likewise for $\mu$).

Proof. First we begin to prove (55a). We decompose the error as

$$
\left\| \mathbb{E}[\mu_{k+1}(s, a) \bar{\psi}(s, a) \psi_k(s, a)] - \mathbb{E}[\mu_k^s(s, a) \hat{v}_k^s(s, a) \psi_k(s, a)] \right\|_2
$$

$$
\leq 4 \left\| \mathbb{E}[\mu_{k+1}(s, a) \bar{\psi}(s, a) \psi_k(s, a)] - \mathbb{E}[\mu_k^s(s, a) \hat{v}_k^s(s, a) \psi_k(s, a)] \right\|_2
$$

$$
+ 4 \left\| \mathbb{E}[\mu_k^s(s, a) \hat{v}_k^s(s, a) \psi_k(s, a)] - \mathbb{E}[\mu_k^s(s, a) \hat{v}_k^s(s, a) \psi_k(s, a)] \right\|_2
$$

$$
+ 4 \left\| \mathbb{E}[\mu_k^s(s, a) \hat{v}_k^s(s, a) \psi_k(s, a)] - \mathbb{E}[\mu_k^s(s, a) \hat{v}_k^s(s, a) \psi_k(s, a)] \right\|_2
$$

$$
+ 4 \left\| \mathbb{E}[\mu_k^s(s, a) \hat{v}_k^s(s, a) \psi_k(s, a)] - \mathbb{E}[\mu_k^s(s, a) \hat{v}_k^s(s, a) \psi_k(s, a)] \right\|_2
$$

(72)

We will bound the terms one by one. The first term $I_1$ can be bounded as

$$
I_1 \leq \mathbb{E}\left[ \hat{\mu}_{k+1}(s, a) \hat{v}_{k+1}(s, a) \psi_k(s, a) - \hat{\mu}_k^s(s, a) \hat{v}_k^s(s, a) \psi_k(s, a) \right]^2
$$

$$
\leq 2\mathbb{E}\left[ (\hat{\mu}_{k+1} - \hat{\mu}_k^s)(s, a) \hat{v}_{k+1}(s, a) \psi_k(s, a) \right]^2 + 2\mathbb{E}\left[ \hat{\mu}_k^s(s, a) (\hat{v}_{k+1} - \hat{v}_k^s)(s, a) \psi_k(s, a) \right]^2
$$

$$
\leq 2C^2 \rho C^2 \mathbb{E}\left[ (\hat{\mu}_{k+1}(s, a) - \hat{\mu}_k^s(s, a))^2 \right] + 2\rho^2 C^2 \mathbb{E}\left[ (\hat{v}_{k+1}(s', a') - \hat{v}_k^s(s', a') )^2 \right]
$$
\[ \leq 2C_v^2 \psi^2 \frac{1}{\psi} \| \bar{\omega}_{\mu, k+1} - \hat{\omega}_\mu^*(\bar{\theta}_k) \|_2^2 + 2R^2 \psi^2 \| \bar{\omega}_\nu, k - \hat{\omega}_\nu^*(\bar{\theta}_k) \|_2^2 \]

\[ \leq 2C_v^2 \psi^2 \| \bar{\omega}_{k+1} - \hat{\omega}_\mu^*(\bar{\theta}_k) \|_2^2, \]

where \( C_{v, \mu} := \max \{ C_v \sqrt{\psi}, R_v \}, \) and the last inequality uses the fact that

\[ \| \bar{\omega} - \hat{\omega}_\mu^*(\bar{\theta}) \|_2^2 = \frac{1}{\psi} \| \bar{\omega}_\nu - \hat{\omega}_\nu^*(\bar{\theta}) \|_2^2 + \| \bar{\omega}_\mu - \hat{\omega}_\mu^*(\bar{\theta}) \|_2^2. \]

The term \( I_2 \) is introduced by the difference between \( \hat{d}_D \) and \( \bar{d}_D \), which is essentially caused by finite data set. By Lemma 11 with probability greater than \( 1 - \delta/3 \) we have

\[ I_2 = \tilde{O} \left( \frac{\log \frac{3}{\delta}}{NM} \right). \]

Now we consider \( I_3 \). First we have

\[ I_3 = \left\| \hat{E} \left[ \hat{\mu}_k^*(s, a) \hat{\psi}_k^*(s, a) \psi_k^*(s, a) \right] - \hat{E} \left[ \bar{\mu}_k^*(s, a) \hat{\psi}_k^*(s, a) \psi_k^*(s, a) \right] \right\|_2^2 \]

\[ \leq R^2 \psi^2 \psi \left( (\bar{\mu}_k^*(s, a) - \bar{\mu}_k^*(s, a))^2 \right) \leq R^2 \psi^2 \psi \left( \bar{\omega}_k^*(\bar{\theta}_k) - \hat{\omega}_k^*(\bar{\theta}_k) \right)^2. \]

We see that \( I_3 \) is introduced by the difference between \( \bar{\omega}_k^* \) and \( \hat{\omega}_k^* \), which is again due to finite data set. By the strong-concavity of \( \hat{F}_\lambda(\theta, \nu, \mu) \) with respect to \( \omega_\mu \) and the optimality condition of \( \hat{\omega}_k^*(\theta) \), we have for any \( \theta \in \mathbb{R}^d \)

\[ \left\| \hat{\omega}_k^*(\theta) - \bar{\omega}_k^*(\theta) \right\|_2^2 \leq \frac{2}{\eta} \left( \hat{F}_\lambda(\theta, \nu_\theta, \bar{\mu}_\theta^*) - \hat{F}_\lambda(\theta, \nu_\theta, \bar{\mu}_\theta^*) \right) \]

\[ \leq \frac{2}{\eta} \left( \hat{F}_\lambda(\theta, \nu_\theta, \bar{\mu}_\theta^*) - \min_{v \in \mathcal{F}_\nu} \hat{F}_\lambda(\theta, v, \bar{\mu}_\theta^*) \right) \]

\[ \leq \frac{2}{\eta} \left( \hat{F}_\lambda(\theta, \nu_\theta, \bar{\mu}_\theta^*) - \min_{v \in \mathcal{F}_\nu} \hat{F}_\lambda(\theta, v, \bar{\mu}_\theta^*) + \hat{F}_\lambda(\theta, \nu_\theta, \bar{\mu}_\theta^*) - \min_{v \in \mathcal{F}_\nu} \hat{F}_\lambda(\theta, v, \bar{\mu}_\theta^*) \right), \]

where \( \eta \) is the smallest eigenvalue of matrix \( C \).

With \( v_1^{(1)} \in \arg \min_{v \in \mathcal{F}_\nu} \hat{F}_\lambda(\theta, v, \bar{\mu}_\theta^*) \) and \( v_2^{(2)} \in \arg \min_{v \in \mathcal{F}_\nu} \hat{F}_\lambda(\theta, v, \bar{\mu}_\theta^*) \), from (77), we have

\[ \left\| \hat{\omega}_k^*(\theta) - \bar{\omega}_k^*(\theta) \right\|_2^2 \leq \frac{2}{\eta} \left( \bar{F}_\lambda(\theta, v_1^{(1)}, \bar{\mu}_\theta^*) - \bar{F}_\lambda(\theta, v_2^{(2)}, \bar{\mu}_\theta^*) \right) \]

\[ \leq \frac{2}{\eta} \left( \bar{F}_\lambda(\theta, v_1^{(1)}, \bar{\mu}_\theta^*) - \bar{F}_\lambda(\theta, v_2^{(2)}, \bar{\mu}_\theta^*) + \bar{F}_\lambda(\theta, v_1^{(1)}, \bar{\mu}_\theta^*) - \bar{F}_\lambda(\theta, v_1^{(1)}, \bar{\mu}_\theta^*) \right) \]

\[ \leq \frac{4}{\eta} \sup_{\theta \in \mathbb{R}^d, v_1, v_2 \in \mathcal{F}_\nu} | \bar{F}_\lambda(\theta, v, \mu) - \bar{F}_\lambda(\theta, v, \mu) | = \tilde{O} \left( \sqrt{\log \frac{1}{\delta}} \right), \]

where the last inequality follows from Lemma 12. Substituting the last inequality into (76) gives

\[ I_3 = \tilde{O} \left( \sqrt{\frac{3}{\delta}} \right) \]

(79)

which holds with probability greater than \( 1 - \delta/3 \).

Next we bound \( I_4 \) as

\[ I_4 = \left\| \hat{E} \left[ \hat{\mu}_k^*(s, a) \hat{\psi}_k^*(s, a) \psi_k^*(s, a) \right] - \hat{E} \left[ \bar{\mu}_k^*(s, a) \hat{\psi}_k^*(s, a) \psi_k^*(s, a) \right] \right\|_2^2 \]

\[ \leq \hat{E} \left\| \hat{\mu}_k^*(s, a) \hat{\psi}_k^*(s, a) \psi_k^*(s, a) - \hat{\mu}_k^*(s, a) \hat{\psi}_k^*(s, a) \psi_k^*(s, a) \right\|_2^2 \]

\[ \leq R^2 \psi^2 \hat{E} \left( (\bar{\mu}_k^*(s, a) - \bar{\mu}_k^*(s, a))^2 \right) \leq R^2 \psi^2 \epsilon_{\text{app}}(\mathcal{F}_\nu, \mathcal{F}_\mu), \]

(80)
where $\epsilon_{\text{app}}(\mathcal{F}_\theta, \mathcal{F}_\mu) := \sup_{\theta \in \mathbb{R}^d} \mathbb{E}_{\pi_\theta} \left[ (\hat{\mu}_\theta^*(s, a) - \mu_\theta^*(s, a))^2 \right]$ is the function approximation error. Substituting the upper bounds in (73), (75), (79) and (80) into (72) gives the convergence result of $\mu$

$$\left\| \mathbb{E}\left[ \hat{\mu}_{k+1}(s, a) \tilde{v}_{k+1}(s, a) \psi_k(s, a) \right] - \mathbb{E}\left[ \mu_\theta^*(s, a) \hat{v}_k(s, a) \psi_k(s, a) \right] \right\|_2^2 = 2C_v^2 C_{v, \mu}^2 \| \hat{\omega}_{k+1} - \hat{\omega}^* (\hat{\theta}_k) \|^2 + \hat{O}\left( \sqrt{\frac{\log \frac{3}{N}}{N M} + \epsilon_{\text{app}}(\mathcal{F}_\theta, \mathcal{F}_\mu)} \right), \quad (81)$$

This completes the proof of (55a).

Finally, we begin to prove (55b). By the tower property of the expectation, we have

$$\mathbb{E}\left[ (\hat{v}_k^*(s, a) - v_k^*(s, a))^2 \right] = \mathbb{E} \left[ \mathbb{E}_{s, a \sim d_D} \left[ (\hat{v}_k^*(s, a) - v_k^*(s, a))^2 \right] \right] \leq \frac{2}{\lambda} \mathbb{E}\left[ F_\lambda(\hat{\theta}_k, \hat{v}_k^*) - F_\lambda(\hat{\theta}_k, v_k^*) \right] \quad (82)$$

where the last inequality follows from the strong-convexity of $F_\lambda(\theta, v)$ with respect to $v$ and the optimality condition of $v_k^*$. Term $F_\lambda(\hat{\theta}_k, \hat{v}_k^*) - F_\lambda(\hat{\theta}_k, v_k^*)$ is introduced by the difference between $\hat{v}_k^*$ and $v_k^*$, which is further introduced by statistical error and function approximation error. In fact, $F_\lambda(\hat{\theta}_k, \hat{v}_k^*) - F_\lambda(\hat{\theta}_k, v_k^*)$ can be bounded by following the bounding of $J(\hat{v}^*) - J(v^*)$ in section D.1 of [Nachum et al., 2019]. Without repeating the proof, the following inequality holds with probability greater than $1 - \delta/3$.

$$\mathbb{E}\left[ (\hat{v}_k^*(s, a) - v_k^*(s, a))^2 \right] = \hat{O}\left( \sqrt{\frac{\log \frac{3}{N M} + \epsilon_{\text{app}}(\mathcal{F}_\theta) + \epsilon_{\text{app}}(\mathcal{F}_\mu)}{N M} } \right). \quad (83)$$

The $\epsilon_{\text{app}}(\mathcal{F}_\theta)$ and $\epsilon_{\text{app}}(\mathcal{F}_\mu)$ are respectively the function approximation error of $v^n$ and $\mu^n$:

$$\epsilon_{\text{app}}(\mathcal{F}_\theta) := \sup_{\theta \in \mathbb{R}^d} \inf_{v, \varphi} \left[ \mathbb{E}_{d_D} \left[ (\mathcal{B}_{\pi_\theta} v_{\varphi, \theta} - v_{\varphi, \theta}) - (\mathcal{B}_{\pi_\theta} v_{\varphi} - v_{\varphi}) \right] (s, a) \right] \quad (84a)$$

$$\epsilon_{\text{app}}(\mathcal{F}_\mu) := \sup_{\theta \in \mathbb{R}^d} \mathbb{E}_{d_D} \left[ (\mu_{\varphi, \theta}^*(s, a) - \mu_{\varphi, \theta}^*(s, a)) \right] \quad (84b)$$

where $v_{\varphi, \theta}^*, v_{\varphi, \theta}^* \in \arg \min_{v \in \mathcal{F}_\theta} F_\lambda(\theta, v_{\varphi, \theta}, \mu)$ and $\mu_{\varphi, \theta}^* := \arg \max_{\mu \in \mathbb{R}^d} F_\lambda(\theta, v_{\varphi, \theta}, \mu)$. This completes the proof. \hfill \Box

### C.2 Convergence of critic

Given constant $\varphi$, with the concatenated variable $\omega = [\omega_v, \frac{1}{\sqrt{\varphi}} \omega_\mu]^T$, we can define the concatenated local gradient as

$$g_k^n(\omega) := \left[ \begin{array}{cc} 1 & 0 \\ 0 & \frac{1}{\sqrt{\varphi}} \end{array} \right] \left[ \begin{array}{c} 0 \\ \sqrt{\varphi} \hat{A}_k^n \end{array} \right] \omega + \left[ \begin{array}{c} 0 \\ -\hat{h}_k^n \end{array} \right], \quad (85)$$

in which $\hat{A}_k^n, \hat{b}_k^n, \hat{C}_k^n$ and $\hat{h}_k^n$ are respectively the unbiased stochastic estimation of $A^n_{\theta, k}, b^n_{\theta, k}, C^n$ and $h^n$ with the samples at iteration $k$.

Then the local update in Algorithm 1 can be written as:

$$\omega_{k+1}^n = \omega_k^n - B g_k^n(\omega_k^n), \quad \text{with} \quad B := \left[ \begin{array}{cc} 1 & 0 \\ 0 & \frac{1}{\sqrt{\varphi}} \end{array} \right] \beta. \quad (86)$$

Recall $\hat{\omega}^*(\theta) = [\hat{\omega}_v^*(\theta), \frac{1}{\sqrt{\varphi}} \hat{\omega}_\mu^*(\theta)]^T$ is the optimal $\omega$, and $\hat{\omega}_k = [\hat{\omega}_v,k, \frac{1}{\sqrt{\varphi}} \hat{\omega}_\mu,k]^T$ is the concatenated client-averaged variable.

In the following proof, We write $\hat{\omega}^*(\hat{\theta}_k)$ as $\hat{\omega}_k$ for notation simplicity. Now we are ready to give the convergence proof.
Theorem 4. Consider Algorithm 2 with linear function parametrization of $\phi^n$ and $\mu^n$. Under Assumption 2 it holds that

$$
\mathbb{E}\|\hat{w}_{k+1} - \hat{w}^*(\hat{\theta}_{k+1})\|_2^2 \leq (1 + (4L^2_{\omega} + 1)\alpha)\mathbb{E}\|\hat{w}_{k+1} - \hat{w}^*(\hat{\theta}_{k})\|_2^2 + \frac{\alpha}{4} \mathbb{E}\|p_k\|_2^2 + \frac{C^3}{2} \mathbb{E}\|\omega\|_2^2 \alpha^3
$$

and

$$
\mathbb{E}\|\hat{w}_{k+1} - \hat{w}^*(\hat{\theta}_{k})\|_2^2 \leq (1 - C_\lambda \beta + C_\beta \beta^2)\mathbb{E}\|\hat{w}_{k} - \hat{w}^*(\hat{\theta}_{k})\|_2^2 + (I - 1)^2 C_\beta \beta^3
$$

where $C_\lambda'$, $C_\beta'$, $C_\phi'$, $C_\alpha$ and $C_\beta$ are some positive constants.

Proof. First we have

$$
\|\hat{w}_{k+1} - \hat{w}^*_k\|_2^2 = \|\hat{w}_{k+1} - \hat{w}^*_k + \hat{w}^*_k - \hat{w}^*_{k+1}\|_2^2 = \|\hat{w}_{k+1} - \hat{w}^*_k\|_2^2 + \|\hat{w}^*_k - \hat{w}^*_{k+1}\|_2^2 + 2\langle\hat{w}_{k+1} - \hat{w}^*_k, \hat{w}^*_k - \hat{w}^*_{k+1}\rangle.
$$

By the non-expansiveness of the projection operator, we have

$$
\mathbb{E}\|\hat{w}_{k+1} - \hat{w}^*_k\|_2^2 \leq \mathbb{E}\|\hat{w}_{k} - \frac{1}{N} \sum_{n=1}^{N} B g^n_k(\omega^n_k) - \hat{w}^*_k\|_2^2
$$

$$
\leq \mathbb{E}\|\hat{w}_{k} - \hat{w}^*_k\|_2^2 + 2C_\phi \beta^2 \mathbb{E}\|\frac{1}{N} \sum_{n=1}^{N} g^n_k(\omega^n_k)\|_2^2 - 2\mathbb{E}\langle\hat{w}_{k} - \hat{w}^*_k, B \sum_{n=1}^{N} g^n_k(\omega^n_k)\rangle.
$$

where $C_\phi := (1 + \frac{1}{\alpha})$ is the upper bound of $\|B\|_2$. By Lemma 8 for some positive constants $C_4$, $C_5$, $C_\lambda$, $C_\beta$, $\hat{C}_4$, $\hat{C}_5$ and $\hat{C}_\phi$, we can bound the second and third term respectively as

$$
\mathbb{E}\left\|\frac{1}{N} \sum_{n=1}^{N} g^n_k(\omega^n_k)\right\|_2^2 \leq \frac{2C_\phi}{N} + 3(I - 1)^2 (\hat{C}_4\beta^2 + \hat{C}_5\alpha^2) + \hat{C}_6 \mathbb{E}\|\hat{w}_{k} - \hat{w}^*_k\|_2^2,
$$

and

$$
- \mathbb{E}\langle\hat{w}_{k} - \hat{w}^*_k, B \sum_{n=1}^{N} g^n_k(\omega^n_k)\rangle
\leq \beta(I - 1) (C_4\beta + C_5\alpha) \mathbb{E}\|\hat{w}_{k} - \hat{w}^*_k\|_2^2 - C_\lambda \beta \mathbb{E}\|\hat{w}_{k} - \hat{w}^*_k\|_2^2
\leq \beta \left(\frac{(I - 1)^2 C_4^2}{C_\lambda} \beta^2 + \frac{(I - 1)^2 C_5^2}{C_\lambda} \alpha^2 + \frac{C_\alpha}{2} \mathbb{E}\|\hat{w}_{k} - \hat{w}^*_k\|_2^2\right) - C_\lambda \beta \mathbb{E}\|\hat{w}_{k} - \hat{w}^*_k\|_2^2
\leq - \frac{C_\lambda}{2} \beta \mathbb{E}\|\hat{w}_{k} - \hat{w}^*_k\|_2^2 + \frac{(I - 1)^2 C_4^2}{C_\lambda} \beta^3 + \frac{(I - 1)^2 C_5^2}{C_\lambda} \alpha^2 \beta
$$

where the second inequality follows from Young’s inequality. Substituting (90) and (91) into (89), and using $\beta \leq C_\beta$ to simplify the inequality give

$$
\mathbb{E}\|\hat{w}_{k+1} - \hat{w}^*_k\|_2^2 \leq (1 - C_\lambda \beta + C_\beta \beta^2)\mathbb{E}\|\hat{w}_{k} - \hat{w}^*_k\|_2^2 + (I - 1)^2 C_\beta \beta^3 + (I - 1)^2 C_\beta' \beta^3.
$$

where $C_\beta' := \frac{2C_\phi}{C_\lambda} + 6C_\phi \hat{C}_4^2 C_\beta$ and $C_\beta' := \frac{2C_\phi}{C_\lambda} + 6C_\phi \hat{C}_5^2 C_\beta$.

The third term in (88) can be bounded as

$$
\mathbb{E}\langle\hat{w}_{k+1} - \hat{w}^*_k, \hat{w}^*_k - \hat{w}^*_{k+1}\rangle = \mathbb{E}\langle\hat{w}_{k+1} - \hat{w}^*_k, \hat{w}^*_k - \hat{w}^*_{k+1} - \nabla \hat{w}^*(\hat{\theta}_{k}), \hat{\theta}_{k+1} - \hat{\theta}_{k}\rangle
$$
We write
\[ A \hat{\omega} - \omega_k \]
This completes the proof.

Suppose Assumption 2 and 3 hold, then there exist positive constants by (Chen et al., 2021).

Lastly, the second term in (88) can be bounded as
\[
\frac{L_{\omega,2}}{2} \mathbb{E} \left[ \| \hat{\omega}_{k+1} - \omega_k^* \|_2 \| \hat{\theta}_{k+1} - \hat{\theta}_k \|_2^2 \right] + L_{\omega}\alpha \mathbb{E} \left[ \| \hat{\omega}_{k+1} - \omega_k^* \|_2 \| p_k \| \right]
\]
(93)

where the first inequality follows from the tower property of expectation, and last inequality follows from the \( L_{\omega} \)-Lipschitz and \( L_{\omega,2} \)-smoothness of \( \hat{\omega}^*(\theta) \) shown in Lemma 6. Continuing from the last inequality, we have
\[
\mathbb{E} \left[ \hat{\omega}_{k+1} - \omega_k^* - \omega_k^* \right]
\leq \frac{L_{\omega,2}C_2^2 \alpha^2}{2} \mathbb{E} \left[ \| \hat{\omega}_{k+1} - \omega_k^* \|_2^2 \right] + L_{\omega}\alpha \mathbb{E} \left[ \| \hat{\omega}_{k+1} - \omega_k^* \|_2 \| p_k \| \right]
\leq \frac{C_p^4 L_{\omega,2}^2 \alpha^3}{4} + \frac{\alpha}{4} \mathbb{E} \| \hat{\omega}_{k+1} - \omega_k^* \|_2^2 + \frac{\alpha}{8} \mathbb{E} \| p_k \|_2^2 + 2L_{\omega}^2 \alpha \mathbb{E} \| \hat{\omega}_{k+1} - \omega_k^* \|_2^2
\]
\[
= \left( 2L_{\omega}^2 + \frac{1}{2} \right) \alpha \mathbb{E} \| \hat{\omega}_{k+1} - \omega_k^* \|_2^2 + \frac{\alpha}{8} \mathbb{E} \| p_k \|_2^2 + \frac{C_p^4 L_{\omega,2}^2 \alpha^3}{4}.
\]
(94)

Lastly, the second term in (88) can be bounded as
\[
\| \hat{\omega}_k^* - \omega_k^* \|_2 \leq L_{\omega}^2 \| \hat{\theta}_{k+1} - \hat{\theta}_k \|_2^2.
\]
(95)

Substituting the last inequality along with (92) into (88) gives
\[
\mathbb{E} \| \hat{\omega}_{k+1} - \omega_k^* \|_2^2 \leq \left( 1 + (4L_{\omega}^2 + 1)\alpha \right) \mathbb{E} \| \hat{\omega}_{k+1} - \omega_k^* \|_2^2 + \frac{\alpha}{4} \mathbb{E} \| p_k \|_2^2 + \frac{C_p^4 L_{\omega,2}^2 \alpha^3}{2}.
\]
(96)

This completes the proof.

\noindent \( \square \)

C.3 Supporting lemmas

In this section, we give several supporting lemmas used to prove our main theorems.

C.3.1 Lipschitz continuity and smoothness of optimal solution

The following lemma proves the L-smoothness of \( \hat{\omega}^*(\theta) \) w.r.t. \( \theta \), which is then used to prove Theorem 4. The idea is inspired by (Chen et al., 2021).

Lemma 6. Suppose Assumption 2 and 3 hold, then there exist positive constants \( L_{\omega} \) and \( L_{\omega,2} \) such that
\[
\| \hat{\omega}^*(\theta_1) - \hat{\omega}^*(\theta_2) \|_2 \leq L_{\omega} \| \theta_1 - \theta_2 \|_2,
\]
(97a)

and
\[
\| \nabla \hat{\omega}^*(\theta_1) - \nabla \hat{\omega}^*(\theta_2) \|_2 \leq L_{\omega,2} \| \theta_1 - \theta_2 \|_2.
\]
(97b)

Proof. Under Assumption 2, the optimal solution of \( \hat{F}_\lambda (\theta, \omega_0, \omega_0) \) takes the following form
\[
\hat{\omega}^*_\omega(\theta) = - A_0^{-1} b_0, \quad \hat{\omega}^*_\theta(\theta) = -(A_0^\top)^{-1}(\lambda A_0 C_0^{-1} b_0 + h).
\]
(98)

We write \( A_1, A_2 \) and \( b_1, b_2 \) as shorthand notations for \( A_\theta_1, A_\theta_2 \) and \( b_\theta_1, b_\theta_2 \), respectively. By definition of \( b_\theta \), we have
\[
b_1 - b_2 = \mathbb{E}_{s_0 \sim \hat{\rho}, a_0 \sim \pi_1} [\phi(s_0, a_0)] - \mathbb{E}_{s_0 \sim \hat{\rho}, a_0 \sim \pi_2} [\phi(s_0, a_0)]
\leq 2 \sup_{s_0 \in \mathcal{S}, a_0 \in \mathcal{A}} \| \phi(s_0, a_0) \|_{d_{TV}(\hat{\rho} \otimes \pi_1, \hat{\rho} \otimes \pi_2)}
= 2d_{TV}(\hat{\rho} \otimes \pi_1, \hat{\rho} \otimes \pi_2),
\]
(99)
\[
\|dw_{\mu}^*(\theta_1) - dw_{\mu}^*(\theta_2)\|_2 = \| - A_1^{-1}b_1 + A_2^{-1}b_2\|_2 = \| - A_1^{-1}(A_2 - A_1)A_2^{-1}b_1 + A_2^{-1}(b_2 - b_1)\|_2 \\
\leq \frac{1}{\sigma_{\text{inf}}}\|A_1 - A_2\|_2 + \frac{1}{\sigma_{\text{inf}}}\|b_1 - b_2\| \\
\leq L_1\|\theta_1 - \theta_2\|_2
\]

where the last inequality follows from (101) and (102), and \( L_1 := \left( \frac{2}{\sigma_{\text{inf}}} + \frac{1}{\|A\|} \right) L_\pi |A| . \)

Similarly, we can prove that

\[
A_1 - A_2 \leq 2L_\pi |A| \|\theta_1 - \theta_2\|_2.
\]

By definition of \( \hat{\omega}_{\mu}^*(\theta) \), we have

\[
\|\hat{\omega}_{\mu}^*(\theta_1) - \hat{\omega}_{\mu}^*(\theta_2)\|_2 = \| - A_1^{-1}b_1 + A_2^{-1}b_2\|_2 = \| - A_1^{-1}(A_2 - A_1)A_2^{-1}b_1 + A_2^{-1}(b_2 - b_1)\|_2 \\
\leq \frac{1}{\sigma_{\text{inf}}}\|A_1 - A_2\|_2 + \frac{1}{\sigma_{\text{inf}}}\|b_1 - b_2\| \\
\leq L_1\|\theta_1 - \theta_2\|_2
\]

where the last inequality follows from (101) and (102), and \( L_1 := \left( \frac{2}{\sigma_{\text{inf}}} + \frac{1}{\|A\|} \right) L_\pi |A| . \)

Observing that \( \hat{\omega}_{\nu}^*(\theta) \) is in a similar form as \( \hat{\omega}_{\mu}^*(\theta) \), it can be proven that similar result holds for \( \hat{\omega}_{\nu}^*(\theta) \)

\[
\|\hat{\omega}_{\nu}^*(\theta_1) - \hat{\omega}_{\nu}^*(\theta_2)\|_2 \leq L_2\|\theta_1 - \theta_2\|_2,
\]

where \( L_2 := \left( \frac{2(\sigma_{\text{max}} + \sigma_{\text{inf}})}{\sigma_{\text{inf}}} \right) L_\pi |A| + \frac{L_1}{\sigma_{\text{inf}}} . \)

Given (103) and (104), we have

\[
\|\hat{\omega}^*(\theta_1) - \hat{\omega}^*(\theta_2)\|_2 = \sqrt{\|\hat{\omega}_{\mu}^*(\theta_1) - \hat{\omega}_{\mu}^*(\theta_2)\|_2^2 + \frac{1}{\varphi}\|\hat{\omega}_{\nu}^*(\theta_1) - \hat{\omega}_{\nu}^*(\theta_2)\|_2^2} \leq L_{\omega}\|\theta_1 - \theta_2\|_2
\]

where \( L_{\omega} := \sqrt{L_1^2 + \frac{1}{\varphi}L_2^2} . \) Now we begin to prove (97b). Let \( \nabla_i \) be a shorthand notation for \( \nabla_{\theta_i} \) where \( \theta_i \) is the \( i \)th element of \( \theta \). Then we have

\[
\nabla_i \hat{\omega}_{\mu}^*(\theta) = -A_{\theta}^{-1}\nabla_i b_0 + A_{\theta}^{-1}\nabla_i A_{\theta} A_{\theta}^{-1} b_0.
\]

In order for \( \nabla_i \hat{\omega}_{\mu}^*(\theta_1) \) to be lipschitz continuous, it suffices to show \( A_{\theta}^{-1} \), \( b_0 \), \( \nabla_i A_{\theta} \) and \( \nabla_i b_0 \) are bounded and lipschitz continuous. By previous derivations (101) - (103), \( A_{\theta}^{-1} \) and \( b_0 \) are indeed bounded lipschitz continuous. Thus it suffices to check \( \nabla_i A_{\theta} \) and \( \nabla_i b_0 \).

\[
\nabla_i b_0 = (1 - \gamma) \int_S \hat{\rho}(ds_0) \int_A \nabla_i \pi_{\theta_0}(da_0|ds_0) \phi(ds_0, da_0).
\]

It is easy to check \( \|\nabla_i b_0\| \leq C_{\psi} . \) It also holds that

\[
\|\nabla_i b_{\theta_1} - \nabla_i b_{\theta_2}\| \leq (1 - \gamma) \int_S \hat{\rho}(ds_0) \int_A \|\nabla_i \pi_{\theta_1}(da_0|ds_0) - \nabla_i \pi_{\theta_2}(da_0|ds_0)\| \\
\leq |A|(L_\pi C_{\psi} + L_{\psi})\|\theta_1 - \theta_2\|
\]

where the last inequality follows from

\[
\|\nabla_i \pi_{\theta_1}(a|s) - \nabla_i \pi_{\theta_2}(a|s)\| = \| \pi_{\theta_1}(a|s)\psi_{\theta_1}(s, a) - \pi_{\theta_2}(a|s)\psi_{\theta_2}(s, a)\| \\
\leq (L_\pi C_{\psi} + L_{\psi})\|\theta_1 - \theta_2\|.
\]
Thus we know $\nabla_i b_\theta$ is bounded lipschitz continuous. Using similar technique, we can check that $\nabla_i A_\theta$ is also bounded lipschitz:

$$
\|\nabla_i A_{\theta_1} - \nabla_i A_{\theta_2}\| \leq 2|A|(L_\psi C_\psi + L_\psi)\|\theta_1 - \theta_2\|, \quad \|\nabla_i A_\theta\| \leq 2C_\psi.
$$

(109)

This makes $\nabla_i \hat{\omega}^n_i(\theta)$ lipschitz continuous, which implies

$$
\|\nabla \hat{\omega}^n_i(\theta) - \nabla \hat{\omega}^n_i(\theta')\| \leq L_3\|\theta_1 - \theta_2\|
$$

(110)

for some positive constant $L_3$. Similarly, we have for some positive constant $L_4$,

$$
\|\nabla \hat{\omega}^n_i(\theta) - \nabla \hat{\omega}^n_i(\theta')\| \leq L_4\|\theta_1 - \theta_2\|.
$$

(111)

The last two inequality implies (97b) with $L_{\omega, 2} = \sqrt{L_3^2 + L_4^2}$. □

### C.3.2 Bounding the critic bias and variance

Before we start to bound the critic bias and variance, we first give a lemma on the boundedness of critic variables under projection.

**Lemma 7.** Consider running Algorithm 1 with linear function approximation of $v^\mu$ and $\mu^\mu$. Under the same assumptions as those of Theorem 3 there exist positive constants $C_v$ and $C_\mu$ such that $\|\omega^v_{\mu, k}\|_2 \leq C_v$ and $\|\omega^\mu_{\mu, k}\|_2 \leq C_\mu$.

**Proof.** To bound $\|\omega^v_{\mu, k}\|$ and $\|\omega^\mu_{\mu, k}\|$, it suffices to bound the norm of the concatenated variable $\omega^v_k = [v^v_{\mu, k} \sqrt{\varphi} \omega^\mu_{\mu, k}]^T$. By the critic update in (36), we have

$$
\|\omega^v_{k+1}\|_2 = \|\omega^v_k - B g^v_k(\omega^v_k)\|_2 \leq \|\omega^v_k\|_2 + \|B g^v_k(\omega^v_k)\|_2 \\
\leq \|\omega^v_k\|_2 + \beta \sqrt{1 + \frac{1}{\varphi}} \sqrt{8\varphi + \varphi^2 \lambda^2} \|\omega^v_k\|_2 + \sqrt{(1 - \gamma)^2 + 1}.
$$

(112)

where the last inequality follows from

$$
\|B g^v_k(\omega^v_k)\|_2 \leq \beta \left[ \begin{array}{c} 1 \\ 0 \end{array} \right] \left[ \begin{array}{c} 0 \\ -\sqrt{\varphi} A^v_k \end{array} \right] + \sqrt{\varphi} \lambda \left[ \begin{array}{c} 0 \\ -\hat{h}^v_k \end{array} \right] \|\omega^v_k\|_2 + \left[ \begin{array}{c} \hat{b}^v_k \\ \hat{h}^v_k \end{array} \right] \| \phi \lambda \left[ \begin{array}{c} \hat{b}^v_k \\ \hat{h}^v_k \end{array} \right] \| \phi \lambda \left[ \begin{array}{c} \hat{b}^v_k \\ \hat{h}^v_k \end{array} \right] \|_2 \\
\leq \beta \|\omega^v_k\|_2 \sqrt{1 + \frac{1}{\varphi}} \sqrt{2\varphi} \|A^v_k\|_F + \varphi^2 \lambda^2 \|C^v_k\|_F + \sqrt{\|\hat{b}^v_k\|_2^2 + \|\hat{h}^v_k\|_2^2} \\
\leq \beta \sqrt{1 + \frac{1}{\varphi}} \sqrt{8\varphi + \varphi^2 \lambda^2} \|\omega^v_k\|_2 + \sqrt{(1 - \gamma)^2 + 1}.
$$

(113)

Because of the projection in Algorithm 1 for any $k_0$ which are multiples of $I$, we have $\|\omega^v_{k_0}\|_2 \leq \sqrt{R^v_0 + \frac{1}{\varphi} R^v_0}$. Then by (112), it follows from induction that Lemma 7 holds for any $k$.

Now we are ready to give the Lemma that bounds the bias and variance of critic sequence, which is used in the proof of Theorem 4.

**Lemma 8.** We choose $\varphi = \frac{8(\gamma+1)^2}{\lambda^2}$. Under the same conditions in Theorem 4 we have

$$
\mathbb{E} \left( \bar{\omega}_k - \hat{\omega}_k \right), \mathbb{E} \left[ \frac{1}{N} \sum_{n=1}^{N} g^v_k(\omega^v_k) | F_k \right] \geq -\beta (I - 1) (C_4 \beta + C_5 \alpha) \mathbb{E} \|\bar{\omega}_k - \hat{\omega}_k\|_2 \\
+ C_\beta \mathbb{E} \|\bar{\omega}_k - \hat{\omega}_k\|_2^2
$$

(114)

and

$$
\mathbb{E} \left[ \frac{1}{N} \sum_{n=1}^{N} g^v_k(\omega^v_k) \right]^2 \leq \frac{2C_\varphi^2}{N} + 3(I - 1)^2 (C_4^2 \beta^2 + C_5^2 \alpha^2) + \tilde{C}_\varphi \mathbb{E} \|\bar{\omega}_k - \hat{\omega}_k\|_2
$$

(115)

where $C_4$, $C_5$, $C_\beta$, $\tilde{C}_4$, $\tilde{C}_5$ and $C_6$ are some positive constants.
Proof. We first prove (114). We denote its LHS as $I_1$. $I_1$ can be decomposed as

$$I_1 \geq -\left(1 + \frac{1}{\sqrt{q}}\right)\beta \mathbb{E} \left[\|\bar{\omega}_k - \tilde{\omega}_k\|_2 \left\|\mathbb{E} \left[\frac{1}{N} \sum_{i=1}^N g^i_k(\omega_k) | F_k\right] - \mathbb{E} \left[\frac{1}{N} \sum_{i=1}^N g^i_k(\bar{\omega}_k) | F_k\right]\right\|_2\right]$$

$$- \left(1 + \frac{1}{\sqrt{q}}\right)\beta \mathbb{E} \left[\|\bar{\omega}_k - \tilde{\omega}_k\|_2 \left\|\mathbb{E} \left[\frac{1}{N} \sum_{i=1}^N g^i_k(\bar{\omega}_k) | F_k\right] - g_k(\bar{\omega}_k)\right\|_2\right] + \mathbb{E} \left(\bar{\omega}_k - \tilde{\omega}_k, B g_k(\bar{\omega}_k)\right)$$

(116)

where $g_k(\omega)$ is defined as

$$g_k(\omega) := \frac{1}{N} \sum_{i=1}^N \left[\begin{array}{c} 1 \\ \frac{1}{\sqrt{q}} \end{array}\right] \left[\begin{array}{c} -\sqrt{q}(a_{\theta_k}^i)^\top A_{\theta_k}^i \phi C_{\theta_k}^n \end{array}\right] \omega + \left[\begin{array}{c} b_{\theta_k}^i \\
 \end{array}\right].$$

With $\Sigma := \left[\begin{array}{cc} 1 & 0 \\ 0 & \frac{1}{\sqrt{q}} \end{array}\right]$, $I_1^{(1)}$ can be bounded as

$$I_1^{(1)} \leq \frac{1}{N} \sum_{i=1}^N \|g^i_k(\omega^i_k) - g^i_k(\bar{\omega}_k)\|_2 = \frac{1}{N} \sum_{i=1}^N \left\|\Sigma G_{\theta_k}^n (\omega^i_k - \bar{\omega}_k)\right\|_2$$

$$\leq C_G \frac{1}{N} \sum_{i=1}^N \|\omega^i_k - \bar{\omega}_k\|_2$$

$$\leq \tilde{C}_4 (I - 1) \beta,$$

(117)

where the last inequality follows from Lemma 5 $C_G := \left(1 + \frac{1}{\sqrt{q}}\right) \sqrt{8q + \lambda^2 q^2}$ is the upper bound of $\|\Sigma G_{\theta_k}^n\|_2$, and $\tilde{C}_4 := 2 \left(1 + \frac{1}{q}\right) C_G C_\eta$.

$I_1^{(2)}$ can be bounded as

$$I_1^{(2)} = \left\|\frac{1}{N} \sum_{i=1}^N \left[\begin{array}{c} 0 \\ -\sqrt{q}(a_{\theta_k}^i)^\top A_{\theta_k}^i \end{array}\right] \bar{\omega}_k + \left[\begin{array}{c} b_{\theta_k}^i \\
 \end{array}\right] \right\|_2$$

$$\leq \frac{1}{N} \sum_{i=1}^N \left(\sqrt{1 + \frac{1}{\varphi}} C_\omega \|A_{\theta_k}^i - A_{\theta_k}^n\|_2 + \|b_{\theta_k}^i - b_{\theta_k}^n\|_2\right).$$

(118)

where the last inequality is due to the fact that $\|\bar{\omega}_k\|_2 \leq \frac{1}{\sqrt{N}} \sum_{n=1}^N \|\omega^i_k\|_2$ and $\|\omega_k^n\|_2 \leq C_\omega := \sqrt{C_p^2 + \frac{1}{\varphi} C_R^2}$. It can be easily verified by following the derivation of (110) that

$$\|A_{\theta_k}^i - A_{\theta_k}^n\|_2 \leq 2L_\pi |A|\|\theta^n_k - \tilde{\theta}_k\|_2, \quad \|b_{\theta_k}^i - b_{\theta_k}^n\|_2 \leq L_\pi |A|\|\theta^n_k - \tilde{\theta}_k\|_2.$$  

(119)

Substituting the last inequality into (118) gives

$$I_1^{(2)} \leq \frac{2L_\pi |A|}{N} \sum_{n=1}^N \left(\sqrt{1 + \frac{1}{\varphi}} C_\omega \|\theta^n_k - \tilde{\theta}_k\|_2 + \|\theta^n_k - \bar{\theta}_k\|_2\right)$$

$$\leq \tilde{C}_5 (I - 1) \alpha,$$

(120)

where the last inequality follows from Lemma 5 and $\tilde{C}_5 := 4L_\pi |A| \left(1 + \sqrt{1 + \frac{1}{\varphi}} C_\omega\right) C_\varphi$. 

---

Distributed Offline Policy Optimization Over Batch Data
To bound $I_{13}$, we need to first bound the eigenvalues of $G_{\theta}$. Let $\varphi = \frac{8(n+1)^2}{N\eta^2}$, then it is easy to verify that $\varphi \geq \frac{8\lambda_{\text{max}}(A_{\theta} \lambda(C)^{-1}A_{\theta}^T)}{\lambda_{\text{min}}(\lambda(C))}$ for any $\theta \in \mathbb{R}^d$, where $\lambda_{\text{min}}(\cdot), \lambda_{\text{max}}(\cdot)$ denotes the minimum and maximum eigenvalue. Then by the analysis in section A.1 and A.3 of [Dut et al. 2017], we have $\lambda_{\text{min}}(G_{\theta}) \geq \frac{8}{9} \lambda_{\text{min}}(A_{\theta} \lambda(C)^{-1}A_{\theta}^T)$. Under Assumption 2 we can also show that $\lambda_{\text{min}}(A_{\theta} \lambda(C)^{-1}A_{\theta}^T) \geq \frac{8\inf}{\lambda(C)^2}$. This leads to $\lambda_{\text{min}}(G_{\theta}) \geq \lambda_{\text{inf}} := \frac{8}{9} \frac{\sigma}{\lambda(C)^2}$.

By the optimality condition of $\hat{\omega}_k^*$, we have

$$I_{13} = \left( \tilde{\omega}_k - \omega_k^*, B(g_k(\tilde{\omega}_k) - g_k(\omega_k^*)) \right) = \beta \left( \tilde{\omega}_k - \omega_k^*, \Sigma^2 G_{\theta} (\tilde{\omega}_k - \omega_k^*) \right) \geq \beta \min\{1, \frac{1}{\varphi} \lambda_{\text{inf}} \| \tilde{\omega}_k - \omega_k^* \|. \tag{121}$$

Substituting the lower bounds in (117), (120) and (121) into (116) gives

$$I_1 \geq -\beta (I - 1) \{ C_4 \beta + C_5 \alpha \} E \| \tilde{\omega}_k - \omega_k^* \|^2 + C_\lambda \beta E \| \omega_k - \omega_k^* \|^2 \tag{122}$$

where $C_\lambda := \min\{1, \frac{1}{\varphi} \lambda_{\text{inf}}$, $C_4 := (1 + \frac{1}{\sqrt{\varphi}}) C_4$ and $C_5 := (1 + \frac{1}{\sqrt{\varphi}}) C_5$. This completes the proof of (114).

Now we prove (115).

$$E \left\| \frac{1}{N} \sum_{n=1}^{N} g_k^n(\omega_k^n) \right\|^2 = \frac{1}{N^2} E \left\| \sum_{n=1}^{N} (g_k^n(\omega_k^n) - E[g_k^n(\omega_k^n)|\mathcal{F}_k]) \right\|^2 + E \left\| \frac{1}{N} \sum_{n=1}^{N} E[g_k^n(\omega_k^n)|\mathcal{F}_k] \right\|^2 \leq \frac{2Cg}{N} + E \left\| \frac{1}{N} \sum_{n=1}^{N} E[g_k^n(\omega_k^n)|\mathcal{F}_k] \right\|^2 \tag{123}$$

where the second equality is due to the zero mean of $g_k^n(\omega_k^n) - E[g_k^n(\omega_k^n)|\mathcal{F}_k]$ and its conditional independence across clients $n \in \{1, 2, \ldots, N\}$, and the last inequality is due to $\|g_k^n(\omega_k^n)\|_2 \leq C_g := C_g C_\omega + |\mathcal{F}| \max + 1$.

We now consider the second term in (123).

$$\left\| \frac{1}{N} \sum_{n=1}^{N} E[g_k^n(\omega_k^n)|\mathcal{F}_k] \right\|^2 \leq 3(f_1^{(1)})^2 + 3(f_1^{(2)})^2 + 3 \|g_k(\tilde{\omega}_k)\|^2 \tag{124}$$

where the first and second term are bounded in (117) and (120). It suffices to just consider the last term, which can be bounded as

$$\|g_k(\tilde{\omega}_k)\|^2 = \|g_k(\tilde{\omega}_k) - g_k(\omega_k^*)\|^2 \leq \left(1 + \frac{1}{\varphi}\right) C_g \|\tilde{\omega}_k - \omega_k^*\|^2. \tag{125}$$

Thus we have

$$\left\| \frac{1}{N} \sum_{n=1}^{N} E[g_k^n(\omega_k^n)|\mathcal{F}_k] \right\|^2 \leq 3(I - 1)^2 (C_g^2 \beta^2 + \tilde{C}_g^2 \alpha^2) + 3 \left(1 + \frac{1}{\varphi}\right) C_g^2 \|\tilde{\omega}_k - \omega_k^*\|^2. \tag{126}$$

Substituting (126) into (123) completes the proof of (115).

### C.3.3 Bounding the statistical errors

We first give a useful inequality which will be used to bound the statistical errors.

**Lemma 9** (Pollard’s tail inequality [Pollard 1984]). Let $\mathcal{F} : \mathcal{Z} \mapsto [-R, R]$ be a permissible class of functions. Let $\{z_i\}_{i=1}^{M} \subset \mathcal{Z}$ be i.i.d samples from a distribution. For any $\epsilon > 0$, we have

$$\mathbb{P}\left( \sup_{f \in \mathcal{F}} \left| \frac{1}{M} \sum_{i=1}^{M} f(z_i) - E[f(z_i)] \right| \right) \leq 8 \mathcal{N}_1 \left( \frac{\epsilon}{8}, \mathcal{F}, \{z_i\}_{i=1}^{M} \right) \exp \left( -\frac{M \epsilon^2}{512 R^2} \right) \tag{127}$$

where $\mathcal{N}_1(\cdot)$ is the covering number.
The covering number can be bounded by the following inequality.

**Lemma 10 (Haussler’s inequality)**.[10] For any set $\mathcal{Z}$, any points $\{z_i\}_{i=1}^M \in \mathcal{Z}$, any function class $\mathcal{F}$ on $\mathcal{Z}$ taking values in $[-R, R]$ with pseudo-dimension $D_{\mathcal{F}} < \infty$, we have

$$
\mathcal{N}_1(\epsilon, \mathcal{F}, \{z_i\}_{i=1}^M) \leq e(D_{\mathcal{F}} + 1) \left(\frac{2eR}{\epsilon}\right)^{D_{\mathcal{F}}}. 
$$

(128)

Now we can give the bound on statistical errors.

**Lemma 11.** Under the same conditions as that of Theorem 3, for any $\theta \in \mathbb{R}^d$, with at least probability $1 - \delta$ we have

$$
\left\| \mathbb{E}\left[\hat{\mu}_\theta(s, a)d_v^\top(s, a)\psi_\theta(s, a)\right] - \mathbb{E}\left[\mu_\theta(s, a)d_v^\top(s, a)\psi_\theta(s, a)\right] \right\|_2^2 = O\left(\frac{\log(NM) + \log\left(\frac{d}{\epsilon}\right)}{NM}\right). 
$$

(129)

**Proof.** Define $y(s, a) \equiv \mu(s, a)v(s, a)\psi_\theta(s, a) \in \mathcal{F}_y$, where $v \in \mathcal{F}_v$ and $\mu \in \mathcal{F}_\mu$. For any $\theta \in \mathbb{R}^d$, we have

$$
\left\| \mathbb{E}\left[\hat{\mu}_\theta(s, a)d_v^\top(s, a)\psi_\theta(s, a)\right] - \mathbb{E}\left[\mu_\theta(s, a)d_v^\top(s, a)\psi_\theta(s, a)\right] \right\|_2^2 
\leq \mathbb{E}\left[\left\| y(s, a) - y(s, a') \right\|_2^2 \right].
$$

(130)

where the last inequality is due to $d_v \in \mathcal{F}_v$ and $\hat{\mu}_\theta \in \mathcal{F}_\mu$. With $1_i \in \mathbb{R}^d$ defined as the vector whose $i$th element is 1 and the the rest elements are 0, we have

$$
\sup_{y \in \mathcal{F}_y} \left\| \mathbb{E}_{s,a \sim d_D}[1_i^\top y(s, a)] - \mathbb{E}_{s,a \sim d_D}[1_i^\top y(s, a)] \right\|_2^2 
\leq \sum_{i=1}^d \sup_{y \in \mathcal{F}_y} \mathbb{E}_{s,a \sim d_D}[1_i^\top y(s, a)]^2.
$$

(131)

For any $i \in \{1, 2, \ldots, d\}$, we have $1_i^\top y(s, a, s') \leq R_1 = R_\mu R_\nu C_\psi$. Denote $\mathcal{F}_{y_i}$ as the function class of $1_i^\top y(s, a, s')$. By Pollard’s tail inequality in Lemma [3] we have

$$
P\left( \sup_{y \in \mathcal{F}_{y_i}} \left| \mathbb{E}_{d_D}[1_i^\top y(s, a)] - \mathbb{E}_{d_D}[1_i^\top y(s, a)] \right| \geq \epsilon \right) 
\leq 8 \mathcal{N}_1\left(\frac{\epsilon}{8}, \mathcal{F}_{y_i}, (D_{\mathcal{F}})^{N_{\mathcal{F}}}ight) \exp\left(\frac{-NM\epsilon^2}{512R_1^2}\right). 
$$

(132)

where the last inequality follows from Haussler’s inequality in Lemma [10]. Constant $R'(i) = \epsilon(D(i) + 1)^2(2eR_1)^{D(i)}$ and $D(i)$ is pseudo-dimension of $\mathcal{F}_{y_i}$. Let $\epsilon_i = \sqrt{R'(i)(\log(NM) + \log\left(\frac{d}{\epsilon}\right))}$ where $R(i) = \max\left(\left(8R'(i)\right)^{\frac{1}{2}}, 512NM D(i), 512NM, 1\right)$, with at least probability $1 - \delta/d$ we have

$$
\sup_{y \in \mathcal{F}_{y_i}} \left| \mathbb{E}_{d_D}[1_i^\top y(s, a)] - \mathbb{E}_{d_D}[1_i^\top y(s, a)] \right| \leq \epsilon_i. 
$$

(133)

Let $\epsilon = \sqrt{R(\log(NM) + \log\left(\frac{d}{\epsilon}\right))}$ with $R = \max\{R(i)\}$. Then, substituting (132) into (130) gives

$$
\sup_{y \in \mathcal{F}_{y_i}} \left\| \mathbb{E}_{s,a \sim d_D}[y(s, a)] - \mathbb{E}_{s,a \sim d_D}[y(s, a)] \right\|_2^2 \leq \epsilon^2 
$$

(134)

with probability at least $1 - \delta$. This along with (129) completes the proof.

**Lemma 12.** Under the same conditions of that in Theorem 3, with probability at least $1 - \delta$ we have

$$
\sup_{\theta \in \mathbb{R}^d, v \in \mathcal{F}_v, \mu \in \mathcal{F}_\mu} \left| \mathcal{F}_\lambda(\theta, v, \mu) - \mathcal{F}_\lambda(\hat{\theta}, v, \mu) \right| = O\left(\sqrt{\frac{\log(NM) + \log\left(\frac{d}{\epsilon}\right)}{NM}}\right)
$$

(134)
Proof. Define function \( l(X) = \mathbb{E}_{a_0 \sim \pi_0(v(s_0, a_0))} [v(s_0, a_0) + (r(s, a) + \gamma \mathbb{E}_{a' \sim \pi_0(v(s'))} [v(s', a')] - v(s, a)) \mu(s, a) - \frac{1}{2} \mu(s, a)^2 \in \mathcal{F}_1 \), where \( X := (s_0, s, a, s') \) and \( v \in \mathcal{F}_v, \mu \in \mathcal{F}_\mu \). We have
\[
\sup_{\theta \in \mathbb{R}^d, v \in \mathcal{F}_v, \mu \in \mathcal{F}_\mu} \left| F_\lambda(\theta, v, \mu) - \tilde{F}_\lambda(\theta, v, \mu) \right|
= \sup_{l \in \mathcal{F}_1} \left| \mathbb{E}_{s_0 \sim \rho, s, a, s' \sim \mathcal{D}_D} [l(X)] - \mathbb{E}_{s_0 \sim \rho, s, a, s' \sim \mathcal{D}_D} [l(X)] \right|. \tag{135}
\]
By Pollard’s tail inequality in Lemma \([9]\]
\[
\mathbb{P} \left( \sup_{l \in \mathcal{F}_1} \left| \mathbb{E}_{s_0 \sim \mathcal{D}_D} [l(X)] - \mathbb{E}_{s_0 \sim \mathcal{D}_D} [l(X)] \right| \geq \epsilon \right) \leq 8 \mathbb{E} \left[ \mathcal{N}_1 \left( \frac{\epsilon}{8}, \mathcal{F}_1, \{ \mathcal{D}_n \}_{n=1}^N \cup \{ \mathcal{D}_0 \}_{n=0}^N \right) \right] \exp \left( \frac{-NM \epsilon^2}{512 R_2^4} \right)
\leq 8 R_3 \left( \frac{1}{\epsilon} \right)^{D_1} \tag{136}
\]
where the last inequality follows from Haussler’s inequality in Lemma \([10]\] Constant \( R_3 = \epsilon (D_1 + 1)^2 (2 e R_2)^{D_1} \) and \( D_1 \) is pseudo-dimension of \( \mathcal{F}_1 \). Let \( \epsilon = \sqrt{\frac{R_4 (\log(NM) + \log \frac{1}{\delta})}{NM}} \) where \( R_4 = \max \left( (8 R_3)^{\frac{2}{\lambda}}, 512 N M D_1, 512 N M, 1 \right) \), with probability at least \( 1 - \delta \), we have
\[
\sup_{l \in \mathcal{F}_1} \left| \mathbb{E}_{s_0 \sim \mathcal{D}_D} [l(X)] - \mathbb{E}_{s_0 \sim \mathcal{D}_D} [l(X)] \right| \leq \epsilon
\]
which along with \((135)\) completes the proof. \( \square \)

D Proof of Theorem \([2]\]

Before we proceed with the proof, we first introduce a gradient dominance type property of \( F(\theta) \):

Proposition 2 (Agarwal et al. \cite{agarwal2020}), Under softmax policy parametrization and uniform priors, if \( \| \nabla J_\tau(\theta) \| \leq \frac{\tau}{2 \sqrt{5} |A|} \), then \( J^* - J(\theta) \leq \frac{2 \tau}{1 - \gamma} \frac{d_\theta^*}{\rho} \| \infty \).

Now we are ready to prove Theorem \([2]\]

Proof. It is known that the softmax policy satisfies Assumption \([3]\] thus we immediately know that Theorem \([1]\) holds. Furthermore, by assumption \([4]\] we have the optimal solution \( \bar{v}_\theta^* \) and \( \bar{\mu}_\theta^* \) falls in the linear function class with respect to the feature, thus we know the function approximation error \( \epsilon_{app} \) disappears. By Theorem \([1]\) the following inequality holds with probability at least \( 1 - \delta \)
\[
\sum_{k=1}^K \mathbb{E} \| \nabla J_\tau(\theta_k) \|_2^2 = \mathcal{O} \left( \sqrt{\frac{K}{N}} \right) + \mathcal{O} \left( K \sqrt{\log^3 \frac{2}{\delta} N M} \right) + \mathcal{O} \left( K \tau^3 \frac{C_\theta^2}{(1 - \gamma)^2} \right) \tag{137}
\]
where we have used the fact \( C_\theta = 1 \) for softmax policy, and \( \lambda = \tau^2 \). We define an event \( E_k \) as \( \| \nabla J_\tau(\theta_k) \| \leq \frac{\tau}{2 \sqrt{5} |A|} \) and its complement \( E_k^c \) as \( \| \nabla J_\tau(\theta_k) \| > \frac{\tau}{2 \sqrt{5} |A|} \). We use \( 1_{E_k} \) to indicate whether the event happens or not, i.e. \( 1_{E_k} = 1 \) if \( E_k \) happens and \( 1_{E_k} = 0 \) if \( E_k^c \) happens. Then we have for the optimality gap:
\[
\sum_{k=1}^K \mathbb{E} \left[ J^* - J(\theta_k) \right] = \sum_{k=1}^K \mathbb{E} \left[ (J^* - J(\theta_k)) 1_{E_k^c} \right] + \sum_{k=1}^K \mathbb{E} \left[ (J^* - J(\theta_k)) 1_{E_k} \right] 
\leq \frac{2 \tau}{1 - \gamma} \frac{d_\theta^*}{\rho} \| \infty \sum_{k=1}^K \mathbb{E} \left[ 1_{E_k} \right] + \sum_{k=1}^K \mathbb{E} \left[ (J^* - J(\theta_k)) 1_{E_k} \right] 
\leq \frac{2 \tau}{1 - \gamma} \frac{d_\theta^*}{\rho} \| \infty \sum_{k=1}^K \mathbb{E} \left[ 1_{E_k} \right] + \sum_{k=1}^K \mathbb{E} \left[ 1_{E_k} \right] 
\leq \frac{2 \tau}{1 - \gamma} \frac{d_\theta^*}{\rho} \| \infty K + \sum_{k=1}^K \mathbb{E} \left[ 1_{E_k} \right] \tag{138}
\]
where the first inequality follows from proposition 2, and the second inequality is due to the fact that \( \sup_\pi F(\pi) \leq \max_{s,a} r(s, a) \leq 1 \).

Now it suffices to bound \( \sum_{k=1}^K E[1_{E_k^c}] \).

\[
\sum_{k=1}^K E[\|\nabla J_\tau(\theta_k)\|^2] \geq \sum_{k=1}^K E[\|\nabla J_\tau(\theta_k)\|^2 1_{E_k^c}] \\
\geq \sum_{k=1}^K \frac{\tau^2}{4|S|^2|A|^2} E[1_{E_k^c}] 
\]

which along with (137) implies

\[
\sum_{k=1}^K E[1_{E_k}] = \mathcal{O}\left(\sqrt{\frac{K}{N}}\right) + \tilde{\mathcal{O}}\left(K\sqrt{\frac{\log \frac{3}{\delta}}{NM}}\right) + \mathcal{O}\left(K\tau \frac{C_3^2}{(1 - \gamma)^2}\right). 
\]

Substituting (140) into (138), and dividing both sides by \( K \) give that the following inequality holds with probability greater than \( 1 - \delta \) that

\[
\frac{1}{K} \sum_{k=1}^K E[J^* - J(\theta_k)] = \mathcal{O}\left(\frac{1}{\sqrt{NR}}\right) + \tilde{\mathcal{O}}\left(\sqrt{\frac{\log \frac{3}{\delta}}{NM}}\right) + \mathcal{O}(\epsilon),
\]

which completes the proof.

\( \square \)

E Additional experiment details

We first present our choice of hyperparameters in the tests. All the tests are conducted in system with a 16-core CPU, an NVIDIA Geforce RTX 2080s, a Titan V and a NVIDIA Geforce RTX 3080.

Prior to training, we collect data with behavior policies that are described in Section 5. We use a data set size of 80000 (Navigation), 100000 (cartpole) and 40000 (Frozenlake). In all tests, the critic functions \( v \) and \( \mu \) are parametrized by a 3-layer neural network with a hidden dimension of \( 64 \times 64 \) and the ReLU activation. In the cartpole and frozenlake tests, we use a 3-layer neural network with a \( 128 \times 128 \) hidden dimension; ReLU activation and a softmax output function. In the navigation test, we use a natural softmax policy parametrization. All networks are initialized randomly using the glorot uniform. To ensure the stability of our method, we clip the gradient element-wise within \( 1.0 \).

We select \( \lambda = 10^{-6} \) for all tests. In the tests of Figure 2 we select an initial step size of \( \alpha = 0.0001, 0.00007, 0.00003, \beta = 0.0001, 0.00007, 0.00005 \) for navigation, cartpole and frozenlake respectively. We set batch size as 1024 for each client and the communication interval \( I = 10 \). In the tests of Figure 3 we select an initial step size of \( \alpha = 0.0001, 0.00007, 0.00002, \beta = 0.0001, 0.00007, 0.00005 \) for navigation, cartpole and frozenlake respectively, and then scale it with \( \sqrt{N} \) for different number of clients. The batch size is 1024 (navigation, cartpole); 512 (frozenlake) for each client and communication interval \( I = 10 \). In the tests of Figure 4 we choose the same hyperparameters as that of speedup tests except for a varying communication interval.