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Abstract

We consider a reinforcement learning setting
in which the deployment environment is differ-
ent from the training environment. Applying a
robust Markov decision processes formulation,
we extend the distributionally robust Q-learning
framework studied in Liu et al. (2022). Fur-
ther, we improve the design and analysis of their
multi-level Monte Carlo estimator. Assuming ac-
cess to a simulator, we prove that the worst-case
expected sample complexity of our algorithm to
learn the optimal robust Q-function within an
ϵ error in the sup norm is upper bounded by
Õ(|S||A|(1 − γ)−5ϵ−2p−6

∧ δ−4), where γ is the
discount rate, p∧ is the non-zero minimal sup-
port probability of the transition kernels and δ
is the uncertainty size. This is the first sample
complexity result for the model-free robust RL
problem. Simulation studies further validate our
theoretical results.

1 Introduction

Reinforcement learning (RL) (Powell, 2007; Bertsekas,
2011; Szepesvári, 2010; Sutton and Barto, 2018) has wit-
nessed impressive empirical success in simulated envi-
ronments, with applications spanning domains such as
robotics (Kober et al., 2013; Gu et al., 2017), computer
vision (Sadeghi and Levine, 2016; Huang et al., 2017),
finance (Li et al., 2009; Choi et al., 2009; Deng et al.,
2017) and achieving superhuman performance in well-
known games such as Go and poker (Silver et al., 2016,
2018).

However, existing RL algorithms often make the implicit
assumption that the training environment (i.e. a simulator)
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is the same as the deploying environment, thereby render-
ing the learned policy fragile. This fragility presents a sig-
nificant impediment for carrying the remarkable success of
RL into real environments, because in practice, such dis-
crepancy between training and deploying environments is
ubiquitous. On the one hand, simulator models often can-
not capture the full complexity of the real environment, and
hence will be mis-specified. On the other hand, even if a
policy is trained directly in a real environment, the new de-
ployment environment may not be the same and hence suf-
fer from distributional shifts.

As an example of the latter, personalized promotions en-
gine (learned from existing user browsing data collected in
one region or market) may need to be deployed in a differ-
ent region when the company intends to enter a new market.
The new market may have similar but different population
characteristics. Another example occurs in robotics, where,
as articulated in Zhou et al. (2021) “a robot trained to per-
form certain maneuvers (such as walking Schulman et al.
(2013) or folding laundry (Maitin-Shepard et al., 2010))
in an environment can fail catastrophically (Drew, 2015)
in a slightly different environment, where the terrain land-
scape (in walking) is slightly altered or the laundry object
(in laundry folding) is positioned differently”.

Motivated by the necessity of policy robustness in RL ap-
plications, Zhou et al. (2021) adapted the distributionally
robust (DR) Markov decision processes (MDPs) to a tab-
ular RL setting and proposed a DR-RL paradigm. Subse-
quent works Yang et al. (2021) have improved on the sam-
ple complexity bounds, although the optimal bound is still
unknown as of this writing. However, all these works all
adopt a model-based approach which, as widely known, is
computationally intensive, requires extensive memory stor-
age, and does not generalize to function approximation set-
tings. Motivated by this concern, the very recent work Liu
et al. (2022) introduced the first distributionally robust Q-
learning for robust MDPs, thus showing that Q-learning
can indeed be made distributionally robust. However, an
important issue is that the expected number of samples
needed to run the algorithm in Liu et al. (2022) to con-
verge to a fixed error distributionally robust optimal policy
is infinite. As such, this naturally motivates the following
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question:

Can we design a distributionally robust Q-learning that
has finite sample complexity guarantee?

1.1 Our Contributions

In this paper, we extend the MLMC-based distributionally
robust Bellman estimator in Liu et al. (2022) such that the
expected sample size of constructing our estimator is of
constant order. We establish unbiasedness and moment
bounds for our estimator in Propositions 4.2 and 4.3 that
are essential to the complexity analysis. Hinging on these
properties, we prove that the expected sample complexity
of our algorithm is Õ

(
|S||A|(1− γ)−5ϵ−2p−6

∧ δ−4
)

under
rescaled-linear or constant stepsizes, where |S| and |A| are
the number of states and actions, γ ∈ (0, 1) the discount
factor, ϵ the target error in the infinity norm of the DR
Q-function, p∧ the minimal support probability, and δ the
size of the (see Theorems 4.4 and 4.5). Our result is based
on the finite sample analysis of stochastic approximations
(SA) framework recently established by Chen et al. (2020).
To our knowledge, this is the first model-free algorithm and
analysis that guarantee solving the DR-RL problem with a
finite expected sample complexity. Further, our complex-
ity is tight in |S||A| and nearly tight in the effective hori-
zon (1 − γ)−1 at the same time. Finally, we numerically
exhibit the validity of our theorem predictions and demon-
strate the improvements of our algorithm over that in Liu
et al. (2022).

1.2 Related Work

Distributionally robust optimization (DRO) is well-studied
in the supervised learning setting; see, e.g., Bertsimas and
Sim (2004); Delage and Ye (2010); Hu and Hong (2013a);
Shafieezadeh-Abadeh et al. (2015); Bayraksan and Love
(2015); Gao and Kleywegt (2016); Namkoong and Duchi
(2016); Duchi et al. (2016); Staib and Jegelka (2017);
Shapiro (2017); Lam and Zhou (2017); Volpi et al. (2018);
Lee and Raginsky (2018); Nguyen et al. (2018); Yang
(2020); Mohajerin Esfahani and Kuhn (2018); Zhao and
Jiang (2017); Abadeh et al. (2018); Zhao and Guan (2018);
Sinha et al. (2018); Gao et al. (2018); Chen et al. (2018);
Ghosh and Lam (2019); Blanchet and Murthy (2019);
Duchi and Namkoong (2018); Lam (2019); Duchi et al.
(2019); Ho-Nguyen et al. (2020). Those works focus on the
optimization formulation, algorithms, and statistical prop-
erties in settings where labeled data and a pre-specified loss
are available. In those settings, vanilla empirical risk min-
imizers are outperformed by distributionally robust solu-
tions because of either overfitting or distributional shifts.

In recent years, distributionally robust formulations also
find applications in a wide range of research areas includ-
ing dimensionality reduction under fairness Vu et al. (2022)
and model selection Cisneros-Velarde et al. (2020).

Minimax sample complexities of standard tabular RL have
been studied extensively in recent years. Azar et al.
(2013); Sidford et al. (2018); Agarwal et al. (2020); Li
et al. (2020) proposed algorithms and proved optimal upper
bounds (the matching lower bound is proved in Azar et al.
(2013)) Θ̃(|S||A|(1 − γ)−3ϵ−2) of the sample complexity
to achieve ϵ error in the model-based tabular RL setting.
The complexity of model-free Q-learning has also been
studied extensively (Even-Dar et al., 2003; Wainwright,
2019a; Li et al., 2021). It has been shown by Li et al.
(2021) to have a minimax sample complexity Θ̃(|S||A|(1−
γ)−4ϵ−2). Nevertheless, variance-reduced variants of the
Q-learning, e.g., Wainwright (2019b), achieves the afore-
mentioned model-based sample complexity lower bound
Θ̃(|S||A|(1− γ)−3ϵ−2).

Recent advances in sample complexity theory of Q-
learning and its variants are propelled by the breakthroughs
in finite time analysis of SA. Wainwright (2019a) proved
a sample path bound for the SA recursion. This enables
variance reduction techniques that help to achieve optimal
learning rate in Wainwright (2019b). In comparison, Chen
et al. (2020) established finite sample guarantees of SA
only under a second moment bound on the martingale dif-
ference noise sequence.

Our work uses the theoretical framework of the classical
minimax control and robust MDPs; see, e.g., González-
Trejo et al. (2002); Iyengar (2005); Wiesemann et al.
(2013); Xu and Mannor (2010); Shapiro (2022), where
those works establish the concept of distributional robust-
ness in MDPs and derive the distributionally robust Bell-
man equation.

Recently, learning distributionally robust policies from data
gains attention (Si et al., 2020; Zhou et al., 2021; Liu et al.,
2022; Yang et al., 2021). Among those works, Si et al.
(2020) studies the contextual bandit setting, while Zhou
et al. (2021); Panaganti and Kalathil (2021); Liu et al.
(2022); Yang et al. (2021) focus on the tabular RL regime.

2 Distributionally Robust Policy Learning
Paradigm

2.1 Standard Policy Learning

Let M0 = (S,A,R,P0,R0, γ) be an MDP, where S,
A, and R ⊊ R≥0 are finite state, action, and reward
spaces respectively. P0 = {ps,a, s ∈ S, a ∈ A} and R0 =
{νs,a, s ∈ S, a ∈ A} are the sets of the reward and transi-
tion distributions. γ ∈ (0, 1) is the discount factor. Define
rmax = max {r ∈ R} the maximum reward. We assume
that the transition is Markovian, i.e., at each state s ∈ S,
if action a ∈ A is chosen, then the subsequent state is de-
termined by the conditional distribution ps,a(·) = p(·|s, a).
The decision maker will therefore receive a randomized re-
ward r ∼ νs,a. Let Π be the history-dependent policy class
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(see Section 1 of the supplemental materials for a rigorous
construction). For π ∈ Π, the value function V π(s) is de-
fined as:

V π(s) := E

[ ∞∑
t=0

γtrt

∣∣∣∣∣s0 = s

]
.

The optimal value function V ∗(s) := maxπ∈Π V
π(s),

∀s ∈ S. It is well known that the optimal value function is
the unique solution of the following Bellman equation:

V ∗(s) = max
a∈A

{
Er∼νs,a [r] + γEs′∼ps,a [V ∗(s′)]

}
.

An important implication of the Bellman equation is that it
suffices to optimize within the stationary Markovian deter-
ministic policy class.

The optimal Q-function and its Bellman equation:

Q∗(s, a) := Er∼νs,a [r] + γEs′∼ps,a [V ∗(s′)]

= Er∼νs,a [r] + γEs′∼ps,a
[
max
b∈A

Q∗(s′, b)

]
.

The optimal policy π∗(s) = argmaxa∈AQ
∗(s, a). There-

fore, policy learning in RL environments can be achieved
if we can learn a good estimate of Q∗.

2.2 Distributionally Robust Formulation

We consider a DR-RL setting, where both transition prob-
abilities and rewards are perturbed based on the KL diver-
gence DKL(P∥Q) :=

∫
Ω
log dP

dQP (dω) when P ≪ Q (P
is absolutely continuous w.r.t. Q). For each (s, a) ∈ S×A,
we define KL uncertainty set that are centered at ps,a ∈ P0

and νs,a ∈ R0 by Ps,a(δ) := {p : DKL (p∥ps,a) ≤ δ} and
Rs,a(δ) := {ν : DKL(ν∥νs,a) ≤ δ}. The parameter δ > 0
controls the size of the uncertainty sets. These uncertainty
sets quantify the possible distributional shifts from the ref-
erence model P0,R0.

Definition 1. The DR Bellman operator Bδ for the value
function is defined as the mapping

Bδ(v)(s) :=
max
a∈A

inf
p∈Ps,a(δ),
ν∈Rs,a(δ)

{Er∼ν [r] + γEs′∼p [v(s′)]} . (1)

Define the optimal DR value function V ∗
δ as the solution of

the DR Bellman equation:

V ∗
δ = Bδ(V ∗

δ ) (2)

Remark. The definition assumes the existence and unique-
ness of a fixed point of the DR Bellman equation. This is a
consequence of Bδ being a contraction. Moreover, it turns
out that under the notion of rectangularity (Iyengar, 2005;

Wiesemann et al., 2013), this definition is equivalent to the
minimax control optimal value

V ∗
δ (s) = sup

π∈Π
inf

P∈Kπ(δ)
EP

[ ∞∑
t=0

γtrt

∣∣∣∣∣s0 = s

]

for some appropriately defined history-dependent policy
class Π and π-consistent uncertainty set of probability mea-
sures Kπ(δ) on the sample path space; cf. Iyengar (2005).
Intuitively, this is the optimal value when the controller
chooses a policy π, an adversary observes this policy and
chooses a possibly history-dependent sequence of reward
and transition measure within some uncertainty set indexed
by a parameter δ that is consistent with this policy. There-
fore, we can interpret δ > 0 as the power of this adver-
sary. The equivalence of minimax control optimal value
and Definition 1 suggests the optimality of stationary de-
terministic Markov control policy and, under such policy,
stationary Markovian adversarial distribution choice. We
will rigorously discuss this equivalence in Section 1 of the
supplemental materials.

2.3 Strong Duality

The r.h.s. of (1) could be hard to work with because the
measure underlying the expectations are not directly acces-
sible. To resolve this, we use strong duality:

Lemma 2.1 (Hu and Hong (2013a), Theorem 1). Suppose
H(X) has finite moment generating function in the neigh-
borhood of zero. Then for any δ > 0,

sup
P :DKL(P∥P0)≤δ

EP [H(X)] =

inf
α≥0

{
α logEP0

[
eH(X)/α

]
+ αδ

}
.

Boundedness of Q allow us to directly apply Lemma 2.1 to
the r.h.s. of (2). The DR value function V ∗

δ in fact satisfies
the following dual form of the DR Bellman’s equation.

V ∗
δ (s) =

max
a∈A

{
sup
α≥0

{
−α logEr∼νs,a

[
e−r/α

]
− αδ

}
+

γ sup
β≥0

{
−β logEs′∼ps,a

[
e−V

∗
δ (s′)/β

]
− βδ

}}
.

(3)

2.4 Distributionally Robust Q-function and its
Bellman Equation

As in the classical policy learning paradigm, we make
use of the optimal DR state-action value function, a.k.a.
Q-function, for solving the DR control problem. The
Q-function maps (s, a) pairs to the reals, thence can be
identified with Q ∈ RS×A. We will henceforth assume
this identification. Let us define the notation v(Q)(s) =
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maxb∈AQ(s, b). We proceed to rigorously define the opti-
mal Q-function and its Bellman equation.
Definition 2. The optimal DR Q-function is defined as

Q∗
δ(s, a) := inf

p∈Ps,a(δ),
ν∈Rs,a(δ)

{Er∼ν [r] + γEs′∼p [V ∗
δ (s

′)]} (4)

where V ∗
δ is the DR optimal value function in Definition 1.

By analogy with the Bellman operator, we can define the
DR Bellman operator for the Q-function as follows:
Definition 3. Given δ > 0 and Q ∈ RS×A, the primal
form of the DR Bellman operator Tδ : RS×A → RS×A is
defined as

Tδ(Q)(s, a) :=

inf
p∈Ps,a(δ),
ν∈Rs,a(δ)

{Er∼ν [r] + γEs′∼p [v(Q)(s′)]} (5)

The dual form of the DR Bellman operator is defined as

Tδ(Q)(s, a) :=

sup
α≥0

{
−α logEr∼νs,a

[
e−r/α

]
− αδ

}
+

γ sup
β≥0

{
−β logEs′∼ps,a

[
e−v(Q)(s′)/β

]
− βδ

}
.

(6)

The equivalence of the primal and dual form follows from
Lemma 2.1. Note that by definition (4) and the Bellman
equation (2), we have v(Q∗

δ) = V ∗
δ . So, our definition im-

plies thatQ∗
δ is a fixed point of Tδ and the Bellman equation

Q∗
δ = Tδ(Q∗

δ).

The optimal DR policy can be extracted from the optimal
Q-function by π∗

δ (s) = argmaxa∈AQ
∗
δ(s, a). Hence the

goal the DR-RL paradigm is to learn the δ-DR Q-function
and extract the corresponding robust policy.

3 Q-Learning in Distributionally Robust RL

3.1 A Review of Synchronized Q-Learning and
Stochastic Approximations

The synchronized Q-learning estimates the optimal Q-
function using point samples. The classical synchronous
Q-learning proceeds as follows. At iteration k ∈ Z≥0

and each (s, a) ∈ S × A, we draw samples r ∼ νs,a and
s′ ∼ ps,a. Then perform the Q-learning update

Qk+1(s, a) =

(1− αk)Qk(s, a) + αk(r + γv(Qk)(s
′))

(7)

for some chosen step-size sequence {αk}.

Stochastic approximations (SA) for the fixed point of a con-
traction operator H refers to the class of algorithms using
the update

Xk+1 = (1− αk)Xk + αkH(Xk) +Wk. (8)

{Wk} is a sequence satisfying E[Wk|Fk−1] = 0, thence is
known as the martingale difference noise. The asymptotics
of the above recursion are well understood, cf. Kushner
and Yin (2013); while finite time behavior is discussed in
the literature review. The recursion representation of the
Q-learning (7) fits into the SA framework: Note that r +
γv(Q)(s′) is an unbiased estimator of T (Q) where T is the
Bellman operator for the Q-function. This representation
motivates the DR Q-learning.

3.2 Distributionally Robust Q-learning

A foundation to the possibility of employing a Q-learning
is the following result.

Proposition 3.1. The DR Bellman operator Tδ is a γ-
contraction on the Banach space (RS×A, ∥ · ∥∞).

Given a simulator, a natural estimator for Tδ(Q) is the em-
pirical dual Bellman operator: replace the population tran-
sition and reward measures in (6) with the empirical ver-
sion. However, the nonlinearity in the underlying mea-
sure, which can be seen from the dual functional, makes
this estimator biased in general. Instead, Liu et al. (2022)
propose an alternative by employing the idea in Blanchet
et al. (2019); i.e., producing unbiased estimate of nonlin-
ear functional of a probability measure using multi-level
randomization. Yet, the number of samples requested in
every iteration in Liu et al. (2022) is infinite in expectation.
We improve this by extending the construction to a regime
where the expected number of samples used is constant.

Before moving forward, we introduce the following nota-
tion. Denote the empirical distribution on n samples with
νs,a,n and ps,a,n respectively; i.e. for f : U → R, where U
could be the S or R,

Eu∼µs,a,n
f(u) =

1

n

n∑
j=1

f(ui)

for µ = ν, p and ui = ri, s
′
i. Moreover, we use µOs,a,n and

µEs,a,n to denote the empirical distribution formed by the
odd and even samples in µs,a,2n. With this notation, we
defined our estimator:

Definition 4. For given g ∈ (0, 1) and Q ∈ RS×A, define
the MLMC-DR estimator:

T̂δ,g(Q)(s, a) := R̂δ(s, a) + γV̂δ(Q)(s, a). (9)

For R̂δ(s, a) and V̂δ(s, a), we sample N1, N2 from a ge-
ometric distribution Geo(g) independently, i.e., P(Nj =
n) = pn := g(1− g)n, n ∈ Z≥0, j = 1, 2. Then, we draw
2N1+1 samples ri ∼ νs,a and 2N2+1 samples s′i ∼ ps,a.
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Finally, we compute

R̂δ(s, a) := r1 +
∆R
N1,δ

pN1

, . (10)

V̂δ(Q)(s, a) := v(Q)(s′1) +
∆P
N2,δ

(Q)

pN2

. (11)

where

∆R
n,δ :=

sup
α≥0

{
−α logEr∼νs,a,2n+1

[
e−r/α

]
− αδ

}
−

1

2
sup
α≥0

{
−α logEr∼νE

s,a,2n

[
e−r/α

]
− αδ

}
−

1

2
sup
α≥0

{
−α logEr∼νO

s,a,2n

[
e−r/α

]
− αδ

}
(12)

and

∆P
n,δ(Q) :=

sup
β≥0

{
−β logEs′∼ps,a,2n+1

[
e−v(Q)(s′)/β

]
− βδ

}
−

1

2
sup
β≥0

{
−β logEs′∼pE

s,a,2n

[
e−v(Q)(s′)/β

]
− βδ

}
−

1

2
sup
β≥0

{
−β logEs′∼pO

s,a,2n

[
e−v(Q)(s′)/β

]
− βδ

}
.

(13)

Let
{
T̂δ,g,k; k ∈ Z≥0

}
be i.i.d. copies of T̂δ,g. We con-

struct our DR Q-Learning algorithm in Algorithm 1.

Algorithm 1 Multi-level Monte Carlo Distributionally Ro-
bust Q-Learning (MLMCDR Q-learning)

Input: Uncertainty radius δ > 0, parameter g ∈ (0, 1),
step-size sequence {αk : k ∈ Z≥0}, termination time T
(could be random).
Initialization: Q̂δ,0 ≡ 0, k = 0.
repeat

for every (s, a) ∈ S ×A do
Sample independent N1, N2 ∼ Geo(g).
Independently draw 2N1+1 samples ri ∼ νs,a and
2N2+1 samples s′i ∼ ps,a.
Compute R̂δ(s, a) and V̂δ(Q̂δ,k)(s, a) using Equa-
tion (10)-(13).

end for
Compute T̂δ,g,k+1(Q̂δ,k) = R̂δ + γV̂δ(Q̂δ,k).
Perform synchronous Q-learning update:

Q̂δ,k+1 = (1− αt)Q̂δ,k + αkT̂δ,g,k+1(Q̂δ,k).

k ← k + 1.
until k = T

Remark. The specific algorithm used in Liu et al. (2022)
only has asymptotic guarantees and requires an infinite

number of samples to converge, whereas we propose a vari-
ant that yields finite-sample guarantees. More specifically,
in the algorithm, we choose g ∈ (1/2, 3/4), while they
choose g ∈ (0, 1/2). This has important consequences:
each iteration of Liu et al. (2022)’s algorithm requires an
infinite number of samples in expectation, while in our al-
gorithm, the expected number of samples used until itera-
tion k is n(g)|S||A|k, where n(g) doesn’t depend on γ and
the MDP instance.

4 Algorithm Complexity

All proofs to the results in this section are relegated to Sec-
tions 2 - 6 in the supplementary materials.

Let (Ω,F , {Fk}k∈Z≥0
,P) be the underlying filtered prob-

ability space, where Fk−1 is the σ-algebra generated by
the random variates used before iteration k. We motivate
our analysis by making the following observations. If we
define the noise sequence

Wk+1(Q̂δ,k) := T̂δ,g,k+1(Q̂δ,k)− Tδ(Q̂δ,k),

then the update rule of Algorithm 1 can be written as

Q̂δ,k+1 = (1− αk)Q̂δ,k + αk

(
Tδ(Q̂δ,k) +Wk+1(Q̂δ,k)

)
.

(14)
By construction, we expect that under some condition,
T̂δ,g,k+1(Q) is an unbiased estimate of Tδ(Q). Hence
E[Wk+1(Q̂δ,k)|Fk] = 0. Therefore, Algorithm 1 has
update of the form (8), and hence can be analysed as a
stochastic approximation.

We proceed to rigorously establish this. First we introduce
the following complexity metric parameter:
Definition 5. Define the minimal support probability as

p∧ := inf
s,a∈S×A

[
inf

r∈R:νs,a(r)>0
νs,a(r) ∧ inf

s′∈S:ps,a(s′)>0
ps,a(s

′)

]
.

The intuition of why the complexity of the MDP should de-
pend on this minimal support probability is that in order to
estimate the DR Bellman operator accurately, in worst case
one must know the entire support of transition and reward
distributions. Therefore, at least 1/p∧ samples are neces-
sary. See Si et al. (2020) for a detailed discussion.
Assumption 1. Assume the following holds:

1. The uncertainty set size δ satisfies 1
2p∧ ≥ 1− e−δ.

2. The geometric probability parameter g ∈ (0, 3/4).

Remark. The first entry is a technical assumption that en-
sures the differentiability of the dual form of the robust
functional. We use this specific form just for cleanness of
presentation. Moreover, we conjecture that such restriction
is not necessary to get the same complexity bounds. See
the supplement Subsection 6.1 for a detailed discussion.
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With Assumption 1 in place, we are ready to state our key
tools and results. The following propositions underly our
iteration and expected sample complexity analysis:

Proposition 4.1. Let Q∗
δ be the unique fixed point of the

DR Bellman operator Tδ . Then ∥Q∗
δ∥∞ ≤ rmax(1− γ)−1.

Proposition 4.2. Suppose Assumption 1 is in force. For
fixed Q : S × A → R, T̂δ(Q) is an unbiased estimate of
Tδ,g(Q); i.e. EW (Q) = 0.

Proposition 4.2 guarantees the validity of our construction
of the unbiased MLMC-DR Bellman estimator. As ex-
plained before, this enables us to establish Algorithm 1 as
SA to the fixed point of Tδ .

For simplicity, define the log-order term

l̃ =(3 + log(|S||A||R|) ∨ log(|S|2|A|))2

× log(11/p∧)
2 4(1− g)
g(3− 4g)

.
(15)

Proposition 4.3. Suppose Assumption 1 is in force. For
fixed Q, there exists constant c > 0 s.t.

E∥W (Q)∥2∞ ≤
cl̃

δ4p6∧

(
r2max + γ2∥Q∥2∞

)
.

Proposition 4.3 bounds the infinity norm squared of the
martingale difference noise. It is central to our complex-
ity results in Theorems 4.4 and 4.5.

Theorem 4.4. Suppose Assumption 1 is in force. Running
Algorithm 1 until iteration k and obtain estimator Q̂δ,k, the
following holds:

Constant stepsize: there exists c, c′ > 0 s.t. if we choose
the stepsize sequence

αk ≡ α ≤
(1− γ)2δ4p6∧
c′γ2 l̃ log(|S||A|)

,

then we have

E∥Q̂δ,k −Q∗
δ∥2∞ ≤

3r2max

2(1− γ)2

(
1− (1− γ)α

2

)k
+
cαr2max log(|S||A|)l̃
δ4p6∧(1− γ)4

.

Rescaled linear stepsize: there exists c, c′ > 0 s.t. if we
choose the stepsize sequence

αk =
4

(1− γ)(k +K)
,

where

K =
c′ l̃ log(|S||A|)
δ4p6∧(1− γ)3

,

then we have

E∥Q̂δ,k −Q∗
δ∥2∞ ≤

cr2max l̃ log(|S||A|) log(k +K)

δ4p6∧(1− γ)5(k +K)
.

We define the iteration complexity as

k∗(ϵ) := inf{k ≥ 1 : E ∥Qk −Q∗
δ∥

2
∞ ≤ ϵ

2}.

The proof of Theorem 4.4 is based on the recent advances
of finite-time analysis of stochastic approximation algo-
rithms (Chen et al., 2020). Theorem 4.4 bounds the algo-
rithmic error by the current iteration completed. This im-
plies an iteration complexity bound, which we will make
clear afterwards.

We consider the expected number of samples we requested
from the generator to compute the MLMC-DR estimator
for one (s, a)-pair. It depends on the geometric parameter
g. Denote this by n(g), then

n(g) = E
[
2N1+1 + 2N2+1

]
=

4g

2g − 1
.

We define the expected sample complexity n∗(ϵ) as the to-
tal expected number of samples used until k∗(ϵ) iterations:
n∗(ϵ) := |S||A|n(g)k∗(ϵ). Note that when g > 1/2, n(g)
is finite. This finiteness and Theorem 4.4 would imply a
finite expected sample complexity bound.

Assumption 2. In addition to Assumption 1, assume g ∈
(1/2, 3/4).

Theorem 4.5. Suppose Assumptions 1 and 2 are enforced.
The expected sample complexity of Algorithm 1 for both
stepsizes specified in Theorem 4.4 satisfies

n∗(ϵ) ≲
r2max|S||A|

δ4p6∧(1− γ)5ϵ2
.

Remark. Theorem 4.5 follows directly from Theorem 4.4
by choosing the stepsize in the constant stepsize case

α ≃ (1− γ)4δ4p6∧
γ2 l̃ log(|S||A|)

,

where ≃ and ≲ mean equal and less or equal up to a log
factor and universal constants. The choice of the stepsizes,
however, is dependent on p∧, which is typically unknown
a priori. As discussed before, this dependent on p∧ is an
intrinsic source of complexity of the DR-RL problem. So,
one direction for future works is to come up with efficient
procedure to consistently estimate p∧. Also, our bound has
a δ−4 dependence. However, we believe that it should be
O(1) as δ ↓ 0. Because the algorithmic behavior will con-
verge to that of the classical Q-learning

The sample complexity bound in Theorem 4.5 is not uni-
form in g ∈ (1/2, 3/4) as we think of g being a design pa-
rameter, not an inherit model parameter. The sample com-
plexity dependence on g is n(g)4(1−g)

g(3−4g) , minimized at g ≈
0.64645. For convenience, we will use g = 5/8 = 0.625.
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5 Numerical Experiments

In this section, we empirically validate our theories using
two numerical experiments. Section 5.1 dedicates to hard
MDP instances, which are constructed in Li et al. (2021) to
prove the lower bound of the standard Q-learning. In Sec-
tion 5.2, we use the same inventory control problems as the
one used in Liu et al. (2022) to demonstrate the superiority
of our algorithms to theirs. More details on the experiment
setup are in Section 7 of the supplemental materials.

5.1 Hard MDPs for Q-learning

Figure 1: Hard MDP instances transition diagram.

First, we will test the convergence of our algorithm on the
MDP in Figure 1. It has 4 states and 2 actions, the transition
probabilities given action 1 and 2 are labeled on the arrows
between states. Constructed in Li et al. (2021), it is shown
that when p = (4γ − 1)/(3γ) the standard non-robust Q-
learning will have sample complexity Θ̃((1 − γ)−4ϵ−2).
We will use δ = 0.1 in the proceeding experimentation.

Figures 2a and 2b show convergence properties of our al-
gorithm with the rescaled-linear and constant step-size, re-
spectively. Figure 2a is a log-log scale plot of the aver-
age (across 200 trajectories) error ∥Qδ,k −Q∗

δ∥∞ achieved
at a given iteration k under rescaled-linear step-size αk =
1/(1 + (1 − γ)k). We see that the algorithm is indeed
converging. Moreover, Theorem 4.4 predicts that the slope
of each line should be close to −1/2, which corresponds
to the canonical asymptotic convergence rate n−1/2 of the
stochastic approximations under the Robbins–Monro step-
size regime. This is confirmed in Figure 2a. The algorithm
generates Figure 2b uses constant step-size αk ≡ 0.008.
In Figure 2b, the horizontal axis is in linear scale. So, we
observe that for all three choices of γ, the averaged errors
first decay geometrically and then stay constant as the num-
ber of iterations increases. This is also consistent with the
prediction of Theorem 4.4.

Next, we would like to visualize the γ-dependence of our
algorithm with the rescaled-linear step-size on this hard
MDP. Note that if we construct a sequence of hard MDPs
with different (γ,Q∗

δ(γ), Q
∗(γ), then for fixed iteration

k, Theorem 4.4 (ignoring p∧ as a function of γ) implies
that logE∥Qδ,k(γ)−Q∗

δ(γ)∥∞ ≲ − 5
2 log(1− γ). On the

other hand the standard Q-learning, from Li et al. (2021),

(a) log-log average error with rescaled-linear stepsize.

(b) log average error with constant stepsize.

Figure 2: Convergence of Algorithm 1 on MDP 1

log ∥Qk(γ) − Q∗(γ)∥∞ ≍ −2 log(1 − γ); corresponding
to a (1− γ)−4 dependence.

Figure 3 plots the average error of the sequence of MLM-
CDR Q-learning at iteration k = 500, 1000, 1500 against
log(1 − γ), and performs a linear regression to extract the
slope. We see that for all k, the slope is very close to −2,
suggesting a (1− γ)−4 dependence. Given that our analy-
sis is based on the finite analysis of SA algorithms in Chen
et al. (2020), which, if applied to the classical Q-learning,
will also yield a (1−γ)−5 dependence, we think the actual
worst case sample complexity is (1 − γ)−4. However, the
validity is less clear: the classical non-robust Q-learning
employs the empirical bellman operator based on one sam-
ple each iteration, which is bounded; on the other hand, our
estimator uses a random number of samples per iteration,
which is only finite w.p.1. This distinction is not visible
through the framework of Chen et al. (2020) and may re-
sult in a rate degradation.

As we point out eariler, we believe that the complexity de-
pendence on δ should be O(1) as δ ↓ 0. We also included
some experimentation to confirm this in the appendix.
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Figure 3: log averaged error against log(1− γ), the slopes
of the regression line for iteration k = 500, 1000, 1500 are
−2.031,−2.007,−2.021.

5.2 Lost-sale Inventory Control

In this section, we apply Algorithm 1 to the lost-sale inven-
tory control problem with i.i.d. demand, which is also used
in Liu et al. (2022).

In this model, we consider state and action spaces S =
{0, 1, . . . , ns}, A = {0, 1, . . . , na}, na ≤ ns; the state-
action pairs {(s, a) ∈ S ×A : s+ a ≤ ns}. The demand
has support D = {0, 1, . . . , nd}. We assume that at the
beginning of the day t, we observe the inventory level st
and place an order of at items which will arrive instantly.
The cost incurred on day t is

Ct =k · 1 {At > 0}+ h · (St +At −Dt)+

+ p · (St +At −Dt)−

where k is the ordering cost, h is the holding cost per unit of
inventory, and p is the lost-sale price per unit of inventory.

For this numerical experiment, we use δ = 0.5, γ = 0.7,
ns = na = nd = 7, k = 3, h = 1, p = 2. Under the data-
collection environment, we assume Dt = Unif(D) and is
i.i.d. across time,

Figure 4a and 4b compares the sample complexity of our
algorithm to the one proposed in Liu et al. (2022) (g ∈
(1/2, 3/4) verses. g ∈ (0, 1/2)). We run 300 indepen-
dent trajectories and record the errors and number of sam-
ples used at iteration 1000 : 5000. We clearly observe that
our algorithm (black line) outperforms the one in Liu et al.
(2022) (red line).

Specifically, Figure 4a, the log-log plot, shows a black line
(our algorithm) of slope close to −1/2. This is consistent
with our theory and also Figure 2a. The red line (the algo-
rithm in Liu et al. (2022)) seems to be affine as well with
a similar slope. However, there are visible jumps (horizon-
tal segments) along the line. This is due to the MLMC-DR
Bellman estimators having infinite mean when g < 1/2.
Furthermore, the overall performance of our algorithm is

(a) log-log plot of the average error v. the average number of
samples at a particular iteration.

(b) (Smoothed) algorithm error v. number of samples.

Figure 4: Algorithm comparison: inventory model.

significantly better. Figure 4b is a (smoothed) scatter plot
of the (lg-error, number of sample used) pairs. We can
clearly see that not only our algorithm (black line) has bet-
ter sample complexity performance at every error value, but
also the black line has significantly less variation compare
to the red line (the algorithm in Liu et al. (2022)). Again,
this is due to our MLMC estimator having a constant or-
der expected sample size in contrast to the infinite expected
sample size of the MLMC estimator in Liu et al. (2022)
with the parameter g < 1/2.

6 Conclusion

We establish the first model-free finite sample com-
plexity bound for the DR-RL problem: Õ(|S||A|(1 −
γ)−5ϵ−2δ−4p−6

∧ ). Though optimal in |S||A|, we believe
that the dependence on other parameters are sub-optimal
for Algorithm 1 and need research efforts for further im-
provements. Also, a minimax complexity lower bound of
our algorithm will facilitate a better understanding of its
performance. We leave these for future works.
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Appendices
A Robust Markov Decision Processes and Reinforcement Learning

In this section, we rigorously introduce the robust Markov Decision Process formulation and its dynamic programming
representation a.k.a. the Bellman equation. Our presentation here is a brief review of the constructions and results in
Iyengar (2005).

We specialize to the infinite horizon, finite state-action-reward MDP setting. In particular recall that M0 =
(S,A,R,P0,R0, γ), where S, A, and R ⊊ R≥0 are finite state, action, and reward spaces respectively. P0 =
{ps,a : s ∈ S, a ∈ A}, R0 = {νs,a : s ∈ S, a ∈ A} are the sets of the reward and transition distributions. We consider
the KL uncertainty sets Rs,a(δ) = {ν : DKL(ν||νs,a) ≤ δ} and Ps,a(δ) = {p : DKL(p||ps,a) ≤ δ}. Note that the robust
MDP literature refers to the set Ps,a(δ) as ambiguity set so as to distinguish it from randomness (uncertainty). Here, we
will follow the convention in DRO literature and use the name uncertainty set. Before moving forward, we define some
notations. For discrete set Y , let P(Y ) denote the set of probability measures on (Y, 2Y ). Given a probability measure
p ∈ P(Y ) and a function f on (Y, 2Y ), let p[f ] denote the integral, i.e. p[f ] =

∑
y∈Y pyfy .

We will employ a canonical construction using the product space Ω = (S × A × R)Z≥0 and F the σ-field of cylinder
sets as the underlying measurable space. At time t the controller at state st using action at collects a randomized reward
rt ∼ νs,a.

Define the history of the controlled Markov chain as the sequence ht = (s0, a0, s1, a1, . . . , st) and the collection
ht ∈ Ht = (S × A)t × S. A history-dependent randomized decision rule at time t is a conditional measure
dt : Ht → P(A). A decision rule dt is Markovian if for any ht, h′t ∈ Ht s.t. ht = (s0, a0, . . . , st−1, at−1, st) and
ht = (s′0, a

′
0, . . . , s

′
t−1, a

′
t−1, st), we have dt(ht)[·] = dt(h

′
t)[·]. A decision rule is deterministic dt(ht)[1a] = 1 for some

a ∈ A, where 1a is the indicator of {a}, seen as a vector of all 0 but 1 at a. The set of transition probabilities consistent
with a history dependent decision rule within the uncertainty sets is defined as

Kdt = {p : Ht → P(A×R× S) : ∀ht ∈ Ht, s ∈ S, a ∈ A,
p(ht)[1(a,r,s′)] = dt(ht)[1a]νst,a[1r]pst,a[1s′ ] for some νst,a ∈ Rst,a(δ), pst,a ∈ Pst,a(δ)}.

Note that this is equivalent to say that Rδ = {νs,a : (s, a) ∈ S ×A} is chosen from the product uncertainty set∏
s,aRs,a(δ); same for p. This is known as s, a-rectangularity; c.f. Wiesemann et al. (2013). Intuitively, Kdt is the

set of history dependent measures generating a current action at from dt(ht), and, condition on st, at, independently
generate rt and st+1 from some ν ∈ Rst,a(δ) and p ∈ Pst,a(δ).

A history dependent policy π is a sequence of decision rules π = (dt, t ∈ Z≥0). We will denote the history-dependent
policy class as Π = {π : (dt, t ∈ Z≥0)}. Given a policy π we naturally obtain a family of probability measures on (Ω,F);
i.e. for initial distribution µ ∈ P(S)

Kπµ =

Pµ :
P ({(s0, a0, r0, s1, a1, r1, . . . , rT−1, sT )}) = µ(s0)

T−1∏
t=0

pk(ht)[1(at,rt,st+1)]

∀T ∈ Z≥0, si ∈ S, ai ∈ A, ri ∈ R, for some
{
pt ∈ Kdt , t ≤ T − 1

}


where the probabilities of a sample path until time T define the finite dimensional distributions, thence uniquely extend
to probability measures on (Ω,F) by the Kolmogorov extension theorem. Formally, we can write Kπ =

∏
t≥0Kdt .

Sometimes, we want to fix the initial state-action (s0 = s, a0 = a). This can be done if we let µ = δs and restrict π s.t.
d0(h0)[1a]. In order to develop a dynamic programming theory, we assume that the sample path uncertainty set is the full
Kπµ. This is the notion of rectangularity in Iyengar (2005).

With these constructions, we can rigorously define the pessimistic value function Uπδ : S → R+

Uπδ (s) := inf
P∈Kπ

δs

EP

[ ∞∑
t=0

γtrt

]
and the optimal pessimistic value function as the following minimax value

U∗
δ (s) := sup

π∈Π
Uπδ (s) = sup

π∈Π
inf

P∈Kπ
δs

EP

[ ∞∑
t=0

γtrt

]
.
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As mentioned before, the rectangularity assumptions allow us to develop a dynamic programming principle, a.k.a. Bellman
equation, for the optimal pessimistic value. Before that, we first define and point out some important distinctions to
some policy classes. Recall Π is the general history dependent policy class. The Markovian deterministic policy class is
ΠMD = {π : dt ∈ DMD} where DMD is the set of Markovian and deterministic decision rule. The stationary Markovian
deterministic policy class ΠSMD = ΠMD ∩ {π : dt = d,∀t}. Next, we define the DR Bellman operator for the state value
function:

Bδ(v)(s) = sup
d0∈DMD

inf
p∈Kd0

δs

Ea,r,s′∼p [r + γv(s′)]

= sup
a∈A

inf
ν∈Rs,a(δ),p∈Ps,a(δ)

Er∼ν,s′∼p[r + γv(s′)]

The second equality follows from noting that the first supremum is achieved by the greedy decision rule. This is our
Definition 1; we also recall V ∗

δ . Now, we state the dynamic programming principles for the robust MDP:
Theorem A.1 (Theorem 3.1, 3.2 of Iyengar (2005)). The following statements hold:

1. U∗
δ (s) = supπ∈ΠSMD

Uπδ (s) for all s ∈ S.

2. Bδ is a contraction on (R|S|, ∥ · ∥∞), hence V ∗
δ is the unique solution to v = Bδ(v).

3. U∗
δ (s) = V ∗

δ (s).

Remark. Our construction allows a randomization of the reward in comparison to Iyengar (2005) and its results easily
generalizes. The first entry is a consequence of S, A being finite (so that |ΠSMD| < |S||A|) and Iyengar (2005)’s Corollary
3.1: for any ϵ > 0, ∃πϵ ∈ ΠSMD s.t. ∀s ∈ S, U∗

δ (s) ≤ U
πϵ

δ (s) + ϵ.

This establishes the validity of our approach to the robust control problem by staring from the DR Bellman equation. Of
course, the DR Q-function, thence the entire DR-RL paradigm, can be interpreted analogous to the classical tabular RL
problem.

B Notation and Formulation Remarks

Let (Ω,F , {Fk} , P ) be a filtered probability space from which we can draw samples, where Fk is the smallest σ-algebra
generated by the samples used until iteration k of the algorithm.

Before presenting our proof, we introduce the following notations. For finite discrete measureable space (Y, 2Y ), fixed
u ∈ m2Y , and signed measure m ∈M±(Y, 2

Y ), let m[u] denote the integral. Let w = w(α) = e−u/α and

f(µ, u, α) = −α logµ[e−u/α]− αδ. (16)

We clarify that f(µ, u, 0) = limα↓0 f(µ, u, α) = ess infµ u. Sometimes, we only need to consider the perturbation analysis
on the line of center measures

{
tµO2n + (1− t)µE2n : t ∈ [0, 1]

}
. So, it is convenient to define

µs,a,n(t) = tµOs,a,2n + (1− t)µEs,a,2n
ms,a,n = µOs,a,2n − µEs,a,2n

gs,a,n(t, α) = f(µs,a,2n(t), u, α).

(17)

Note that we will not explicitly indicate the dependence of u for the function g. We will also drop the dependence on (s, a)
when clear.

Recall that the MLMC DR Bellman operator estimator has the form

T̂δ(Q)(s, a) = R̂δ(s, a) + γV̂δ(Q)(s, a)

We want to pursue a unified analysis of R̂δ and V̂δ(Q). Define the ∆ operator

∆(µEs,a,2n , µ
O
s,a,2n , u) = sup

α≥0
f(µs,a,2n+1 , u, α)− 1

2
sup
α≥0

f(µEs,a,2n , u, α)−
1

2
sup
α≥0

f(µOs,a,2n , u, α)

=
1

2

[
sup
α≥0

gs,a,n(1/2, α)− sup
α≥0

gs,a,n(0, α)

]
+

1

2

[
sup
α≥0

gs,a,n(1/2, α)− sup
α≥0

gs,a,n(1, α)

]
.
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Sometimes, we will drop the dependence on µs,a,2n+1 and u in the following proof. Recall that Q : S ×
A → R, we define v(Q) : S → R by v(Q)(s) = maxa∈AQ(s, a). Let N1, N2 ∼ pn = g(1 − g)n and{
Rs,a,i, Ss,a,j , i = 0 . . . 2N1+1, j = 0 . . . 2N2+1

}
generated from the reward and transition probabilities; let µR

s,a,2N1+1

and µV
s,a,2N2+1 be the empirical measures form by the samples

{
Rs,a,i, i = 1 . . . 2N1+1

}
and

{
Ss,a,i, i = 1 . . . 2N2+1

}
respectively, then under our new notation

R̂δ(s, a) = Rs,a,0 +
∆(µR,E

s,a,2N1
, µR,O
s,a,2N1

, id)

pN1

V̂δ(Q)(s, a) = v(Q)(Ss,a,0) +
∆(µV,E

s,a,2N2
, µV,O
s,a,2N2

, v(Q))

pN2

where id : R → R is the identity function. Note that µR is supported on a finite subset of R, but µV is supported on S.
This construction suggests that one can employ almost identical analysis on R̂δ and V̂δ(Q). For notation simplicity, we
will write ∆R

s,a,n, ∆V
s,a,n, or the generic ∆s,a,n when the dependent empirical measures µEs,a,2n , µ

O
s,a,2n and function u are

contextually clear.

Finally, we note that in this notation the minimal support probability definition 5 becomes

p∧ = inf
s,a∈S×A

min

{
inf
r∈R

µRs,a(r), inf
s′∈S

µVs,a(s
′)

}
.

C Proof of Theorem 4.4

In this section to Theorem 4.4 assuming the propositions we state ealier.

Proof. We will denote Ek[·] = E[·|Fk]. Proposition 4.2 and 4.3 implies that EkWk+1(Qk) = 0 and

Ek∥Wk+1(Qk)∥2∞ ≤
cl̃

δ4p6∧

(
r2max + γ2∥Qk∥2∞

)
.

Apply Corollary 2.1.1. in Chen et al. (2020) under the condition of Corollary 2.1.3, we have that there exists constant
c, c′, c′′, c′′′ > 0 s.t. when

αk ≡ α ≤
(1− γ)2δ4p6∧
c′γ2 l̃ log(|S||A|)

,

we have

E∥Qk −Q∗∥2∞ ≤
3

2
∥Q0 −Q∗∥2∞

(
1− 1

2
(1− γ)α

)k
+
c′′α log(|S||A|)cl̃(r2max + 2γ2∥Q∗∥2∞)

δ4p6∧(1− γ)2

≤ 3r2max

2(1− γ)2

(
1− 1

2
(1− γ)α

)k
+
c′′′αr2max log(|S||A|)l̃

δ4p6∧(1− γ)4
.

where the last inequality follows from Proposition 4.1. Also there exists some other constant c, c′, c′′, c′′′ > 0 s.t. when

αk =
4

(1− γ)(k +K)
,

K =
c′ l̃ log(|S||A|)
δ4p6∧(1− γ)3

,

we have

E∥Qk −Q∗∥2∞ ≤
3

2
∥Q0 −Q∗∥2∞

K

k +K
+
c′′ log(|S||A|)l̃(r2max + 2γ2∥Q∗∥2∞)

δ4p6∧(1− γ)3
log(k +K)

k +K

≤ c′′′r2max l̃ log(|S||A|) log(k +K)

δ4p6∧(1− γ)5(k +K)
.

Renaming the constants gives the theorem.
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D Analysis of the ∆ Operator

In this section, our analysis uses the compact notation defined in Section 2.

Before proving the propositions, we present some key identities of the operator ∆s,a,n. For each (s, a) ∈ S × A,
µEs,a,2n , µ

O
s,a,2n , µs,a,2n+1 are sampled from µs,a the population measure (on finite discrete measureable space (Y, 2Y ))

and independent across (s, a). Define for p > 0

Ωs,a,n(p) =

{
ω : sup

y∈Y
|µOs,a,2n(ω)(y)− µs,a(y)| ≤ p, sup

y∈Y
|µEs,a,2n(ω)(y)− µs,a(y)| ≤ p

}
We will choose p = 1

4p∧ where
p∧ ≤ inf

(s,a)∈S×A
y:µs,a(y)>0

µs,a(y)

Note that on Ωs,a,n(p), for any (s, a)

µs,a ∼ µs,a,2n+1 ∼ µEs,a,2n ∼ µOs,a,2n . (18)

Moreover, we have for all t ∈ [0, 1] that could depend on ω,

sup
y∈Y
|tµEs,a,2n + (1− t)µOs,a,2n − µ| ≤ t sup

y∈Y
|µEs,a,2n − µ|+ (1− t) sup

y∈Y
|µOs,a,2n − µ|

≤ p.
(19)

In this section, we want to bound

E sup
(s,a)∈S×A

∆2
s,a,n = E sup

(s,a)∈S×A
∆2
s,a,n1Ωs,a,n(p) + E sup

(s,a)∈S×A
∆2
s,a,n1Ωs,a,n(p)c

=: E1 + E2.
(20)

To bound two terms in equation (20), we introduce the following key results:

Lemma D.1. There exists t ∈ (0, 1) s.t.

∆2
s,a,n1Ωs,a,n(p) ≤

1025 log(11/p∧)
2∥u∥2L∞(µs,a)

δ4p2∧

∥∥∥∥ dms,a,n

dµs,a,n(t)

∥∥∥∥4
L∞(µ)

1Ωs,a,n(p).

Lemma D.2. Let {Yi, i = 1 . . . n} be σ2 sub-Gaussian, not necessarily independent, then

EZ := E
[
max
i=1...n

Y 4
i

]
≤ 16σ4 (3 + log n)

2
.

Lemma D.3. For any ν ≪ µ, we have

−∥u∥L∞(µ) ≤ sup
α≥0

f(ν, α) ≤ ∥u∥L∞(µ).

By (19),

inf
y∈Y

µs,a,n(t)(y) ≥ p∧ − p =
3

4
p∧.

So, using (20) and Lemma D.1, we can bound

E1 ≤
1025 log(11/p∧)

2∥u∥2L∞(µs,a)

δ4p2∧
E sup

(s,a)∈S×A

(
ess sup

µ

∣∣∣∣ dms,a,n

dµs,a,n(t)

∣∣∣∣)4

1Ωu,n,ϵ

≤
1025 log(11/p∧)

2∥u∥2L∞(µs,a)

δ4p6∧

(
4

3

)4

E sup
s,a∈S×A

sup
y∈Y

ms,a,n(y)
4

≤
3240 log(11/p∧)

2∥u∥2L∞(µs,a)

δ4p6∧

1

24n
E sup
s,a,y

(
2n∑
i=1

1
{
XO
s,a,i = y

}
− 1

{
XE
s,a,i = y

})4
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where
{
XE
s,a,i, X

O
s,a,i, i = 1 . . . 2n

}
are independent samples from µs,a that forms µs,a,n(t). Recall that centered Bernoulli

r.v.s. are 1/4 sub-Gaussian; hence

Ys,a(y) :=

2n∑
i=1

1
{
XO
s,a,i = y

}
− 1

{
XE
s,a,i = y

}
is 2n/2 sub-Gaussian. Using lemma D.2, we get that there exists constant c1 s.t.

E1 ≤
c1 log(11/p∧)

2∥u∥2L∞(µs,a)

δ4p6∧22n
(3 + log(|S||A||Y |))2 (21)

Next, by Hölder’s inequality we analyse separately

E2 ≤ E
[

sup
s,a∈S×A

∆2
s,a,n sup

s,a∈S×A
1Ωs,a,n(p)c

]

≤
∥∥∥∥ sup
s,a∈S×A

∆2
s,a,n

∥∥∥∥
L∞(P )

P

 ⋃
s,a∈S×A

Ωs,a,n(p)
c

 .

Since the empirical measures are sampled from µs,a, we always have that µs,a,n(t)≪ µs,a. By Lemma D.3, w.p.1.

∆2
s,a,n ≤ 2∥u∥2L∞(µs,a)

+ 2∥u∥2L∞(µs,a)
≤ 4∥u∥2L∞(µs,a)

where we used Jensen’s inequality (a+ b)2 ≤ 2a2 + 2b2. Therefore the first term∥∥∥∥ sup
s,a∈S×A

∆2
s,a,n

∥∥∥∥
L∞(P )

≤ 4∥u∥2L∞(µs,a)
.

For the second term

P

 ⋃
s,a∈S×A

Ωs,a,n(p)
c

 = P

 ⋃
I=E,O

⋃
s,a∈S×A

{
sup
y∈Y
|µIs,a,2n(y)− µs,a(y)| > p

}
≤ 2P

 ⋃
s,a∈S×A

{
sup
y∈Y
|µEs,a,2n(y)− µs,a(y)| > p

}
= 2P

(
sup

s,a∈S×A
sup
y∈Y
|µEs,a,2n(y)− µs,a(y)| > p

)
≤ 29

p4∧
E

[
sup
s,a,y
|µEs,a,2n(y)− µs,a(y)|4

]

=
29

p4∧

1

24n
E

sup
s,a,y

(
2n∑
i=1

1
{
XE
s,a,i = y

}
− µs,a(y)

)4


where the second last line follows from Markov’s inequality. By Hoeffding’s lemma,
∑2n

i=1 1
{
XE
s,a,i = y

}
− µs,a(y) is

2n/4 sub-Gaussian. Therefore, by lemma D.2

P

 ⋃
s,a∈S×A

Ωs,a,n(p)
c

 ≤ 29(3 + log(|S||A||Y |))2

p4∧22n
.

Recall (20). We conclude that there exists constant c s.t.

E sup
(s,a)∈S×A

∆2
s,a,n ≤

c1 log(11/p∧)
2∥u∥2L∞(µs,a)

δ4p6∧22n
(3 + log(|S||A||Y |))2 +

211(3 + log(|S||A||Y |))2∥u∥L∞(µs,a)

p4∧22n

≤ c log(11/p∧)2(3 + log(|S||A||Y |))2
∥u∥2L∞(µs,a)

δ4p6∧22n

(22)
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E Proof of Propositions

With the language and tools developed in the previous sections, we are ready to prove the claimed results

E.1 Proof of Proposition 3.1

Proof. We use the primal formulation of the distributionally robust Bellman operator

Tδ(Q)(s, a) = inf
µR
s,a,µ

V
s,a∼δ

µRs,a[id] + γµVs,a [v(Q)] .

Then for Q1, Q2 ∈ RS×A,

Tδ(Q1)(s, a)− Tδ(Q2)(s, a) = inf
µR
s,a,µ

V
s,a∼δ

(
µRs,a[id] + γµVs,a [v(Q1)]

)
+ sup
µR
s,a,µ

V
s,a∼δ

(
−µRs,a[id]− γµVs,a [v(Q2)]

)
≤ sup
µV
s,a∼δ

(
γµVs,a [v(Q1)]− γµVs,a [v(Q2)]

)
≤ γ sup

s∈S
(v(Q1)− v(Q2)).

Therefore,

∥Tδ(Q1)− Tδ(Q2)∥∞ ≤ γ sup
(s,a)∈S×A

max {Tδ(Q1)(s, a)− Tδ(Q2)(s, a), Tδ(Q2)(s, a)− Tδ(Q1)(s, a)}

≤ sup
(s,a)∈S×A

max

{
sup
s∈S

(v(Q1)− v(Q2)), sup
s∈S

(v(Q2)− v(Q1))

}
= γ sup

s∈S
|v(Q1)− v(Q2)|

= γ sup
s∈S

∣∣∣∣sup
b∈A

Q1(s, b)− sup
b∈A

Q2(s, b)

∣∣∣∣
≤ γ sup

s∈S
sup
b∈A
|Q1(s, b)−Q2(s, b)|

≤ γ∥Q1 −Q2∥∞;

i.e. Tδ is a γ-contraction in ∥ · ∥∞.

E.2 Proof of Proposition 4.1

Proof. Recall the dual formulation

Tδ(Q)(s, a) = sup
α≥0

f(µRs,a, id, α) + γ sup
α≥0

f(µVs,a, v(Q), α)

Since Q∗ is the fixed point of the distributionally robust Bellman operator. It follows from Lemma D.3 that

∥Q∗∥∞ = ∥Tδ(Q∗)∥∞
≤ ∥r∥∞ + γ∥v(Q∗)∥∞
≤ rmax + γ∥Q∗∥∞

which implies the claimed result.

E.3 Proof of Proposition 4.2

Proof. By construction,

Tδ(Q)(s, a) = E [Rs,a,0] +

∞∑
n=0

E
[
∆R
s,a,n

]
+ γE [v(Q)(Ss,a,0)] + γ

∞∑
n=0

E
[
∆V
s,a,n

]
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If the sum and the integrals can be interchanged, then

∞∑
n=0

E
[
∆R
s,a,n

]
= E

[ ∞∑
n=0

pn
pn

∆R
s,a,n

]

= E

[
∆R
s,a,N1

pN1

]
.

Similar results hold for V̂δ , and hence the proposition. Therefore, it suffices to exchange the integrals. By Tonelli’s theorem,
a sufficient condition is that

E

[ ∞∑
n=0

|∆R
s,a,n|

]
<∞.

Note that by Jensen’s inequality,

E

[ ∞∑
n=0

|∆R
s,a,n|

]
= E

[ ∞∑
n=0

pn
|∆R

s,a,n|
pn

]

≤

√√√√E

[ ∞∑
n=0

pn
(∆R

s,a,n)
2

p2n

]

=

√√√√E

[
(∆R

s,a,N1
)
2

p2N1

]

≤

√√√√E sup
s,a

(
∆R
s,a,N1

2

p2N1

)
.

We show that the quantity in the last line is indeed finite: by Tonelli’s theorem, the definition of l̃ in (15), property (22),
and the choose g ∈ (0, 3/4):

E

sup
s,a

(
∆R
s,a,N1

pN1

)2
 =

∞∑
n=0

1

pn
E sup

s,a
∆R
s,a,N1

2

≤ c log(11/p∧)2(3 + log(|S||A||R|))2 r
2
max

δ4p6∧

∞∑
n=0

g

(4− 4g)n

= c log(11/p∧)
2(3 + log(|S||A||R|))2 r

2
max

δ4p6∧

4(1− g)
g(3− 4g)

≤ cl̃r2max

δ4p6∧

(23)

which is finite. Similarly, since ∥v(Q)∥∞ ≤ ∥Q∥∞,

E sup
s,a

(
∆V
s,a,N2

pN2

)2

≤ cl̃∥Q∥2∞
δ4p6∧

(24)

is finite as well. This completes the proof



Shengbo Wang, Nian Si, Jose Blanchet, Zhengyuan Zhou

E.4 Proof of Proposition 4.3

Proof. Recall bounds (23) and (24). We compute

E∥W (Q)∥2∞ = E

[
sup
s,a
|T̂δ(Q)(s, a)− Tδ(Q)(s, a)|2

]

≤ 4r2max + 4E sup
s,a

(
∆R
s,a,N1

pN1

− E
∆R
s,a,N1

pN1

)2

+ 8γ2∥Q∥2∞ + 4γ2E sup
s,a

(
∆V
s,a,N2

pN2

− E
∆V
s,a,N2

pN2

)2

≤ 4r2max + 8E sup
s,a

(
∆R
s,a,N1

pN1

)2

+ 8 sup
s,a

(
E
∆R
s,a,N1

pN1

)2

+ 8γ2∥Q∥2∞ + 8γ2E sup
s,a

(
∆V
s,a,N2

pN2

)2

+ 8γ2 sup
s,a

(
E
∆V
s,a,N2

pN2

)2

≤ 4r2max + 16E

sup
s,a

(
∆R
s,a,N1

pN1

)2
+ 8γ2∥Q∥2∞ + 16γ2E sup

s,a

(
∆V
s,a,N2

pN2

)2

≤

(
4 +

16cl̃

δ4p6∧

)
r2max +

(
8 +

16cl̃

δ4p6∧

)
γ2∥Q∥2∞.

Since δ < log 2, l > 1, and p∧ ≤ 1/2, we have

E∥W (Q)∥2∞ ≤
(16c+ 4)l̃

δ4p6∧
r2max +

(16c+ 8)l̃

δ4p6∧
γ2∥Q∥2∞.

replace 16c+ 8 with c, we obtain the claimed result.

F Proof of Technical Lemmas

F.1 Proof of Lemma D.1

Proof. Recall the definition (16) and (17). We fix (s, a) and write ∆n = ∆s,a,n, µn(t) = µs,a,n(t). The following proof
assumes that ω ∈ Ωs,a,n(p), so the equivalence (18) and the bound (19) hold.

From Si et al. (2020), it is sufficient to consider α ∈ [0, δ−1∥u∥L∞(µ)] =: K. For α > 0 fixed,

∂tgn(t, α) = −α
mn[w]

µn(t)[w]
.

Also, for α = 0, by (18), gn(t, 0) ≡ ess infµ u; hence ∂tgn(t, 0) ≡ 0. Let |mn|(s) = |mn(s)|, again by (18), µn(t)(s) =
0 ⇐⇒ µ(s) = 0 =⇒ |mn|(s) = 0; i.e. |mn| ≪ µn(t) and the Radon-Nikodym theorem applies. So, for fixed t ∈ [0, 1],

lim
α↓0

sup
s∈(t±ϵ)∩[0,1]

|∂tgn(t, α)| ≤ lim
α↓0

sup
t∈[0,1]

α

∣∣∣∣ mn[w]

µn(t)[w]

∣∣∣∣
= lim

α↓0
sup
t∈[0,1]

α

∣∣∣∣ 1

µn(t)[w]
µn(t)

[
dmn

dµn(t)
w

]∣∣∣∣
≤ lim

α↓0
sup
t∈[0,1]

α

∥∥∥∥ dmn

dµn(t)

∥∥∥∥
L∞(µ)

≤ lim
α↓0

α

p∧

= 0.
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where we used Hölder’s inequality to get the second last line. Therefore, ∂tg(·, ·) is continuous on [0, 1]×K.

Next define
Θ(t) := arg max

α∈K
g(t, α).

We discuss two cases:

CASE 1: If u is µ-essentially constant, then

sup
α∈K
−α log e−ū/α − αδ = sup

α∈K
ū− αδ;

i.e. Θ(t) = {0}.

CASE 2: u is not µ-essentially constant. Note that when α > 0, w > 0; we can define a new measure

µ∗
n(t)[·] =

µn(t)[w·]
µn(t)[w]

.

We have that

∂α∂αgn(t, α) = −
µn(t)[u

2w]

α3µn(t)[w]
+

µn(t)[uw]
2

α3µn(t)[w]2

= −µ
∗
n(t)[u

2]

α3
+
µ∗
n(t)[u]

2

α3

= −
Varµ∗

n(t)
(u)

α3

< 0;

i.e. gn(t, ·) is strictly concave for α > 0. Also, recall that gn(t, ·) is continuous at 0. So, in this case either Θ(t) = {0} or
Θ(t) = {α∗

n(t)} where δ−1∥u∥L∞(µ) ≥ α∗
n(t) > 0.

In particular, Θ(t) is a singleton which we will denote by α∗
n(t) in both cases. We conclude that by Shapiro et al. (2014)

Theorem 7.21, the following derivative exists

dt sup
α∈K

gn(t, α) = sup
α∈Θ(t)

∂tgn(t, α) = ∂tgn(t, α
∗
n(t)).

Therefore, by the mean value theorem, there exists t1 ∈ (0, 1/2), t2 ∈ (1/2, 1) depending on ω s.t.

∆n =
1

2
(∂tgn(t1, α

∗
n(t1))− ∂tgn(t2, α∗

n(t2)))

= −1

2

(
α∗
n(t1)

mn[w
∗
n(t1)]

µn(t1)[w∗
n(t1)]

− α∗
n(t2)

mn[w
∗
n(t2)]

µn(t2)[w∗
n(t2)]

)
.

where w∗
n(t) = e−u/α

∗
n(t). We will use w to denote w∗

n(t) in the following derivations.

Again if u is µ-essentially constant, then ∆n = 0. If not, then we consider the population optimizer, which, by the same
reasoning, is also a singleton denoted by α∗. Let κs,a = µs,a(

{
s : u(s) = ess infµs,a

u
}
). There are two cases

1. α∗ = 0. From Hu and Hong (2013b), α∗ = 0 iff κs,a ≥ e−δ . If we want α∗
n(t) = 0 for all t ∈ [0, 1], a sufficient

condition is that κs,a,n(t) ≥ κs,a − p ≥ e−δ .

2. α∗ > 0 iff κs,a < e−δ . If we want α∗
n(t) > 0 for all t ∈ [0, 1], a sufficient condition is that κs,a,n(t) ≤ κs,a+p < e−δ .

Therefore, for any e−δ ̸= {κs,a : (s, a) ∈ S ×A} ⊂ {µs,a(y) : (s, a, y) ∈ S ×A× Y }. We can always choose p small
enough s.t. for ω ∈ Ωs,a,n(p), α∗ = 0 or α∗ > 0 implies that α∗

n(t) = 0 or α∗
n(t) > 0 respectively.

Remark. While this generalizes to all but finitely many δ, for simplicity of presentation, we assume Assumption 1 that
p∧/2 ≥ 1− e−δ . This implies that if κs,a ̸= 1, then 1− κs,a ≥ p∧ > 1− e−δ; i.e. κs,a < e−δ and case 1 cannot happen.
Moreover, if we choose p = 1

4p∧, then

κs,a + p ≤ 1− 3

4
p∧ < 1− 1

2
p∧ ≤ e−δ

satisfying the sufficient condition in case 2.
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Therefore, for ω ∈ Ωs,a,n(p), there are two cases:

CASE 1: α∗ = 0, then ∆n = 0, Lemma D.1 holds trivially.

CASE 2: α∗ > 0, then α∗
n(t1), α

∗
n(t2) > 0. Since gn(t, ·) is strictly convex, α∗

n(t) is the unique solution to the first order
optimality condition

0 = ∂αgn(t, α
∗
n(t)) = − logµn(t)[w]− δ −

µn(t)[uw]

α∗
n(t)µn(t)[w]

. (25)

Note that ∂αgn ∈ C∞([0, 1]× R++) and that ∂α∂αgn(t, α∗
n(t)) < 0. The implicit function theorem implies that α∗

n(t) ∈
C1((0, 1)) with derivative

dtα
∗
n(t) = −

∂t∂αgn(t, α
∗
n(t))

∂α∂αgn(t, α∗
n(t))

=

(
α∗
n(t)

3

Varµ∗
n(t)

(u)

)(
− mn[w]

µn(t)[w]
+
µn(t)[uw]mn[w]

α∗
n(t)µn(t)[w]

2
− mn[uw]

α∗
n(t)µn(t)[w]

)

=

(
α∗
n(t)

3

Varµ∗
n(t)

(u)

)− mn[w]

µn(t)[w]
+
µn(t)[uw/α

∗
n(t)]

µn(t)[w]2
µn(t)

[
dmn

dµn(t)
w

]
−
µn(t)

[
dmn

dµn(t)
uw/α∗

n(t)
]

µn(t)[w]


=

(
α∗
n(t)

3

Varµ∗
n(t)

(u)

)(
− mn[w]

µn(t)[w]
+ µ∗

n(t)[u/α
∗
n(t)]µ

∗
n(t)

[
dmn

dµn(t)

]
− µ∗

n(t)

[
dmn

dµn(t)
u/α∗

n(t)

])
= −

(
α∗
n(t)

3

Varµ∗
n(t)

(u)

)(
mn[w]

µn(t)[w]
+ Covµ∗

n(t)

(
u

α∗
n(t)

,
dmn

dµn(t)

))
Therefore, we conclude that

∂tgn(t, α
∗
n(t)) = −α∗

n(t)
mn[w]

µn(t)[w]

is C1((0, 1)) as a function of t with derivative

−dt∂tgn(t, α∗
n(t)) = α∗

n(t)
mn[w]

2

µn(t)[w]2
− dtα∗

n(t)

(
mn[w]

µn(t)[w]
+

mn[uw]

α∗
n(t)µn(t)[w]

− mn[w]µn(t)[uw]

α∗
n(t)µn(t)[w]

2

)
= α∗

n(t)
mn[w]

2

µn(t)[w]2
+

(
α∗
n(t)

Varµ∗
n(t)

(u/α∗
n(t))

)(
µ∗
n(t)

[
dmn

dµn(t)

]
+ Covµ∗

n(t)

(
u

α∗
n(t)

,
dmn

dµn(t)

))2

.

Therefore, by the mean value theorem, there exists t3 ∈ (t1, t2)

|∆n| =
|t1 − t2|

2
|dt∂tgn(t, α∗

n(t))|t3 |

≤
(
α∗
n(t) +

α∗
n(t)

Varµ∗
n(t)

(u/α∗
n(t))

)
mn[w]

2

µn(t)[w]2
+ α∗

n(t)Varµ∗
n(t)

(
dmn

dµn(t)

) ∣∣∣∣∣
t3

=

(
α∗
n(t) +

α∗
n(t)

Varµ∗
n(t)

(u/α∗
n(t))

)
mn[w]

2

µn(t)[w]2

+ α∗
n(t)

µn(t)

[(
dmn

dµn(t)

)2
w

]
µn(t)[w]

− α∗
n(t)

µn(t)
[
dmn

dµn(t)
w
]2

µn(t)[w]2

∣∣∣∣∣
t3

=
α∗
n(t3)

Varµ∗
n(t3)

(u/α∗
n(t3))

mn[w]
2

µn(t3)[w]2
+ α∗

n(t3)µ
∗
n(t3)

[(
dmn

dµn(t3)

)2
]

(26)

Note that the log-likelihood ratio

log

(
w

µn(t)[w]

)
= − u

α∗
n(t)

− logµn(t)[w].
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Moreover, by the optimality condition (25),

µ∗
n(t)

[
log

(
w

µn(t)[w]

)]
= µ∗

n(t)

[
− u

α∗
n(t)

− logµn(t)[w]

]
= µ∗

n(t)

[
− u

α∗
n(t)

]
+ δ +

µn(t)[uw]

α∗
n(t)µn(t)[w]

= −µ∗
n(t)

[
u

α∗
n(t)

]
+ δ + µ∗

n(t)

[
u

α∗
n(t)

]
= δ.

So, the variance:

Varµ∗
n(t)

(u/α∗
n(t)) = Varµ∗

n(t)

(
log

(
w

µn(t)[w]

))
= µ∗

n(t)

[
log

(
dµ∗

n(t)

dµn(t)

)2
]
− δ2.

We bound this expression by the following lemma:

Lemma F.1. For measures µ, µ′ s.t. DKL(µ
′||µ) = δ and p̄∧ = infs∈S µ(s) = 1− e−δ−ψ∧ for some ψ∧ > 0 we have that

µ′

[
log

(
dµ′

dµ

)2
]
− δ2 ≥ − δ2ψ∧

8 log(ψ∧/8)

Recall that we choose p = 1
4p∧, so we should choose ψ∧

p̄∧ = 1− e−δ−ψ∧ = inf
s:µ(s)>0

µn(t)(s) ≥
3

4
p∧.

We want the above bound to hold uniformly in δ:

3

4
p∧ ≤ inf

δ≥0
1− e−δ−ψ∧ = 1− e−ψ∧

So,

ψ∧ ≥ − log

(
1− 3

4
p∧

)
≥ 3

4
p∧.

We conclude that by Lemma F.1,

Varµ∗
n(t)

(u/α∗
n(t)) = µ∗

n(t)

[
log

(
dµ∗

n(t)

dµn(t)

)2
]
− δ2

≥ − 3

32

δ2p∧
log(3p∧/32)

Note that −x/ log x = O(x1+ϵ) as x ↓ 0 for any ϵ > 0.

Next we go back to bounding ∆n in case 2.

Lemma F.2. For δ ≤ log 2/2 and ω ∈ Ωs,a,n(
1
4p∧), we have

sup
α∈K

αmn[w]
2

µn(t3)[w]2
≤ 3∥u∥L∞(µs,a)

∥∥∥∥ dmn

dµn(t3)

∥∥∥∥2
L∞(µ)

.
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We conclude that from (26) and Lemma F.2

∆2
n1Ωs,a,n(p) ≤

210 log( 32
3p∧

)2

9δ4p2∧

α∗
n(t3)

2mn[w]
4

µn(t3)[w]4
+ α∗

n(t3)
2µ∗
n(t3)

[(
dmn

dµn(t3)

)2
]21Ωs,a,n(p)

≤

210 log(11/p∧)
2

9δ4p2∧

(
sup
α∈K

αmn[w]
2

µn(t3)[w]2

)2

+

(
sup
α∈K

αµ∗
n(t3)

[(
dmn

dµn(t3)

)2
])2

1Ωs,a,n(p)

≤

(
210 log(11/p∧)

2

δ4p2∧
∥u∥2L∞(µs,a)

∥∥∥∥ dmn

dµn(t3)

∥∥∥∥4
L∞(µ)

+
∥u∥2∞
δ2

∥∥∥∥ dmn

dµn(t3)

∥∥∥∥4
L∞(µ)

)
1Ωs,a,n(p)

≤ 1025 log(11/p∧)
2

δ4p2∧
∥u∥2L∞(µs,a)

∥∥∥∥ dmn

dµn(t3)

∥∥∥∥4
L∞(µ)

1Ωs,a,n(p).

This completes the proof of Lemma D.1.

F.1.1 Proof of Lemma F.1

Proof. Consider the program for the probability measure ν defined on the positive entries of µ, i.e., ν ={
ν(s) ≥ 0 for µ(s) > 0, s ∈ S; ν(s) = 0 for µ(s) = 0, s ∈ S;

∑
s∈S ν(s) = 1

}
:

OPT1 = inf
ν:DKL(ν||µ)=δ

ν

[
log

(
dν

dµ

)2
]
.

We first show that any feasible ν must satisfy µ ∼ ν; i.e. if µ(s) > 0 then ν(s) > 0. Suppose, to the contrary that there
exists A ∈ S s.t. µ(Ac) > 0 but ν(Ac) = 0. Also, since µ ≫ ν, ν(A) = 1 implies that µ(A) > 0. We can define
µA(·) = µ(A ∩ ·)/µ(A) the conditional measure.

δ = DKL(ν||µ)

= ν

[
log

(
dν

dµ

)]
= µ

[
1A

dν

dµ
log

(
dν

dµ

)]
= µ(A)µA

[
dν

dµ
log

(
dν

dµ

)]
Note that the function x→ x log x is convex for x ≥ 0. We have that by Jensen’s inequality

δ ≥ µ(A)µA
[
dν

dµ

]
log

(
µA

[
dν

dµ

])
= µ

[
1A

dν

dµ

]
log

(
1

µ(A)
µ

[
1A

dν

dµ

])
= − log (µ(A))

where the last inequality follows from the assumption that ν(Ac) = 0. Since µ(A) ≤ 1− p̄∧, the above inequality implies
that δ ≥ δ + ψ∧, which is a contradiction.

This implies that the inequality constraint ν(s) ≥ 0 in OPT1 is never active. Therefore, we can use the Lagrangian

L(ν, λ, θ) = ν

[
log

(
dν

dµ

)2
]
− λν

[
log

(
dν

dµ

)]
+ λδ − θν[1] + θ.

Observe that for any feasible ν, ∂νDKL(ν||µ) = 1 + log(dν/dµ), ∂νν[1] = 1 are never linearly dependent. So, any
feasible point is a regular point of the equality constraints. Therefore by Chapter 11.3 in Luenberger et al. (2021), the KKT
conditions are necessarily satisfied.
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We take derivative

∂νL(ν, λ, θ) = log

(
dν

dµ

)2

+ 2 log

(
dν

dµ

)
− λ log

(
dν

dµ

)
− λ− θ.

If we define l = log
(
dν
dµ

)
, the KKT condition implies that

l2 + (2− λ∗)l − λ∗ − θ∗ = 0 =⇒ l± =
1

2

(
λ∗ − 2±

√
(λ∗ − 2)2 + 4(λ∗ + θ∗)

)
.

Since ν[1] = 1, we must have that l+ ≥ 0 and l− ≤ 0. Define S+ = {s ∈ S : l(s) = l+} We can write ν(s) =
[el+1S+

(s) + el−1Sc
+
(s)]µ(s). Note that if µ(S+) = 0, 1, then µ = ν violating the constraint. So, µ(S+) ̸= 0, 1. Restrict

µ, ν on G = σ({S+, S−}), then

l = log

(
ν(S+)

µ(S+)

)
1 {s ∈ S+}+ log

(
ν(Sc+)

µ(Sc+)

)
1
{
s ∈ Sc+

}
= log

(
dν|G
dµ|G

)
.

and

OPT1 = ν|G

[
log

(
dν|G
dµ|G

)2
]
.

Also under this notation,

DKL(ν|G ||µ|G) = l+ν(S+) + l−ν(S−) = ν

[
log

(
dν

dµ

)]
= δ.

Therefore,

OPT1 ≥ inf
G=σ({A,Ac}):A∈S

inf
η|G :DKL(η|G ||µ|G)=δ

η|G

[
log

(
dη|G
dµ|G

)2
]
.

We define:

OPT2 := inf
G=σ({A,Ac}):A∈S

inf
η|G :DKL(η|G ||µ|G)=δ

η|G

[
log

(
dη|G
dµ|G

)2
]
.

As mentioned before, A ̸= S,∅ because of the constraint.

Next, we lower bound OPT2. Notice that measureable strict subsets under G is only A and Ac. So, suppose η|G(A) = q,
we consider the following program

inf
0<q<1

obj2(q, b) := q log
(q
b

)2
+ (1− q) log

(
1− q
1− b

)2

s.t. kl(q, b) := q log
(q
b

)
+ (1− q) log

(
1− q
1− b

)
= δ

where b = µ(S+). This lower bounds OPT2. The rest of the proof is denoted to compute the above program.

Note that w.l.o.g. we can assume b ≤ 1/2 because if b > 1/2, we change to new variable b′ = 1−b′ < 1/2 and q′ = 1−q.
Compute the second derivatives

dqdqkl(q, b) =
1

q
+

1

1− q
> 0;

dbdbkl(q, b) =
q

b2
+

1− q
(1− b)2

> 0;

i.e. kl(·, b), kl(q, ·) are convex on [0, 1]. So, its maximum is attained on the boundary: kl(1, b) = − log b and kl(0, b) =
− log(1− b). By assumption, 1− e−δ < p̄∧ ≤ b = µ(S+) ≤ 1− p̄∧ < e−δ . So, kl(q, b) = δ has 2 solutions q1 < b < q2.
Moreover

log
(qi
b

)
− log

(
1− qi
1− b

)
=

1

qi

(
kl(qi, b)− log

(
1− qi
1− b

))
=

1

qi

(
δ + log

(
1− b
1− qi

))
=

1

1− qi

(
log
(qi
b

)
− kl(qi, b)

)
= − 1

1− qi

(
δ + log

(
b

qi

))
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So, we have

OPT2 − δ2 ≥ inf
i=1,2

obj2(qi)− kl(qi, b)2

= inf
i=1,2

qi(1− qi)
(
log
(qi
b

)
− log

(
1− qi
1− b

))2

= inf
i=1,2

max

(
(1− qi)
qi

(
δ + log

(
1− b
1− qi

))2

,
qi

(1− qi)

(
δ + log

(
b

qi

))2
)

Observe that if q > b, then 1− q < 1− b. So,

OPT2 − δ2 ≥ δ2 inf
i=1,2

1− qi
qi

1 {q > b}+ qi
1− qi

1 {q ≤ b} .

Now if we let 1/2 ≥ b(ψ) = 1− e−δ−ψ . By convexity and kl ≥ 0 while kl(b(ψ), b(ψ)) = 0, kl(·, b(ψ)) is decreasing for
q ∈ [0, b].

kl(q, b(ψ)) = (1− q)(δ + ψ)− q log(1− e−δ−ψ) + q log q + (1− q) log(1− q)
= (1− q)(δ + ψ) + qξ log(δ + ψ) + q log q + (1− q) log(1− q)

where we use 1 − e−δ−ψ = e0 − e−δ−ψ = (δ + ψ)e−ξ for some ξ ∈ (0, δ + ψ). Also, dq(1 − q) log(1 − q) =
−1− log(1− q) ≥ −1

kl(q, b) ≥ δ + ψ + q(η log(δ + ψ)− δ − ψ − 1) + q log q

≥ δ + ψ + q((δ + ψ) log(δ + ψ)− δ − ψ − 1) + q log q

≥ δ + ψ + q(−1− δ − ψ − 1) + q log q

≥ δ + ψ − 4q + q log q

We let q(ψ) = −(ψ/c)/ log(ψ/c) for some c > 1. Note that when ψ = 0, ψ − 4q(ψ) + q(ψ) log q(ψ) = 0. We want
kl(q(ψ), b(ψ)) > δ; hence it suffices to show that

dψ(ψ − 4q(ψ) + q(ψ) log q(ψ)) ≥ 0.

Let ϕ = − log(ψ/c) We compute

dψ(ψ − 4q(ψ) + q(ψ) log q(ψ)) =
log
(
ψ
cϕ

)
cϕ2

− 3

cϕ2
+

log
(
ψ
cϕ

)
cϕ

− 3

cϕ
+ 1

=
1

cϕ2

(
cϕ2 + (ϕ+ 1) log

(
ψ

cϕ

)
− 3ϕ− 3

)
=

1

cϕ2
(
(c− 1)ϕ2 − 4ϕ− (ϕ+ 1) log(ϕ)− 3

)
Note that c > e−1 and ψ ∈ (0, 1] implies that ϕ > 1, log ϕ ≤ ϕ− 1. Therefore,

dψ(ψ − 4q + q log q) ≥ 1

cϕ2
(
(c− 1)ϕ2 − 4ϕ− (ϕ+ 1)(ϕ− 1)− 3

)
=

1

cϕ2
(
(c− 2)ϕ2 − 4ϕ− 2

)
We see that if we choose c = 8, dψ(ψ−4q+q log q) > 0. Hence kl(q(ψ), b(ψ)) ≥ δ for all ψ. Continuity and monotonicity
imply that q(ψ) < b(ψ) and there exists q1(ψ) ∈ [q(ψ), b(ψ)] s.t. kl(q1(ψ), b(ψ)) = δ.

By the same argument, we can show that for b′(ψ) = e−δ−ψ , we have that q2(ψ) ∈ [b′(ψ), 1 − q(ψ)]. Therefore, we
conclude that for 1− e−δ−ψ ≤ b ≤ e−δ−ψ

OPT2 − δ2 ≥ −δ2
ψ/8

log(ψ/8)
.
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Recall that p̄∧ = 1− e−δ−ψ∧ and that p∧ ≤ µ(S+) ≤ 1− p̄∧ we conclude that

µ′

[
log

(
dµ′

dµ

)2
]
− δ2 ≥ inf

b∈[p̄∧,1−p̄∧]
OPT2 − δ2

≥ − δ2ψ∧

8 log(ψ∧/8)
.

F.1.2 Proof of Lemma F.2

Proof. Recall that for ω ∈ Ωs,a,n(p), we have (18). Write

sup
α∈K

αmn[w]
2

µn(t3)[w]2
= max

{
sup

α∈[0,c∥u∥∞]

αmn[w]
2

µn(t3)[w]2
, sup
α∈[c∥u∥∞,δ−1∥u∥∞]

αmn[w]
2

µn(t3)[w]2

}
=: max {J1(c), J2(c)}

We first bound J2(c)

J2(c) = sup
α∈[c∥u∥L∞(µs,a),δ−1∥u∥L∞(µs,a)]

αmn[e
−(u+∥u∥L∞(µs,a))/α]2

µn(t3)[e
−(u+∥u∥L∞(µs,a))/α]2

For simplicity, let w′ := e−(u+∥u∥L∞(µs,a))/α. Recall that mn = µO − µE , so mn[1] = 0 and

αmn[e
−(u+∥u∥L∞(µs,a))/α]2 = (mm[α1/2(e−(u+∥u∥L∞(µs,a))/α − 1)])2.

Define and note that v := α1/2(e−(u+∥u∥L∞(µs,a))/α − 1) < 0. Then

αm[w′]2

µn(t3)[w′]2
=

m[v]2

µn(t3)[w′]2

=
1

µn(t3)[w′]2
µn(t3)

[
dmn

dµn(t3)
v

]2
≤ µn(t3) [−v]2

µn(t3)[w′]2

∥∥∥∥ dmn

dµn(t3)

∥∥∥∥2
L∞(µ)

≤
∥∥∥ v
w′

∥∥∥2
L∞(µ)

∥∥∥∥ dmn

dµn(t3)

∥∥∥∥2
L∞(µ)

We defer the proof of the following claim:

Lemma F.3.
sup

α∈[c∥u∥L∞(µs,a),δ−1∥u∥L∞(µs,a)]

∥∥∥ v
w′

∥∥∥
L∞(µ)

≤ (c∥u∥L∞(µs,a))
1/2(e2/c − 1)

Therefore,

J2(c) ≤ c∥u∥L∞(µs,a)(e
2/c − 1)2

∥∥∥∥ dmn

dµn(t3)

∥∥∥∥2
L∞(µ)

.

Assuming that δ ≤ log 2/2, choose c = 2/ log 2

sup
α∈K

αmn[w]
2

µn(t3)[w]2
= max {J1(c), J2(c)}

≤ max
{
c∥u∥∞, c∥u∥L∞(µs,a)(e

2/c − 1)2
}∥∥∥∥ dmn

dµn(t3)

∥∥∥∥2
L∞(µ)

≤ 3∥u∥L∞(µs,a)

∥∥∥∥ dmn

dµn(t3)

∥∥∥∥2
L∞(µ)

which completes the proof.
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F.1.3 Proof of Lemma F.3

Proof. We bound ∥∥∥ v
w′

∥∥∥
L∞(µ)

= ess sup
µ

α1/2(e(u(s)+∥u∥L∞(µs,a))/α − 1)

≤ α1/2(e2∥u∥L∞(µs,a)/α − 1)

Compute derivative: let β = 2∥u∥L∞(µs,a)/α

d

dα
α1/2(e2∥u∥L∞(µs,a)/α − 1) =

e2∥u∥L∞(µs,a)/α − 1

2α1/2
−

2∥u∥L∞(µs,a)e
2∥u∥L∞(µs,a)/α

α3/2

=
1

2
(eβ(1− 2β)− 1)α−1/2

Notice that when β = 0, eβ(1− 2β)− 1 = 0. Moreover,

d

dβ
eβ(1− 2β) = −eβ(1 + 2b) < 0;

i.e. eβ(1− 2β) decreasing. Therefore, for α > 0

d

dα
α1/2(e2∥u∥L∞(µs,a)/α − 1) < 0;

i.e. α1/2(e2∥u∥L∞(µs,a)/α − 1) is decreasing in α. Hence

sup
α∈[c∥u∥L∞(µs,a),δ−1∥u∥L∞(µs,a)]

∥∥∥ v
w′

∥∥∥
L∞(µ)

≤ sup
α∈[c∥u∥L∞(µs,a),δ−1∥u∥L∞(µs,a)]

α1/2(e2∥u∥L∞(µs,a)/α − 1)

= (c∥u∥L∞(µs,a))
1/2(e2/c − 1)

establishing the claim.

F.2 Proof of Lemma D.2

Proof. For any λ > 0, consider an increasing function ϕλ(z) = exp(λz1/4) for z ≥ 0. Since Z ≥ 0,

ϕλ(EZ) = ϕλ(EZ1
{
Z > (3/λ)4

}
+ EZ1

{
Z ≤ (3/λ)4

}
)

≤ ϕλ(EZ1
{
Z > (3/λ)4

}
+ (3/λ)4P (Z ≤ (3/λ)4))

≤ ϕλ(EZ + (3/λ)4)

By taking second derivatives, one can see that ϕλ(z) is convex for z ≥ (3/λ)4. Therefore, by Jensen’s inequality

ϕλ(EZ) ≤ E
[
ϕλ(Z + (3/λ)4)

]
= e3E

[
exp(λ1 max

i=1...n
|Yi|)

]
≤ e3

n∑
i=1

Eeλ|Yi|

Since {Yi} are Sub-Gaussian,

P (|Yi| > t) ≤ 2 exp

(
− t2

2σ2

)
,

which implies
logEeλ|Yi| ≤ 4σ2λ2.

Therefore,

log ϕλ(EZ) = λ
(
E max
i=1...n

Y 4
i

)1/4
≤ 3 + log n+ 4σ2λ2.
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Rearrange and take infimum over λ > 0, we conclude

E max
i=1...n

Y 4
i ≤

(
inf
λ>0

3 + log n

λ
+ 4σ2λ

)4

≤ 16σ4 (3 + log n)
2

F.3 Proof of Lemma D.3

Proof.
sup
α≥0

f(ν, α) ≥ lim
α↓0

f(ν, α) = ess inf
ν

u ≥ ess inf
µ

u ≥ −∥u∥L∞(µ)

On the other hand, since the sup is achieved on compact K. For optimal α∗
ν > 0,

sup
α≥0

f(ν, α) ≤ ∥u∥L∞(ν) − α∗
ν log ν[e

−(u−∥u∥L∞(ν))/α
∗
ν ]

≤ ∥u∥L∞(µ)

where the last line follows from that ν[e−(u−∥u∥L∞(ν))/α
∗
ν ] > 0 and ν ≪ µ. Also, if α∗

ν = 0, the above holds trivially.

G Numerical Experiment

G.1 Test of Convergence on the Hard MDP

For this numerical experiment using MDP 1, we run the algorithm to produce independent 200 trajectories of 5000 iter-
ations of Algorithm 1 under the rescaled linear and constant stepsize. Denote the estimated Q-function under rescaled
linear (αk = 1/(1 + (1− γ)k)) and constant stepsize (α = 0.008) with Q̂ and Q̄ respectively. For each γ = 0.7, 0.8, 0.9,
we produce

{
Q̂

(i)
δ,k(γ), k = 0, . . . , 5000

}
and

{
Q̄

(i)
δ,k(γ), k = 0, . . . , 5000

}
for i = 1, 2, . . . , 200. We use the size of the

uncertainty set δ = 0.1.

Figure 2a plots the lines that linearly interpolates{(
lg k, lg

(
1

200

200∑
i=1

∥∥∥Q̂(i)
δ,k(γ)−Q

∗
δ(γ)

∥∥∥
∞

))
; k = 0, 1, . . . , 5000

}
for γ = 0.7, 0.8, 0.9 as well as a line of slope −1/2 in the lg-lg scale as a reference. Figure 2b plots the lines that linearly
interpolates {(

k, lg

(
1

200

200∑
i=1

∥∥∥Q̄(i)
δ,k(γ)−Q

∗
δ(γ)

∥∥∥
∞

))
; k = 0, 1, . . . , 5000

}
.

G.2 Test of Convergence for different δ

We also numerically explore the complexity behavior when we change δ. We use the same plotting procedure as in Figure
2a only with different values of δ. This give us Figure 5. We observe that indeed as δ ↓ 0, the complexity is not sensitive
to a change in δ. This confirms our conjecture that the dependence on δ should be O(1) as δ ↓ 0. Also interestingly, as we
increase δ, the complexity also becomes insensitive.

G.3 Test of γ Dependence on the Hard MDP

For Figure 3, we run 200 trajectories Algorithm 1 with rescaled linear stepsize αk = 1/(1 + (1 − γ)k) for 10 evenly
spaced γj ∈ [0.7, 0.95], γ1 = 0.7, γ10 = 0.95 until a fixed iteration k = 500, 1000, 1500. For each This produce a data

set
{
Q̂

(i)
δ,k(γj); i = 1, 2 . . . , 200; j = 1, 2, . . . , 10

}
for k = 500, 1000, 1500. We still use the size of the uncertainty set

δ = 0.1. Figure 3 plots the scattered pairs{(
lg(1− γj), lg

(
1

200

200∑
i=1

∥∥∥Q̂(i)
δ,k(γj)−Q

∗
δ(γj)

∥∥∥
∞

))
; j = 1, 2, . . . , 10

}
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Figure 5: Test convergence for different δ

and the least square regression line for each k = 500, 1000, 1500.

G.4 Lost-Sale Inventory Control Model

In this experiment, we use δ = 0.5, γ = 0.7. We run 300 trajectories of 5000 iterations of our Algorithm 1 (g = 5/8) and
that in Liu et al. (2022) (g = 0.499). In both cases we use the rescaled-linear stepsize. We also record the number of sample
used by trajectory i at iteration k (denote by n̂(i)g,k) This produces data

{
n̂
(i)
g,k, Q̂

(i)
δ,g,k; i = 1, . . . , 300; k = 0, . . . , 5000

}
for

g = 5/8 and g = 0.499.

Figure 4a plots the linear interpolation of points{(
lg

(
1

300

300∑
i=1

n̂
(i)
g,k

)
, lg

(
1

300

300∑
i=1

∥∥∥Q̂(i)
δ,k(γ)−Q

∗
δ(γ)

∥∥∥
∞

))
; k = 1000, 1001, . . . , 5000

}

for g = 5/8, 0.499. For presentation clearness, Figure 4b plots the smoothed scattering of the data{(
n̂
(i)
g,k, lg

(∥∥∥Q̂(i)
δ,k(γ)−Q

∗
δ(γ)

∥∥∥
∞

))
; i = 1, . . . , 300; k = 1000, . . . , 5000

}
The smoothing is in error, over a window of size w = 0.0001; i.e. if we define

n̄
(i)
g,k(w) := mean

{
n(n)g,m : 0 ≤ Q̂(n)

δ,g,m −Q
(i)
δ,g,k ≤ w

}
,

then Figure 4b plots the linear interpolation of points{(
Q̂

(i)
δ,g,k, n̄

(i)
g,k(w)

)
; i = 1, . . . , 300; k = 1000, . . . , 5000

}
for g = 5/8, 0.499.
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