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Abstract

We consider the problem of learning a control
policy that is robust against the parameter mis-
matches between the training environment and
testing environment. We formulate this as a dis-
tributionally robust reinforcement learning (DR-
RL) problem where the objective is to learn
the policy which maximizes the value function
against the worst possible stochastic model of the
environment in an uncertainty set. We focus on
the tabular episodic learning setting where the al-
gorithm has access to a generative model of the
nominal (training) environment around which the
uncertainty set is defined. We propose the Ro-
bust Phased Value Learning (RPVL) algorithm to
solve this problem for the uncertainty sets spec-
ified by four different divergences: total varia-
tion, chi-square, Kullback-Leibler, and Wasser-
stein. We show that our algorithm achieves
Õ(|S| |A|H5) sample complexity, which is uni-
formly better than the existing results by a factor
of |S|, where |S| is number of states, |A| is the
number of actions, and H is the horizon length.
We also provide the first-ever sample complex-
ity result for the Wasserstein uncertainty set. Fi-
nally, we demonstrate the performance of our al-
gorithm using simulation experiments.

1 Introduction

Training a Reinforcement Learning (RL) algorithm directly
on the real-world system is expensive and possibly danger-
ous since the standard RL algorithms need a lot of data
samples to learn even a reasonably performing policy. The
traditional solution to this issue is to train the RL algo-
rithm on a simulator before applying the trained policy
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to the real-world system. However, there will inevitably
be mismatches between the simulator model and the real-
world system owing to a variety of factors, including ap-
proximation errors made during modeling, changes in the
real-world parameters over time, and potential adversar-
ial disruptions in the real-world. For instance, the mass,
friction, sensor noise, floor terrain, and obstacles parame-
ters of a mobile robot simulator environment can be dif-
ferent from that of the real-world environment. Standard
RL algorithms often fail to perform well when faced with
even small changes between the training and testing envi-
ronments (sim-to-real gap) (Sünderhauf et al., 2018; Tobin
et al., 2017; Peng et al., 2018).

Learning a policy that is robust against the model parameter
mismatches between the training and testing environments
is the goal of distributionally robust reinforcement learn-
ing (DR-RL). The framework of the robust Markov deci-
sion process (RMDP) (Iyengar, 2005; Nilim and El Ghaoui,
2005) is used to address the distributionally robust planning
problem. The RMDP formulation considers a collection
of models known as the uncertainty set, as opposed to the
standard non-robust MDP which considers only one model.
In DR-RL, the objective is to learn the optimal robust pol-
icy that performs well even under the worst model in the
uncertainty set. The minimization over the uncertainty set
makes the RMDP and DR-RL problems significantly more
challenging than their non-robust counterparts.

The RMDP problem has been well studied in the literature
(Xu and Mannor, 2010; Wiesemann et al., 2013; Yu and
Xu, 2015; Mannor et al., 2016; Russel and Petrik, 2019),
taking into account various types of uncertainty sets and
computationally effective techniques. These studies, how-
ever, are only applicable to the planning problem. Learn-
ing algorithms have also been proposed to solve the DR-RL
problem (Roy et al., 2017; Panaganti and Kalathil, 2021a;
Wang and Zou, 2021), but they only provide asymptotic
convergence guarantees. There are empirical works that ad-
dress DR-RL problem using deep RL methods (Pinto et al.,
2017; Derman et al., 2018, 2020; Mankowitz et al., 2020;
Zhang et al., 2020a). However, these works do not provide
any provable guarantees on the performance of the learned
policy. Recently, there has also been works on using func-
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Algorithm Sample Complexity
TV chi-square Kullback-Leibler Wasserstein

(Yang et al., 2021) |S|2|A|H5

ρ2ϵ2
(1+ρ)2|S|2|A|H5

(
√
1+ρ−1)2ϵ2

- |S|2|A|H5

ρ2p2ϵ2 -

(Zhou et al., 2021) - - exp(O(H))|S|2|A|H5

ρ2ϵ2 - -

(Panaganti and Kalathil, 2022) |S|2|A|H5

ϵ2
ρ|S|2|A|H5

ϵ2
exp(O(H))|S|2|A|H5

ρ2ϵ2 - -

This work |S||A|H5

ϵ2
(1+ρ)2|S||A|H5

(
√
1+ρ−1)2ϵ2

exp(O(H))|S||A|H5

ρ2ϵ2
|S||A|H5

ρ2p2ϵ2
(Bp+ρp)2|S||A|H5

ρ2pϵ2

(Non-robust) Lower bound
(Li et al., 2020) |S| |A|H4/ϵ2

Table 1: Sample complexity result comparison between our work and the existing works for different uncertainty sets.
Here, |S| is number of states, |A| is the number of actions, H is the horizon length, ρ is the uncertainty parameter,
ϵ ∈ (0, H) is the sub-optimality level, p is the smallest positive state transition probability of the nominal model, p ∈ [1,∞)
is the Wasserstein distance parameter, and Bp is the maximal value of the Wasserstein distance. Results in the infinite
horizon setting are adapted to finite horizon setting by using H instead of (1 − γ)−1, where γ is the discount factor, and
by adding an additional H to accommodate the non-stationary nature of the nominal model. The sample complexity result
of our work is uniformly better than all the existing works by a factor of |S|. Our bound also matches with the non-robust
RL lower bound in all factors, except in H .

tion approximation approaches with offline data for DR-RL
(Panaganti et al., 2022).

In this work, we develop a new model-based DR-RL algo-
rithm, Robust Phased Value Learning (RPVL) algorithm,
with provable finite-sample performance guarantees in the
tabular, finite-horizon RMDP setting. We make the stan-
dard generative model assumption used in the model-based
non-robust RL literature (Azar et al., 2013; Haskell et al.,
2016; Agarwal et al., 2020; Li et al., 2020; Kalathil et al.,
2021). More precisely, we assume that the algorithm has
access to a generative model that can generate next-state
samples for all state-action pairs according to the nomi-
nal model. We address the following important (sample
complexity) question: How many samples from the nomi-
nal model are required to learn an ϵ-optimal robust policy
with a high probability?

The closest to our work in the DR-RL literature are Yang
et al. (2021); Zhou et al. (2021); Panaganti and Kalathil
(2022). All of these works consider the infinite horizon
setting of the DR-RL problem where the nominal model is
stationary and obtains a sample complexity Õ(|S|2). How-
ever, many real-world application have non-stationary dy-
namics and are episodic in nature (Choi et al., 2009; Schul-
man et al., 2013; Zhang et al., 2020a). So, in this work, we
consider a non-stationary nominal model in a finite horizon
(episodic) DR-RL setting. The sample complexity of our
algorithm is Õ(|S| |A|H5), which is superior by a factor
|S| compared to all the above mentioned existing works.
Table 1 provides a detailed comparison of our result with
that of the existing works. We note that, a very recent work
(Shi and Chi, 2022) also considers the finite horizon DR-
RL problem but in an offline RL setting. Their sample
complexity also scales with Õ(|S|2), similar to the exist-
ing works when considering the worse-case concentrability

coefficient (Chen and Jiang, 2019; Xie and Jiang, 2020).

Our Contributions: (1) We propose a new model-based
DR-RL algorithm called RPVL algorithm inspired by the
phased value iteration (Kakade, 2003, Algorithm 4) that
takes advantage of the non-stationary dynamics in each
phase. In addition, we develop an uncertainty-set-specific
covering number argument instead of the uniform cover-
ing number argument used in the prior works. Combin-
ing these, we are able to establish the sample complexity
Õ(|S| |A|H5) for our RPVL algorithm. This not only im-
proves the existing results but also matches with that of the
non-robust RL lower bound in |S| and |A| (see Table 1).
(2) To the best of our knowledge, we provide the first-ever
sample complexity result for the DR-RL problem with the
Wasserstein uncertainty set (see Table 1).
(3) We demonstrate the performance of our RPVL algo-
rithm on the Gambler’s Problem for four different uncer-
tainty sets. We demonstrate that the learned RPVL algo-
rithm policy is robust to changes in the model parameters
for all uncertainty sets. We also show our algorithm con-
verges with regard to the sample size. Finally, with respect
to the optimality gap, we demonstrate its dependence on
the uncertainty set radius parameter.

Remark 1. (i) The term robust RL is now broadly used in
a wide variety of formulations, including in the data cor-
ruption setting (Lykouris et al., 2021) and in the adversar-
ial learning setting (Pinto et al., 2017; Zhang et al., 2020b;
Vinitsky et al., 2020; Zhang et al., 2020a). The problem
addressed in our work is fundamentally different from all
these, where we use the classical RMDP framework (Iyen-
gar, 2005; Nilim and El Ghaoui, 2005), and compare with
the existing works only using this framework. (ii) Distribu-
tionally robust optimization is now a well established area
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(Duchi and Namkoong, 2018; Chen et al., 2020; Namkoong
and Duchi, 2016), whose formulation is identical to the
classical RMDP formulation. A growing number works
(Zhou et al., 2021; Si et al., 2020; Shi and Chi, 2022) in
the RL literature hence use the terminology distribution-
ally robust to clearly establish this connection and also to
avoid possible misinterpretation with the other broad use
of the term robust RL. For the same reasons, we use the
terminology DR-RL instead of robust RL.

2 Preliminaries and Problem Formulation

Notations: ∆(S) denotes the probability simplex over
any finite set S. For any probability vector P ∈ ∆(S)
and real vector V ∈ R|S|, let PV denote the expecta-
tion Es∼P [V (s)]. For any positive integer M , [M ] de-
notes the set {1, 2, . . . ,M}. 1 denotes the vector of all
ones whose dimension is determined from context. Let
m(µ, ν) ⊆ ∆(S ×S) denote the set of all probability mea-
sures on S × S such that the marginals along first and sec-
ond dimensions are the distribution ν and µ respectively.
That is, for any ω ∈ m(µ, ν) we have ν(y) =

∫
x
ω(x, y)dx

and µ(x) =
∫
y
ω(x, y)dy.

A finite-horizon Markov Decision Process (MDP) can be
defined as a tuple (S,A, (Ph)

H
h=1, (rh)

H
h=1, H), where S

is the state space, A is the action space, H is the horizon
length, for any h ∈ [H], rh : S×A → [0, 1] is a known de-
terministic reward function, and Ph : S×A → ∆(S) is the
transition probability function at time h. For any h ∈ [H],
and Ph(s

′|s, a) represents the probability of transitioning
to state s′ when action a is taken at state s. We use Ph,s,a to
denote the |S|-dimensional probability vector taking value
Ph,s,a(s

′) := Ph(s
′|s, a) for any s′ ∈ S . We assume that

|S| and |A| are finite. When it is clear from the context, we
use the shorthand P for (Ph)

H
h=1.

A non-stationary Markov policy π = (πh)
H
h=1 is a se-

quence of decision rules such that πh : S → ∆(A) where
πh(a|s) specifies the probability of choosing action a in
state s at time h. We consider the deterministic Markov
policy class Π. That is, for any policy π ∈ Π, πh(s) is
a deterministic decision rule. For any state s ∈ S and
time h ∈ [H], we define the value function for policy π

as V π,P
h (s) := Eπ,P

[∑H
t=h rt(st, at) | sh = s, π

]
, where

ah ∼ πh(sh) and sh+1 ∼ Ph(·|sh, ah). Since we are par-
ticularly interested in the value of a policy starting from
h = 1, we denote V π,P := V π,P

1 . The optimal value func-
tion V ∗,P

h and the optimal policy π∗,P
h of an MDP with the

transition dynamics P are defined as

V ∗,P
h = max

π∈Π
V π,P
h , π∗,P

h = argmax
π∈Π

V π,P
h , ∀h ∈ [H].

Since we assume that rh(s, a) ∈ [0, 1] for all (h, s, a) ∈
[H] × S × A, it is straightforward that any value function

is bounded by Vmax := H . We denote the set of all value
functions V = {V ∈ R|S| : 0 ≤ ∥V ∥∞ ≤ H}.

(Distributionally) Robust Markov Decision Process:
A finite-horizon distributionally robust MDP (RMDP) can
be defined as a tuple M = (S,A,P, (rh)

H
h=1, H). At each

time h ∈ [H], instead of a single model, we consider the
set of models within a ball centered at the nominal model
P o ≡ (P o

h)
H
h=1. Formally, we define the uncertainty set as

P =
⊗

h,s,a∈[H]×S×A Ph,s,a such that

Ph,s,a =
{
P ∈ ∆(S) : D(P, P o

h,s,a) ≤ ρ
}
, (1)

where D(·, ·) is some distance metric between two proba-
bility measures, and ρ defines the radius of the uncertainty
set. We note that, by construction, the uncertainty set P
satisfies (s, a)-rectangularity condition (Iyengar, 2005).

Choices of Uncertainty Sets: We focus on four differ-
ent uncertainty sets - three corresponding to different f -
divergences and one corresponding to Wasserstein metric.

(i) Total variation uncertainty set: Let PTV =⊗
h,s,a PTV

h,s,a, where PTV
h,s,a is defined as in Eq. (1) with

total variation distance

DTV(P, P
o
h,s,a) = (1/2)

∥∥P − P o
h,s,a

∥∥
1
. (2)

(ii) Chi-square uncertainty set: Let Pχ =
⊗

h,s,a P
χ
h,s,a,

where Pχ
h,s,a is defined as in Eq. (1) with Chi-square dis-

tance

Dχ(P, P
o
h,s,a) =

∑
s′∈S

(P (s′)− P o
h,s,a(s

′))2

P o
h,s,a(s

′)
. (3)

(iii) Kullback-Leibler uncertainty set: Let PKL =⊗
h,s,a PKL

h,s,a, where PKL
h,s,a is defined as in Eq. (1) with

Kullback-Leibler distance

DKL(P, P
o
h,s,a) =

∑
s′∈S

P (s′)log

(
P (s′)

P o
h,s,a(s

′)

)
. (4)

(iv) Wasserstein uncertainty set: Let PW =⊗
h,s,a PW

h,s,a, where PW
h,s,a is defined as in Eq. (1)

with Wasserstein distance

DW(P, P o
h,s,a) = inf

ν∈m(P,P o
h,s,a)

∫
dp(x, y)dν(x, y), (5)

where the integration is over (x, y) ∈ S × S, p ∈ [1,∞),
and m(P, P o

h,s,a) denotes all probability measures on S×S
with marginals P and P o

h,s,a. In addition, we set Bp :=
maxs,s′ d

p(s, s′).

Robust Dynamic Programming: Under the RMDP set-
ting, for a policy π ∈ Π the robust value function V π is
defined as (Iyengar, 2005; Nilim and El Ghaoui, 2005)

V π
h (s) = inf

P∈P
V π,P
h (s), ∀(h, s) ∈ [H]× S. (6)
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The interpretation is that we evaluate a policy using the
worst possible model in the uncertainty set. For consis-
tency, we set V π

H+1 = 0 for any π ∈ Π.

The optimal robust value function and the optimal policy
are defined as, ∀(h, s) ∈ [H]× S ,

V ∗
h (s) = sup

π∈Π
V π
h (s), π∗

h = arg sup
π∈Π

V π
h (s), (7)

It is known that there exists at least one optimal determin-
istic Markov policy (Iyengar, 2005, Theorem 2.2).

To simplify the notations, denote

LPh,s,a
V = inf{PV : P ∈ Ph,s,a}. (8)

The optimal robust value function satisfies the following
robust Bellman equation (Iyengar, 2005, Theorem 2.1),

V ∗
h (s) = max

a∈A
{rh(s, a) + LPh,s,a

V ∗
h+1}, (9)

for ∀(h, s) ∈ [H]×S . From the optimal robust value func-
tion, the optimal robust policy can be calculated as

π∗
h(s) = argmax

a∈A
{rh(s, a) + LPh,s,a

V ∗
h+1}, (10)

for ∀(h, s) ∈ [H] × S . The robust dynamic programming
method involves performing the backward iteration using
Eq. (9)-Eq. (10) to find V ∗ = (V ∗)Hh=1 and π∗ = (π∗)Hh=1.

We also have the robust Bellman consistency equation
(Iyengar, 2005, Theorem 2.1) which is the extension of its
counterpart in standard MDP. For any π ∈ Π and ∀h ∈ [H],

V π
h (s) = rh(s, πh(s)) + LPh,s,πh(s)

V π
h+1, ∀s ∈ S. (11)

3 Algorithm and Sample Complexity

In order to compute V ∗ and π∗, the robust dynamic pro-
gramming method requires the knowledge of the nominal
model P o and the radius of the uncertainty set ρ. Although
ρ could be a design parameter, in most practical applica-
tions, we do not have access to the analytical form of the
nominal model P o. So, we assume that the nominal model
P o is unknown. Instead, similar to the standard non-robust
RL setting, we assume that we only have access to sam-
ples from a generative model, which, given the state-action
(s, a) and time h as inputs, will produce samples of the next
state s′ according to P o

h,s,a. We propose a model-based al-
gorithm called Robust Phased Value Learning (RPVL) al-
gorithm (Algorithm 1) to learn the optimal robust policy.

RPVL algorithm is inspired by the phased value iteration
in non-robust RL (Kakade, 2003, Algorithm 4). We first
get a maximum likelihood estimate P̂ o

h of the nominal non-
stationary model P o

h for each h ∈ [H] by following the
standard approach in the literature (Kakade, 2003, Algo-
rithm 4) (Azar et al., 2013, Algorithm 3). The term phased

Algorithm 1 Robust Phased Value Learning (RPVL)
1: Input: Uncertainty radius ρ
2: Initialize: V̂H+1 = 0
3: for h = H, . . . , 1 do
4: Compute the empirical uncertainty set P̂h,s,a for all

(s, a) ∈ (S,A) according to Eq. (12)
5: V̂h(s) = maxa(r(s, a) + LP̂h,s,a

V̂h+1), ∀s ∈ S
6: π̂h(s) = argmaxa(r(s, a) + LP̂h,s,a

V̂h+1), ∀s ∈ S
7: end for
8: Output: π̂ = (π̂h)

H
h=1

indicates that we use different independent samples to es-
timate the nominal non-stationary model P o

h for each step
(phase) h ∈ [H]. Formally, for each h ∈ [H], we gener-
ate N next-state samples corresponding to each state-action
pairs. Let Nh(s, a, s

′) be the count of the state s′ in the
N total transitions from the state-action pair (s, a) in step
h ∈ [H]. Now, the maximum likelihood estimate is given
by P̂ o

h,s,a(s
′) = Nh(s, a, s

′)/N . Given P̂ o, we can get an
empirical estimate of the uncertainty set P as,

P̂ =
⊗

h,s,a∈[H]×S×A

P̂h,s,a, where, (12)

P̂h,s,a =
{
P ∈ ∆(S) : D(P, P̂ o

h,s,a) ≤ ρ
}
,

where D is one of the metrics specified in Eq. (2) - Eq. (5).

For finding an approximately optimal robust pol-
icy, we now consider the empirical RMDP M̂ =
(S,A, P̂, (rh)

H
h=1, H) and perform robust dynamic pro-

gramming as given in Eq. (9)-Eq. (10). We formally give
our proposed approach in Algorithm 1.

3.1 Sample Complexity Results

Now we give the sample complexity results for all uncer-
tainty sets based on the metrics specified in Eq. (2) - Eq. (5).
We note that the total number of samples needed in the
RPVL algorithm is Ntotal = N |S| |A|H .
Theorem 1 (TV uncertainty set.). Consider a finite-
horizon RMDP with a total variation uncertainty set PTV.
Fix δ ∈ (0, 1), ρ > 0, and ϵ ∈ (0, 8H). Consider the RPVL
algorithm, with the total number of samples Ntotal ≥ NTV,
where

NTV =
8H5 |S| |A|

ϵ2
· log

(
32H3 |S| |A|

ϵδ

)
.

Then, ∥V ∗
1 − V π̂

1 ∥∞ ≤ ϵ, with probability at least 1− δ.

Remark 2 (Comparison with the sample complexity of
the non-robust RL). It is known from the non-robust
non-stationary RL literature (Azar et al., 2013) that, for
ϵ ∈ (0, 1), no algorithm can learn an ϵ-optimal policy
with fewer than Ω̃(|S| |A|H4/ϵ2) samples. Recently, Li
et al. (2020) settled this sample complexity question with a
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matching lower and upper bound Θ̃(|S| |A|H4/ϵ2) for the
full range of accuracy level ϵ ∈ (0, H). Our sample com-
plexity bound given in Theorem 1 for the distributionally
robust RL is Õ(|S| |A|H5/ϵ2), which matches with that
of the non-robust RL bound in |S|, |A| and also accommo-
dates the full range of accuracy level (0, H), albeit worse
by a factor H .
Theorem 2 (Chi-square uncertainty set). Consider a finite-
horizon RMDP with a chi-square uncertainty set Pχ. Fix
δ ∈ (0, 1), ρ > 0, and ϵ ∈ (0, 8H). Consider the RPVL
algorithm, with the total number of samples Ntotal ≥ Nχ,
where

Nχ =
128C4

ρH
5 |S| |A|

(Cρ − 1)2ϵ2
· log

2H |S| |A| (1 + 8CρH
2

ϵ(Cρ−1)
)

δ

 ,

and where Cρ =
√
1 + ρ. Then, ∥V ∗ − V π̂∥∞ ≤ ϵ with

probability at least 1− δ.

We note that Remark 2 holds for the above theorem also.

For KL uncertainty set, we present two results.
Theorem 3 (KL uncertainty set). Consider a finite-horizon
RMDP with a KL uncertainty set PKL. Fix δ ∈ (0, 1),
ρ > 0, and ϵ ∈ (0, H). Consider the RPVL algorithm, with
the total number of samples Ntotal ≥ NKL, where

NKL =
2exp (3H/λ)H5 |S| |A|

ρ2ϵ2
· log

(
8H |S| |A|

λδ

)
,

and λ is a problem dependent parameter independent of
NKL, then ∥V ∗−V π̂∥∞ ≤ ϵ with probability at least 1−δ.

We note that the sample complexity of the above result
for the KL uncertainty set is worse by a term exp (3H/λ)
when compared to Theorem 1 and Theorem 2. We note
that this exponential dependence on H is observed in the
prior works also (Panaganti and Kalathil, 2022; Zhou et al.,
2021). We can, however, replace the exponential depen-
dence on horizon with a problem dependent constant as
stated in the the results below.
Theorem 4 (KL uncertainty set). Consider a finite-horizon
RMDP with a KL uncertainty set PKL. Fix δ ∈ (0, 1),
ρ > 0, and ϵ ∈ (0, H). Consider the RPVL algorithm, with
the total number of samples Ntotal ≥ N ′

KL, where

N ′
KL =

2H5 |S| |A|
ρ2p2ϵ2

· log
(
2H |S|2 |A|

δ

)
,

and where p = mins′,s,a,h:P o
h (s′|s,a)>0 P

o
h(s

′|s, a). Then,
∥V ∗ − V π̂∥∞ ≤ ϵ with probability at least 1− δ.

The sample complexity of the RPVL algorithm with the
KL uncertainty set here is Õ(|S| |A|H5/ρ2p2ϵ2). We note
that p is a problem dependent constant and can be arbi-
trarily low. So, 1/p2 can even be larger than exp (3H/λ).
So, this also does not offer a definitive answer to the ques-
tion of finding a problem-independent sample complexity

bound for the KL uncertainty set, which is still an open
question. We, however, emphasize that our sample com-
plexity bounds given in Theorem 3 and Theorem 4 are su-
perior compared to the existing results by a factor of |S|
(see Table 1 for details). In addition, Remark 2 holds for
both Theorem 3 and Theorem 4.

Theorem 5 (Wasserstein uncertainty set). Consider a
finite-horizon RMDP with a Wasserstein uncertainty set
PW. Fix δ ∈ (0, 1), ρ > 0, and ϵ ∈ (0, H). Con-
sider the RPVL algorithm, with the total number of samples
Ntotal ≥ NW, where

NW =
8H5 |S| |A| (Bp + ρp)2

ρ2pϵ2
·

log

(
16H2 |S| |A| (HBp + (H ∨ ρp))

ρpδϵ

)
.

Then, ∥V ∗ − V π̂∥∞ ≤ ϵ with probability at least 1− δ.

We note that Remark 2 also holds for the Wasserstein
uncertainty set case as the sample complexity here is
Õ((Bp + ρp)2 |S| |A|H5/ρ2pϵ2).

4 Sample Complexity Analysis

Here we briefly explain the key analysis ideas of RPVL
algorithm for obtaining the sample complexity in Theo-
rem 1 - Theorem 5. The complete proofs are provided in
Appendix B.1 - Appendix B.5.

Step 1: To bound ∥V ∗
1 − V π̂

1 ∥∞, we split it up using the
RPVL algorithm value function V̂1 as ∥V ∗

1 − V π̂
1 ∥∞ ≤

∥V ∗
1 − V̂1∥∞ + ∥V̂1 − V π̂

1 ∥∞. This split is useful since
it is easier to bound these individually. We now state a re-
sult (Yang et al., 2021; Panaganti and Kalathil, 2022; Shi
and Chi, 2022) which shows Lipschitz property of opera-
tors LPh,s,a

and LP̂h,s,a
for all h, s, a ∈ [H]× S ×A.

Lemma 1 (Panaganti and Kalathil, 2022, Lemma 1). For
any h, s, a ∈ [H] × S × A and for any V1, V2 ∈ R|S|,
we have |LPh,s,a

V1 − LPh,s,a
V2| ≤ ∥V1 − V2∥∞ and

|LP̂h,s,a
V1 − LP̂h,s,a

V2| ≤ ∥V1 − V2∥∞.

Using this and the robust Bellman equations Eq. (9) and
Eq. (11) in tandem, we can establish the recursion

∥V ∗
h − V̂h∥∞ ≤ ∥V ∗

h+1 − V̂ ∗
h+1∥∞

+max
h,s,a

∣∣∣LPh,s,a
V̂h+1 − LP̂h,s,a

V̂h+1

∣∣∣ ,
∥V π̂

h − V̂h∥∞ ≤ ∥V π̂
h+1 − V̂h+1∥∞

+max
h,s,a

∣∣∣LPh,s,a
V̂h+1 − LP̂h,s,a

V̂h+1

∣∣∣ .
Using the consistency of robust value functions at H + 1,
i.e., V π

H+1 = 0 for any π ∈ Π and V̂H+1 = 0, from the
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recursion on h, we finally obtain

∥V ∗
1 −V π̂

1 ∥∞
≤ 2Hmax

h,s,a
|LPh,s,a

V̂h+1 − LP̂h,s,a
V̂h+1|. (13)

Step 2: This is the crucial step where we develop con-
centration inequality bounds for maxh,s,a|LPh,s,a

V̂h+1 −
LP̂h,s,a

V̂h+1| in Eq. (13). We emphasize that this step
is different and depends on the structure of LPh,s,a

and
LP̂h,s,a

for all uncertainty sets considered in this work.

Obtaining a bound for maxh,s,a|LPh,s,a
V̂h+1 −

LP̂h,s,a
V̂h+1| is the most challenging part of our analysis.

In the non-robust setting, this will be equivalent to the
error term P o

h,s,aV − P̂h,s,aV , which is unbiased and can
be easily bounded using concentration inequalities. In the
distributionally robust setting, establishing such a concen-
tration is not immediate because the nonlinear nature of
the function L(·) leads to E[LP̂h,s,a

V̂h+1] ̸= LPh,s,a
V̂h+1.

We note that the previous works (Panaganti and Kalathil,
2021b; Yang et al., 2021; Zhou et al., 2021; Panaganti
and Kalathil, 2022; Shi and Chi, 2022) also develop such
concentration inequalities for the distributionally robust
setting. But all of them rely on developing the uniform
bounds over the value function space yielding worse
sample complexity with an extra |S| factor. Instead, our
strategy is to get amenable concentration inequalities with
novel covering number arguments Propositions 2, 4, 6
and 9. In our analyses, we also make use of an important
RPVL algorithm property that V̂h+1 is independent of
P̂ o
h,s,a by construction. We emphasize that this is the first

work to use this property in the DR-RL literature. This
technique is inspired by (Kakade, 2003, Theorem 2.5.1) in
robust RL literature. Below, we outline the analysis of the
Step 2 separately for all the uncertainty sets.

Total Variation Uncertainty Set: We first state a result
which gives an equivalent dual form characterization for
the optimization problem LPh,s,a

V , where Ph,s,a is the to-
tal variation uncertainty set PTV

h,s,a.

Proposition 1 (Panaganti et al., 2022, Lemma 5 ). Con-
sider an RMDP M with the total variation uncertainty set
PTV. Fix any h, s, a ∈ [H]× S × A. For any value func-
tion V ∈ V , the inner optimization problem LPTV

h,s,a
V has

the following equivalent form

LPTV
h,s,a

V = − inf
η∈[0,2H/ρ]

Es′∼P o
h (·|s,a) [(η − V (s′))+]

+
(
η − inf

s′′∈S
V (s′′)

)
+
· ρ− η.

Remark 3. We remark that the dual form of the optimiza-
tion problem LPTV

h,s,a
V above is a single variable convex

optimization problem. This result hence is useful for both
the analysis of sample complexity bound and for the prac-
tical implementation of our RPVL algorithm.

Now we develop our main concentration inequality result
based on Proposition 1 and the RPVL algorithm property
that V̂h+1 is independent of P̂ o

h,s,a by construction.

Proposition 2. Fix any h, s, a ∈ [H] × S × A. For
any θ, δ ∈ (0, 1) and ρ ∈ (0, 1], we have, with prob-
ability at least 1 − δ, |LPTV

h,s,a
V̂h+1 − LP̂TV

h,s,a
V̂h+1| ≤

2θ +
√
H2log (4H/(θδ))/(2N).

Remark 4. We note that the θ here is a covering number
argument parameter (see Lemma 6) which is a novel devel-
opment made in this work which also enabled us to improve
the sample complexity.

Finally, the proof of Theorem 1 is now complete by the
application of uniform bound over the [H]×S ×A space,
combined with Eq. (13).

Chi-square Uncertainty Set: We first develop the dual
reformulation version of LPχ

h,s,a
V by adapting the tech-

niques from distributionally robust optimization (Duchi
and Namkoong, 2018).

Proposition 3. Consider an RMDP M with the chi-square
uncertainty set Pχ. Fix any h, s, a ∈ [H] × S × A. For
any value function V ∈ V , the inner optimization problem
LPχ

h,s,a
V has the following equivalent form

LPχ
h,s,a

V

= − inf
η∈Ξ

{
Cρ

√
Es′∼P o

h (·|s,a) [(η − V (s′))2]− η
}
,

where Ξ = [0, CρH/(Cρ − 1)] and Cρ =
√
ρ+ 1.

Remark 3 hold here as well. Now we develop our main
concentration inequality result based on Proposition 3 and
the RPVL algorithm property that V̂h+1 is independent of
P̂ o
h,s,a by construction.

Proposition 4. Fix any h, s, a ∈ [H] × S × A. For any
θ, δ ∈ (0, 1) and ρ > 0, we have, with probability at least
1− δ,

|LPχ
h,s,a

V̂h+1 − LP̂χ
h,s,a

V̂h+1| ≤ 2θ+

√
2C2

ρH

(Cρ − 1)
√
N

(√
log

(
2(1 + CρH/(θ(Cρ − 1)))

δ

)
+ 1
)
.

Remark 4 holds here as well (see Lemma 10). Finally, the
proof of Theorem 2 is now complete by the application of
uniform bound over the [H]×S×A space, combined with
Eq. (13).

KL Uncertainty Set: Here also, the first step is to for-
mulate the dual version of LPKL

h,s,a
V as given below.

Proposition 5. Consider an RMDP M with the chi-square
uncertainty set PKL. Fix any h, s, a ∈ [H] × S × A. For
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any value function V ∈ V , the inner optimization problem
LPKL

h,s,a
V has the following equivalent form

LPKL
h,s,a

V = − inf
λ∈[0,H/ρ]

(
λρ

+ λlog

(
Es′∼P o

h (·|s,a)

[
exp

(
−V (s′)

λ

)]))
.

Now we develop our main concentration inequality result
based on Proposition 5 and the RPVL algorithm property
that V̂h+1 is independent of P̂ o

h,s,a by construction.

Proposition 6. Fix any h, s, a ∈ [H] × S × A. For
any θ, δ ∈ (0, 1) and ρ > 0, we have, with proba-
bility at least 1 − δ, |LPKL

h,s,a
V̂h+1 − LP̂KL

h,s,a
V̂h+1| ≤

H
ρ exp (H/λ) exp (θH)

√
log (4/(θλδ))/(2N).

Remark 4 holds here as well (see Lemma 14). Finally, the
proof of Theorem 3 is now complete by the application of
uniform bound over the [H]×S×A space, combined with
Eq. (13).

To prove Theorem 4, we follow similar steps above. We
develop our main concentration inequality result based on
Proposition 5, which now depends on p, and the RPVL
algorithm property that V̂h+1 is independent of P̂ o

h,s,a by
construction.

Proposition 7. Fix any h, s, a ∈ [H] × S × A. For
any δ ∈ (0, 1) and ρ > 0, we have, with proba-
bility at least 1 − δ, |LPKL

h,s,a
V̂h+1 − LP̂KL

h,s,a
V̂h+1| ≤

(H/ρ)
√
log (2 |S| /δ)/(2Np2).

We note that the covering number argument is avoided for
this result. Finally, the proof of Theorem 4 is now complete
by the application of uniform bound over the [H]×S ×A
space, combined with Eq. (13).

Wasserstein Uncertainty Set: We make use of the re-
cent results (Gao and Kleywegt, 2022) on Wasserstein dis-
tributionally robust optimization in order to develop the
dual reformulation of LPW

h,s,a
V as given below.

Proposition 8. Consider an RMDP M with the Wasser-
stein uncertainty set PW. Fix any h, s, a ∈ [H] × S × A.
For any value function V ∈ V , the inner optimization prob-
lem LPW

h,s,a
V has the following equivalent form

LPW
h,s,a

V = − inf
λ∈[0,H/ρp]

(
λρp

− Es′∼P o
h (·|s,a)[ inf

s′′∈S
{V (s′′) + λdp(s′′, s′)}]

)
.

Now we develop our main concentration inequality result
based on Proposition 8 and the RPVL algorithm property
that V̂h+1 is independent of P̂ o

h,s,a by construction.

Proposition 9. Fix any h, s, a ∈ [H] × S × A. For any
θ, δ ∈ (0, 1) and ρ > 0, we have, with probability at least
1− δ,

|LPW
h,s,a

V̂h+1 − LP̂W
h,s,a

V̂h+1| ≤ 2θ+

H(Bp + ρp)

ρp

√√√√ log
(

2HBp+2(H∨ρp)
ρpθδ

)
2N

.

Remark 4 holds here as well (see Lemma 16). The proof of
Theorem 5 is now complete by the application of uniform
bound over the [H]×S×A space, combined with Eq. (13).

5 Experiments

We evaluate the performance of our algorithm on the Gam-
bler’s Problem environment (Sutton and Barto, 2018, Ex-
ample 4.3). This environment is also used in the prior
DR-RL works (Zhou et al., 2021; Panaganti and Kalathil,
2021b; Shi and Chi, 2022).

Gambler’s Problem: In the gambler’s problem, a gam-
bler starts with a random balance and makes bets on a se-
quence of coin flips, winning the stake with heads and los-
ing with tails. The game allows H total number of bets.
The game also ends when the gambler’s balance is either
0 or 50. This problem can be formulated as an episodic
finite-horizon MDP, with a state space S = {0, 1, . . . , 50}
and an action space A = {0, 1, . . . ,min{s, 50 − s}} at
each state s. We set the horizon as H = 50. We denote the
heads-up probability as ph. Note that this particular MDP
has a stationary transition kernel: ph remains the same for
all h ∈ H. The gambler receives a reward of 1 if s = 50.
The reward is 0 for all other cases. We use poh = 0.6 as the
nominal model for training the algorithm unless we men-
tion otherwise.

We study the following characteristics of the RPVL:
(1) Convergence rate of the RPVL algorithm with respect
to number of samples N . For each uncertainty set, we
train the RPVL policy π̂(N) with sample sizes N =
100, 300, 1000, 3000, 5000. We demonstrate the conver-
gence by plotting the sub-optimality gap ∥V ∗ − V π̂(N)∥
against N . We also plot 1/

√
N for reference as our re-

sults show that the sub-optimality gap is upper bounded by
some function of order 1/

√
N with different coefficients

for different uncertainty sets. Hence, we normalize the sub-
optimality gap values of each uncertainty set by dividing
maximum gap value respectively. As shown in the left plot
in Fig. 1, the robust policies of all four uncertainty sets
converge to their respective robust optimal policies when
N increases.
(2) Effect of robustness parameter ρ. To show this, we con-
sider the Wasserstein uncertainty set. We fix N = 1000 and
train policies with poh = 0.6 and ρ = 0.05, 0.1, 0.2, 0.3. In
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Figure 1: Convergence of RPVL algorithm. The left plot shows the rate of convergence with respect to the number of sample
N . The middle plot shows the level of robustness of Wasserstein robust policies in testing environments with perturbed
model parameter ph. The right plot shows how sub-optimality gap changes with respect to the robustness parameter ρ.
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Figure 2: Robustness fairness. In each of the four plots, policies are trained with the nominal heads-up probability poh. Each
plot shows the level of robustness of the policies in perturbed testing environments with different heads-up probability ph.

the middle plot in Fig. 1, it can be seen that the policies
trained with lower ρ perform similarly to how non-robust
optimal policy performs. As ρ increases, robust policies
achieve better winning rate across the perturbed testing en-
vironments with ph ≤ 0.5. When ph = 0.6, the testing
environment coincides with the training environment, and
the optimality of non-robust optimal policy guarantees its
optimal performance.
(3) Dependence on ρ. When proving the main theo-
rems, we find that the upper bound of the sub-optimality
gap is some function of ρ, i.e., of order 1/ρ for TV,
KL, and Wasserstein and of order ρ+1√

ρ+1−1
for Chi-square.

We fix N = 100 and perform policy evaluation on the
RPVL policies trained with robustness parameter ρ in
{0.1, 0.15, . . . , 0.4}. Note that these upper bounds have
different coefficients for different uncertainty sets. Hence,
we normalize the sub-optimality gap values in the same
way as we do in (1). As shown in the right plot of Fig.
1, the upper bound for sub-optimality gap is indeed of the
order we theorize in the proofs.
(4) Why is robust policy robust? Our answer follows from
the analysis of Gambler’s Problem in (Zhou et al., 2021).
When the training poh is less than 0.5, there is a family of
optimal policies that achieve a winning ratio that equals to
the testing ph, and both the non-robust dynamic program-

ming and RPVL algorithm find such strategy (as shown in
the 1st plot in Fig. 2). However, when poh ≥ 0.5, there is
a unique non-robust optimal policy: simply bet one dollar
at each coin flip. This explains that when the testing ph in-
creases, the winning ratio increases fast for the non-robust
optimal policy, and hence it has an S-shaped curve. On the
other hand, for all the robust policies with ρ = 0.2, the un-
certainty sets contain adversarial models with ph < 0.5.
Thus, all four robust policies still learn the conservative
betting strategy (as shown in 2nd plot in Fig. 2). Next,
when the training poh = 0.7, an uncertainty set with ra-
dius ρ = 0.2 may or may not include the adversarial model
with ph < 0.5 depending on how it measures the distance
between probability measures and hence produces policies
behaving differently (as shown in 3rd plot in Fig. 2). Lastly,
in 4th plot in Fig. 2, since the uncertainty sets are centered
way beyond ph = 0.5, all four robust policies converge to
the strategy used by non-robust optimal policy. This tells
us an important characteristic of robust policies: if uncer-
tainty set is well designed so that it includes meaningful
adversarial models, then the corresponding robust policy
will manifest robustness.

Remark 5. We would like to emphasize that our work is
primarily a theoretical contribution, addressing the funda-
mental sample complexity question of tabular (finite state
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and finite action) distributionally robust RL. So, the goal
of this experiments section is mainly to validate the perfor-
mance our RPVL algorithm in tabular environment. High
dimensional continuous control tasks, such as the MuJoCo
environment used in deep RL works, are not tabular and
cannot be solved by the tabular methods, including ours.
So, we do not consider such continuous control benchmark
tasks in this works. We note that the prior works in DR-RL
have also considered only tabular environments for exper-
iments (Zhou et al., 2021; Panaganti and Kalathil, 2021b;
Shi and Chi, 2022).

6 Conclusion

In this paper, we propose the Robust Phased Value Learn-
ing algorithm. Our RPVL algorithm approximates the ro-
bust Bellman updates in the standard robust dynamic pro-
gramming, which is a model-based robust reinforcement
learning algorithm. For four distinct uncertainty sets - total
variation, chi-square, Kullback-Leibler, and Wasserstein -
we present sample complexity results of the learned pol-
icy with regard to the optimal robust policy. In order to
highlight the theoretical features of the RPVL algorithm,
we showcase its performance on the Gambler’s Problem
environment.

This work aims to provide tighter sample complexity re-
sults for the finite-horizon robust reinforcement learning
problem in the finite state space and action space regime.
In comparison to other known prior works, the analyses of
our RPVL algorithm provide an improvement in the sample
complexity by a factor of |S| uniformly for all uncertainty
sets. We leave the investigation for factor H improvement
to our future work.
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Lemma 2 (Hoeffding’s inequality (see Boucheron et al., 2013, Theorem 2.8)). Let X1, . . . , Xn be independent random
variables such that Xi takes its values in [ai, bi] almost surely for all i ≤ n. Let

S =

n∑
i=1

(Xi − E [Xi]).

Then for every t > 0,

P (S ≥ t) ≤ exp

(
− 2t2∑n

i=1(bi − ai)2

)
.

Furthermore, if X1, . . . , Xn are a sequence of independent, identically distributed random variables with mean µ. Let
Xn = 1

n

∑n
i=1 Xi. Suppose that Xi ∈ [a, b], ∀i. Then for all t > 0

P
(∣∣Xn − µ

∣∣ ≥ t
)
≤ 2exp

(
− 2nt2

(b− a)2

)
.

Lemma 3 (Boucheron et al., 2013, Theorem 6.10). Let h : Rn → R be convex or concave and L-Lipschitz with respect to
∥·∥2. Let Zi be independent random variables with Zi ∈ [a, b]. Z1:n denotes the data vector (Z1, . . . , Zn)

T . For t ≥ 0,

P (|h(Z1:n)− E [h(Z1:n)]| ≥ t) ≤ 2exp

(
− t2

2L2(b− a)2

)
.

Lemma 4 (Duchi and Namkoong, 2018, Lemma 7). The map Rn ∋ y 7→ ( 1n
∑n

i=1|yi|k∗)
1
k∗ is n− 1

k∗∨2 -Lipschitz with
respect to ∥·∥2.
Lemma 5 (Duchi and Namkoong, 2018, Lemma 8). Let k∗ ∈ [1,∞) and let Yi be an i.i.d. sequence of random variables
satisfying E

[
|Y |2k∗

]
≤ Ck∗E

[
|Y |k∗

]
for some C ∈ R+. For any k∗ ∈ [1,∞), we have

E

( 1

n

n∑
i=1

|Yi|k∗

) 1
k∗
 ≥ E

[
|Y |k∗

] 1
k∗ − 2

k

√
Cn− 1

k∗∨2 ,

where k = k∗/(k∗ − 1) is the conjugate exponent of k∗.

A.1 Distributionally Robust Optimization (DRO) Results

The Total Variation, Chi-square, and Kullback-Liebler uncertainty sets are constructed with the f -divergence. The f -
divergence between the distributions P and P o is defined as

Df (P ∥ P o) =

∫
f

(
dP

dP o

)
dP o, (14)

where f is a convex function (Csiszár, 1963; Moses and Sundaresan, 2011). We obtain different divergences for different
forms of the function f , including some well-known divergences. For example, f(t) = |t − 1|/2 gives Total Variation,
f(t) = (t− 1)2 gives chi-square, and f(t) = tlog (t) gives Kullback-Liebler.

Let P o be a distribution on the space X and let l : X → R be a loss function. We have the following result from the
distributionally robust optimization literature, see e.g., (Duchi and Namkoong, 2018, Proposition 1) and (Shapiro, 2017,
Section 3.2).
Proposition 10. Let Df be the f -divergence as defined in (14). Then,

sup
Df (P∥P o)≤ρ

EP [l(X)] = inf
λ>0,η∈R

EP o

[
λf∗

(
l(X)− η

λ

)]
+ λρ+ η, (15)

where f∗(s) = supt≥0{st− f(t)} is the Fenchel conjugate.

Note that on the right hand side of (15), the expectation is taken only with respect to P o. We will use the above result to
derive the dual reformulation of the robust Bellman operator.
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B Proof of the Theorems

B.1 Proof of Theorem 1

Here we provide the proofs of supporting lemmas and that of Theorem 1.

Lemma 6 (Covering number (TV)). Given a value function V ∈ V , let UV = {(η · 1−V )+ : η ∈ [0, H]}. Fix any
θ ∈ (0, 1). Denote

NV (θ) = {(η · 1−V )+ : η ∈ {θ, 2θ, . . . , Nθ · θ}} ,

where Nθ = ⌈H/θ⌉. Then NV (θ) is a θ-cover for UV with respect to ∥·∥∞, and its cardinality is bounded as |NV (θ)| ≤
2H/θ. Furthermore, for any ν ∈ NV (θ), we have ∥ν∥∞ ≤ H .

Proof. First, Nθ = ⌈H/θ⌉ is the minimal number of subintervals of length θ needed to cover [0, H]. Denote Ji =
[(i− 1)θ, iθ) to be the i-th subinterval, 1 ≤ i ≤ Nθ. Fix some µ ∈ UV . Then µ = (η ·1−V )+. Without loss of generality,
assume this particular η ∈ Ji. Let ν = ((iθ) · 1−V )+. Now, for any s ∈ S,

|ν(s)− µ(s)| = |(iθ − V (s))+ − (η − V (s))+|
(a)

≤ |iθ − V (s)− η + V (s)|
≤ |iθ − (i− 1)θ| = θ,

where (a) follows from iθ > η and the fact that max {x, 0} − max {y, 0} ≤ x − y , if x > y. Taking maximum with
respect to s on both sides, we get ∥ν − µ∥∞ ≤ θ. Since ν ∈ NV (θ), this suggests NV (θ) is a θ-cover for UV . The
cardinality bound directly follows from

|NV (θ)| = Nθ = ⌈H/θ⌉ ≤ H/θ + 1 ≤ 2H/θ,

where the last inequality is due to 0 < θ < 1 ≤ H . Now, for any ν ∈ NV (θ), we can establish the following

ν = (η · 1−V )+ ≤ (H 1−V )+ ≤ H,

where the inequality is element-wise.

Lemma 7. Fix any (h, s, a) ∈ [H] × S × A. Fix any value function V ∈ V . Let NV (θ) be the θ-cover of UV =
{(η · 1−V )+ : η ∈ [0, H]} as described in Lemma 6. We then have

sup
η∈[0,H]

∣∣∣Es′∼P̂ o
h (·|s,a) [(η − V (s′))+]− Es′∼P o

h (·|s,a) [(η − V (s′))+]
∣∣∣ ≤ max

ν∈NV (θ)
|P̂ o

h,s,aν − P o
h,s,aν|+ 2θ.

Proof. For any µ ∈ UV , there exists ν ∈ NV (θ) such that ∥µ− ν∥∞ ≤ θ. Now for such particular µ and ν, we have

|P̂ o
h,s,aµ− P o

h,s,aµ| ≤ |P̂ o
h,s,aµ− P̂ o

h,s,aν|+ |P̂ o
h,s,aν − P o

h,s,aν|+
∣∣P o

h,s,aν − P o
h,s,aµ

∣∣
≤ ∥P̂ o

h,s,a∥1 ∥µ− ν∥∞ + |P̂ o
h,s,aν − P o

h,s,aν|+
∥∥P o

h,s,a

∥∥
1
∥ν − µ∥∞

≤ max
ν∈NV (θ)

|P̂ o
h,s,aν − P o

h,s,aν|+ 2θ.

Taking maximum over UV on both sides, we get

sup
µ∈UV

|P̂ o
h,s,aµ− P o

h,s,aµ| ≤ max
ν∈NV (θ)

|P̂ o
h,s,aν − P o

h,s,aν|+ 2θ.

Now note that by the definition of UV , we have

sup
η∈[0,H]

∣∣∣Es′∼P̂ o
h (·|s,a) [(η − V (s′))+]− Es′∼P o

h (·|s,a) [(η − V (s′))+]
∣∣∣ = sup

µ∈UV

|P̂ o
h,s,aµ− P o

h,s,aµ|.

The desired result directly follows.
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Lemma 8. Fix any value function V ∈ V and fix (h, s, a) ∈ [H]× S ×A. For any θ, δ ∈ (0, 1) and ρ > 0, we have, with
probability at least 1− δ, ∣∣∣LPh,s,a

V − LP̂h,s,a
V
∣∣∣ ≤√H2log (4H/θδ)

2N
+ 2θ,

where N is the number of samples used to approximate P o
h,s,a.

Proof. Fix any value function V ∈ V and (h, s, a) ∈ [H]× S ×A. From Proposition 1, we have

LPh,s,a
V = − inf

η∈[0,2H/ρ]

{
Es′∼P o

h (·|s,a) [(η − V (s′))+] +
(
η − inf

s′′∈S
V (s′′)

)
+
· ρ− η

}
,

LP̂h,s,a
V = − inf

η∈[0,2H/ρ]

{
Es′∼P̂ o

h (·|s,a) [(η − V (s′))+] +
(
η − inf

s′′∈S
V (s′′)

)
+
· ρ− η

}
.

Fix any ρ > 0. Now it follows that∣∣∣LPh,s,a
V − LP̂h,s,a

V
∣∣∣ = ∣∣∣∣∣ inf

η∈[0,2H/ρ]

{
Es′∼P̂ o

h (·|s,a) [(η − V (s′))+] +
(
η − inf

s′′∈S
V (s′′)

)
+
· ρ− η

}

− inf
η∈[0,2H/ρ]

{
Es′∼P o

h (·|s,a) [(η − V (s′))+] +
(
η − inf

s′′∈S
V (s′′)

)
+
· ρ− η

} ∣∣∣∣∣
(a)

≤ sup
η∈[0,2H/ρ]

∣∣∣Es′∼P̂ o
h (·|s,a) [(η − V (s′))+]− Es′∼P o

h (·|s,a) [(η − V (s′))+]
∣∣∣

≤ max

{
sup

η∈[0,H]

∣∣∣Es′∼P̂ o
h (·|s,a) [(η − V (s′))+]− Es′∼P o

h (·|s,a) [(η − V (s′))+]
∣∣∣ ,

sup
η∈[H,2H/ρ]

∣∣∣Es′∼P̂ o
h (·|s,a) [(η − V (s′))+]− Es′∼P o

h (·|s,a) [(η − V (s′))+]
∣∣∣}

(b)
= max

{
sup

η∈[0,H]

∣∣∣Es′∼P̂ o
h (·|s,a) [(η − V (s′))+]− Es′∼P o

h (·|s,a) [(η − V (s′))+]
∣∣∣ ,

∣∣∣Es′∼P̂ o
h (·|s,a) [V (s′)]− Es′∼P o

h (·|s,a) [V (s′)]
∣∣∣}

(c)

≤ max

{
max

ν∈NV (θ)
|P̂ o

h,s,aν − P o
h,s,aν|+ 2θ,

∣∣∣Es′∼P̂ o
h (·|s,a) [V (s′)]− Es′∼P o

h (·|s,a) [V (s′)]
∣∣∣} ,

(16)

where (a) follows from the fact that |infx f(x)− infx g(x)| ≤ supx |f(x)− g(x)|. For (b), recall that ∥V ∥∞ ≤ H for
any V ∈ V . Hence, the term η − V (s′) is always non-negative for η ∈ [H, 2H/ρ], which cancels out by linearity of
the expectation. (c) follows from applying Lemma 7 to the first term. Recall that all ν ∈ NV (θ) is upper bounded by
νmax := H . Now we can apply Hoeffding’s inequality (Lemma 2) to the first term in Eq. (16):

P
(
|P̂ o

h,s,aν − P o
h,s,aν| ≥ ϵ

)
≤ 2exp

(
−2Nϵ2

ν2max

)
= 2exp

(
−2Nϵ2

H2

)
, ∀ϵ > 0.

Now choose ϵ =
√

H2log(2|NV (θ)|/δ)
2N and recall that |NV (θ)| ≤ 2H/θ from Lemma 6. We have

P

(∣∣∣P̂ o
h,s,aν − P o

h,s,aν
∣∣∣ ≥√H2log (4H/θδ)

2N

)
≤ P

(∣∣∣P̂ o
h,s,aν − P o

h,s,aν
∣∣∣ ≥√H2log (2 |NV (θ)| /δ)

2N

)

≤ δ

|NV (θ)|
.

Applying a union bound over NV (θ), we get

max
ν∈NV (θ)

|P̂ o
h,s,aν − P o

h,s,aν| ≤
√

H2log (4H/θδ)

2N
, (17)
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with probability at least 1 − δ. Now we can also apply Hoeffding’s inequality to the second term in Eq. (16). Recall that
any value function is bounded by Vmax := H . We have

|P̂ o
h,s,aV − P o

h,s,aV | ≤
√

H2log (2/δ)

2N
, (18)

with probability at least 1− δ. Combining Eq. (16) - Eq. (18) completes the proof.

Corollary 1. Lemma 8 holds true for any random vector V̂ independent of P̂ o
h,s,a.

Proof. Note that Lemma 8 holds true for any fixed value function V . It is then true for any realization of the random vector
V̂ . Now since V̂ is independent of P̂ o

h,s,a, the result directly follows from the law of total probability.

Proof of Proposition 2. Recall that V̂h+1 is independent of P̂ o
h,s,a by construction. The result directly follows from Lemma

8 and Corollary 1.

We now have all the ingredients to prove our main result.

Proof of Theorem 1. The proof is inspired by the proof of (Kakade, 2003, Theorem 2.5.1). Recall that the optimal robust
value function of the RMDP M = (S,A,P, (rh)

H
h=1, [H]) is characterized by a set of functions {V ∗

h }Hh=1. Also, at each
time h, the RPVL algorithm outputs π̂h and V̂h. Now,

∥V ∗
1 − V π̂

1 ∥∞ ≤ ∥V ∗
1 − V̂1∥∞ + ∥V̂1 − V π̂

1 ∥∞. (19)

Step 1: bounding V ∗
1 − V̂1 in Eq. (19). For any state s ∈ S and time h ∈ [H], we have∣∣∣V ∗

h (s)− V̂h(s)
∣∣∣ = ∣∣∣max

a

{
rh(s, a) + LPh,s,a

V ∗
h+1

}
−max

a

{
rh(s, a) + LP̂h,s,a

V̂h+1

}∣∣∣
(a)

≤ max
a

∣∣∣LPh,s,a
V ∗
h+1 − LP̂h,s,a

V̂h+1

∣∣∣
≤ max

a

∣∣∣LPh,s,a
V ∗
h+1 − LPh,s,a

V̂h+1

∣∣∣+max
a

∣∣∣LPh,s,a
V̂h+1 − LP̂h,s,a

V̂h+1

∣∣∣
(b)

≤
∥∥∥V ∗

h+1 − V̂h+1

∥∥∥
∞

+max
a

∣∣∣LPh,s,a
V̂h+1 − LP̂h,s,a

V̂h+1

∣∣∣
≤
∥∥∥V ∗

h+1 − V̂h+1

∥∥∥
∞

+max
h,s,a

∣∣∣LPh,s,a
V̂h+1 − LP̂h,s,a

V̂h+1

∣∣∣ ,
where (a) follows from |maxx f(x) − max g(x)| ≤ maxx|f(x) − g(x)|. (b) follows from Lemma 1. Taking maximum
over S, we get ∥∥∥V ∗

h − V̂h

∥∥∥
∞

≤
∥∥∥V ∗

h+1 − V̂ ∗
h+1

∥∥∥
∞

+max
h,s,a

∣∣∣LPh,s,a
V̂h+1 − LP̂h,s,a

V̂h+1

∣∣∣ . (20)

Now we use the trivial fact that V ∗
H+1 = 0 = V̂H+1 and recursively apply Eq. (20) to get∥∥∥V ∗

1 − V̂1

∥∥∥
∞

≤ Hmax
h,s,a

∣∣∣LPh,s,a
V̂h+1 − LP̂h,s,a

V̂h+1

∣∣∣ . (21)

Step 2: bounding V̂1 − V π̂
1 in Eq. (19). Again, fix any s ∈ S and time h ∈ [H]. Note that π̂h is the greedy policy with

respect to V̂h+1 as defined in the REVI algorithm. Recall the robust Bellman (consistency) equation (Eq. (11)). For any
deterministic policy π = (πh)h∈[H], we have V π

h (s) = rh(s, πh(s)) + LPh,s,πh(s)
V π
h+1. Now using these, we have∣∣∣V π̂

h (s)− V̂h(s)
∣∣∣ = ∣∣∣rh(s, π̂h(s)) + LPh,s,π̂h(s)

V π̂
h+1 − rh(s, π̂h(s))− LP̂h,s,π̂h(s)

V̂h+1

∣∣∣
=
∣∣∣LPh,s,π̂h(s)

V π̂
h+1 − LPh,s,π̂h(s)

V̂h+1 + LPh,s,π̂h(s)
V̂h+1 − LP̂h,s,π̂h(s)

V̂h+1

∣∣∣
≤
∣∣∣LPh,s,π̂h(s)

V π̂
h+1 − LPh,s,π̂h(s)

V̂h+1

∣∣∣+max
h,s,a

∣∣∣LPh,s,a
V̂h+1 − LP̂h,s,a

V̂h+1

∣∣∣
≤
∥∥∥V π̂

h+1 − V̂h+1

∥∥∥
∞

+max
h,s,a

∣∣∣LPh,s,a
V̂h+1 − LP̂h,s,a

V̂h+1

∣∣∣ .
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Similar to the step 1, after taking maximum over S and unrolling the recursion, we get∥∥∥V π̂
1 − V̂1

∥∥∥
∞

≤ Hmax
h,s,a

∣∣∣LPh,s,a
V̂h+1 − LP̂h,s,a

V̂h+1

∣∣∣ . (22)

Step 3: concentration on |LPh,s,a
V̂h+1 − LP̂h,s,a

V̂h+1|. Applying Proposition 2 and taking a union bound over (h, s, a) ∈
[H]× S ×A, we get

max
h,s,a

∣∣∣LPh,s,a
V̂h+1 − LP̂h,s,a

V̂h+1

∣∣∣ ≤√H2log (4H2 |S| |A| /θδ)
2N

+ 2θ, (23)

with probability at least 1− δ. Now, plugging Eq. (21)-Eq. (23) into Eq. (19), we get∥∥∥V ∗
1 − V π̂

1

∥∥∥
∞

≤ 2H

√
H2log (4H2 |S| |A| /θδ)

2N
+ 4Hθ, (24)

with probability at least 1− δ. We can choose θ = ϵ/(8H). Note that since ϵ ∈ (0, 8H), this particular θ is in (0, 1). Now,
if we choose

N ≥
8H4log

(
32H3 |S| |A| /ϵδ

)
ϵ2

,

we get ∥V ∗
1 − V π̂

1 ∥∞ ≤ ϵ with probability at least 1− δ.

B.2 Proof of Theorem 2

Here we provide the proofs of supporting lemmas and that of Theorem 2.

Lemma 9. Let Df be defined as in Eq. (14) with the convex function f(t) = (t − 1)2 corresponding to the Chi-square
uncertainty set. Then

inf
Df (P ∥ P o)≤ρ

EP [l(X)] = − inf
η∈R

{√
ρ+ 1

√
EP o [(η − l(X))2]− η

}
.

Proof. We first get the Fenchel conjugate of Chi-square divergence. We have

f∗(s) = sup
t≥0

(st− (t− 1)2) = sup
t≥0

(−t2 + (s+ 2)t− 1).

It is easy to see that for s ≤ −2, we have f∗(s) = −1. Whenever s > −2, from Calculus, the optimal t for this optimization
problem is (s+ 2)/2. Hence we get f∗(s) = max

{
s2/4 + s,−1

}
. Now, from Proposition 10 we get,

sup
Df (P∥P o)≤ρ

EP [l(X)] = inf
λ>0,η∈R

{EP o [λf∗(
l(X)− η

λ
)] + λρ+ η}

= inf
λ,η:λ>0,η∈R

{λEP o [max{ (l(X)− η)2

4λ2
+

l(X)− η

λ
, − 1}] + λρ+ η}

= inf
λ,η:λ>0,η∈R

{EP o [max{ (l(X)− η)2

4λ
+ l(X)− η,−λ}] + λρ+ η}

= inf
λ,η:λ>0,η∈R

{EP o [(
(l(X)− η)2

4λ
+ l(X)− η + λ)+ − λ] + λρ+ η}

= inf
λ,η:λ>0,η∈R

{ 1

4λ
EP o [(l(X)− η + 2λ)2] + λ(ρ− 1) + η}

= inf
λ,η′:λ>0,η′∈R

{ 1

4λ
EP o [(l(X)− η′)2] + λ(ρ+ 1) + η′},

where the fourth equality follows form the fact that max{x, y} = (x − y)+ + y for any x, y ∈ R, and the last equality
follows by making the substitution η′ = η−2λ. Taking the optimal value of λ, i.e., λ =

√
EP o [(l(X)− η′)2]/(2

√
ρ+ 1),

we get

sup
Df (P∥P o)≤ρ

EP [l(X)] = inf
η′∈R

{
√
ρ+ 1

√
EP o [(l(X)− η′)2] + η′}.
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Now,

inf
Df (P∥P o)≤ρ

EP [l(X)] = − sup
Df (P∥P o)≤ρ

EP [−l(X)]

= − inf
η′∈R

{
√
ρ+ 1

√
EP o [(−l(X)− η′)2] + η′}

= − inf
η∈R

{
√

ρ+ 1
√
EP o [(l(X)− η)2]− η},

which completes the proof.

Proof of Proposition 3. Applying Lemma 9 to value function, we get

LPh,s,a
V = − inf

η∈R

{√
ρ+ 1

√
Es′∼P o

h (·|s,a) [(η − V (s′))2]− η
}
. (25)

Now let h(η) =
√
ρ+ 1

√
Es′∼P o

h (·|s,a) [(η − V (s′))2] − η. h is convex in dual variable η. Now observe that h(η) ≥ 0

when η ≤ 0 and h(
√
ρ+1√

ρ+1−1
H) ≥ 0. Hence it is sufficient to consider η ∈ [0,

√
ρ+1√

ρ+1−1
H]. Setting Cρ =

√
ρ+ 1, we get

the desired result.

Lemma 10. Fix any (h, s, a) ∈ [H] × S × A. Let Nρ(θ) be the θ-cover of the interval [0, CρH/(Cρ − 1)], where
Cρ =

√
1 + ρ. For any value function V ∈ V and η ∈ [0, CρH/(Cρ − 1)], we have

sup
η∈[0,CρH/(Cρ−1)]

∣∣∣∣√Es′∼P̂ o
h (·|s,a) [(η − V (s′))2]−

√
Es′∼P o

h (·|s,a) [(η − V (s′))2]

∣∣∣∣
≤ max

ν∈Nρ(θ)

∣∣∣√Es′∼P̂ o
h (·|s,a) [(ν − V (s′))2]−

√
Es′∼P o

h (·|s,a) [(ν − V (s′))2]
∣∣∣+ 2θ.

Furthermore, we have |Nρ(θ)| ≤ CρH
(Cρ−1)θ + 1.

Proof. Fix any η ∈ [0, CρH/(Cρ − 1)]. Then there exists a ν ∈ Nρ(θ) such that |η − ν| ≤ θ. Let X be a random variable
that takes values in {V (1), . . . , V (|S|)} with probability P (X = V (s′)) = P o

h(s
′ | s, a), for all s′ ∈ S. We use ∥·∥p,P

to denote the Lp norm in the measure space on S possessing a measure determined by the probability mass function P . It
leads to the Lp norm of a random variable: ∥X∥p,P = (EP |X|p)1/p. Now using these definitions, for the particular η and
ν we picked, we have∣∣∣∣√Es′∼P̂ o

h (·|s,a) [(η − V (s′))2]−
√

Es′∼P o
h (·|s,a) [(η − V (s′))2]

∣∣∣∣ = ∣∣∣∥η −X∥2,P̂ o
h,s,a

− ∥η −X∥2,P o
h,s,a

∣∣∣
≤
∣∣∣∥η −X∥2,P̂ o

h,s,a
− ∥ν −X∥2,P̂ o

h,s,a

∣∣∣+ ∣∣∣∥ν −X∥2,P̂ o
h,s,a

− ∥ν −X∥2,P o
h,s,a

∣∣∣+ ∣∣∣∥ν −X∥2,P o
h,s,a

− ∥η −X∥2,P o
h,s,a

∣∣∣
(a)

≤ ∥η −X − ν +X∥2,P̂ o
h,s,a

+
∣∣∣∥ν −X∥2,P̂ o

h,s,a
− ∥ν −X∥2,P o

h,s,a

∣∣∣+ ∥ν −X − η +X∥2,P o
h,s,a

≤ max
ν∈Nρ(θ)

∣∣∣∥ν −X∥2,P̂ o
h,s,a

− ∥ν −X∥2,P o
h,s,a

∣∣∣+ 2 |ν − η|

≤ max
ν∈Nρ(θ)

∣∣∣√Es′∼P̂ o
h (·|s,a) [(ν − V (s′))2]−

√
Es′∼P o

h (·|s,a) [(ν − V (s′))2]
∣∣∣+ 2θ,

where (a) is due to reverse triangle inequality. Taking supremum over η ∈ [0, CρH/(Cρ − 1)] on the both sides of the
above, we have the desired result. For the cardinality, it is trivial that

|Nρ(θ)| ≤
⌈

CρH

(Cρ − 1)θ

⌉
≤ CρH

(Cρ − 1)θ
+ 1. (26)
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Lemma 11. Fix any value function V ∈ V and fix (h, s, a) ∈ [H] × S × A. We have the following inequality with
probability at least 1− δ:∣∣∣Cρ

√
Es′∼P̂ o

h (·|s,a) [(ν − V (s′))2]− Cρ

√
Es′∼P o

h (·|s,a) [(ν − V (s′))2]
∣∣∣ ≤ √

2C2
ρH

(Cρ − 1)
√
N

(√
log (2/δ) + 1

)
,

where Cρ =
√
1 + ρ.

Proof. Fix any (h, s, a) ∈ [H]× S ×A, η ∈ [0, CρH/(Cρ − 1)], and V ∈ V independent of P o
h,s,a. Consider a sequence

of i.i.d. samples {Xi}Ni=1 generated from P o
h,s,a. Recall that we use the outcomes of this sequence of random variables to

construct P̂ o
h,s,a. Besides, we denote Yi = (η − V (Xi)). Note that Y is upper bounded by Ymax := CρH/(Cρ − 1). To

ease notation, denote g(η;P ) = Cρ(EP

[
Y 2
]
)1/2.

Lemma 4 implies that g(η; P̂ o
h,s,a) = Cρ(

1
N

∑N
i=1 Y

2
i )

1/2 is a Cρ√
N

-Lipschitz function of the vector (Y1, . . . , YN )T with
respect to ∥·∥2. Applying Lemma 3, we get∣∣∣g(η; P̂ o

h,s,a)− EP o
h,s,a

[g(η; P̂ o
h,s,a)]

∣∣∣ ≤ √
2C2

ρH

(Cρ − 1)
√
N

√
log (2/δ), (27)

with probability at least 1− δ. It remains to see that EP o
h,s,a

[g(η; P̂ o
h,s,a)] and g(η;P o

h,s,a) are close. Note that the random

variable Y satisfies E[|Y |4] ≤ Y 2
maxE[|Y |2]. Since EP o

h,s,a
[( 1

N

∑N
i=1 Y

2
i )

1/2] ≤ (E
[
Y 2
]
)1/2 by Jensen’s inequality,

Lemma 5 implies that∣∣∣EP o
h,s,a

[g(η; P̂ o
h,s,a)]− g(η;P o

h,s,a)
∣∣∣ ≤ √

Ymax√
N

=

√
CρH

Cρ − 1

1√
N

≤
C2

ρ

√
H

(Cρ − 1)
√
N

. (28)

Combining Eq. (27) and Eq. (28), we get∣∣∣Cρ

√
Es′∼P̂ o

h (·|s,a) [(ν − V (s′))2]− Cρ

√
Es′∼P o

h (·|s,a) [(ν − V (s′))2]
∣∣∣ ≤ √

2C2
ρH

(Cρ − 1)
√
N

(√
log (2/δ) + 1

)
,

with probability at least 1− δ.

Lemma 12. Fix any value function V ∈ V and (h, s, a) ∈ [H] × S × A. For any θ, δ ∈ (0, 1) and ρ > 0, we have, with
probability at least 1− δ,∣∣∣LPh,s,a

V − LP̂h,s,a
V
∣∣∣ ≤ √

2C2
ρH

(Cρ − 1)
√
N

(√
log

(
2(1 + CρH/(θ(Cρ − 1))

δ

)
+ 1

)
+ 2θ,

where Cρ =
√
1 + ρ and N is the number of samples used to approximate P o

h,s,a.

Proof. From Proposition 3, we get

LPh,s,a
V = − inf

η∈[0,CρH/(Cρ−1)]

{
Cρ

√
Es′∼P o

h (·|s,a) [(η − V (s′))2]− η
}
,

LP̂h,s,a
V = − inf

η∈[0,CρH/(Cρ−1)]

{
Cρ

√
Es′∼P̂ o

h (·|s,a) [(η − V (s′))2]− η
}
.

Now for any ρ > 0, we have∣∣∣LPh,s,a
V − LP̂h,s,a

V
∣∣∣ = ∣∣∣∣ inf

η∈[0,CρH/(Cρ−1)]

{
Cρ

√
Es′∼P̂ o

h (·|s,a) [(η − V (s′))2]− η
}

− inf
η∈[0,CρH/(Cρ−1)]

{
Cρ

√
Es′∼P o

h (·|s,a) [(η − V (s′))2]− η
} ∣∣∣∣

(a)

≤ sup
η∈[0,CρH/(Cρ−1)]

∣∣∣Cρ

√
Es′∼P̂ o

h (·|s,a) [(η − V (s′))2]− Cρ

√
Es′∼P o

h (·|s,a) [(η − V (s′))2]
∣∣∣

(b)

≤ max
ν∈Nρ(θ)

∣∣∣Cρ

√
Es′∼P̂ o

h (·|s,a) [(ν − V (s′))2]− Cρ

√
Es′∼P o

h (·|s,a) [(ν − V (s′))2]
∣∣∣+ 2θ, (29)
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where (a) is from |infx f(x)− infx g(x)| ≤ supx|f(x)− g(x)|. (b) is due to Lemma 10.

Now using Lemma 11 and applying a union bound over ν ∈ Nρ(θ), we get the following inequalities with probability at
least 1− δ

max
ν∈Nρ(θ)

∣∣∣∣Cρ

√
Es′∼P̂ o

h (·|s,a) [(ν − V (s′))2]− Cρ

√
Es′∼P o

h (·|s,a) [(ν − V (s′))2]

∣∣∣∣
≤

√
2C2

ρH

(Cρ − 1)
√
N

(√
log

(
2 |Nρ(θ)|

δ

)
+ 1

)
(a)

≤
√
2C2

ρH

(Cρ − 1)
√
N

(√
log

(
2(1 + CρH/(θ(Cρ − 1))

δ

)
+ 1

)
, (30)

where (a) follows from Eq. (26). Combining Eq. (29) and Eq. (30), we get the desired inequality.

Proof of Proposition 4. Recall that V̂h+1 is independent of P̂ o
h,s,a by construction. Similar to Corollary 1 and Proposi-

tion 2, the result directly follows from Lemma 12 and the law of total probability.

We now have all the ingredients to prove our main result.

Proof of Theorem 2. The proof is almost identical to that of Theorem 1. By applying Proposition 4 and taking a union
bound over (h, s, a) ∈ [H]× S ×A, we have

∥∥∥V ∗
1 − V π̂

1

∥∥∥
∞

≤
2
√
2C2

ρH
2

(Cρ − 1)
√
N


√√√√√log

2H |S| |A| (1 + CρH
θ(Cρ−1) )

δ

+ 1

+ 4Hθ,

with probability at least 1− δ. We can choose θ = ϵ/(8H). Note that since ϵ ∈ (0, 8H), this particular θ is in (0, 1). Now,
if we choose

N ≥
32C4

ρH
4

(Cρ − 1)2
1

ϵ2


√√√√√log

2H |S| |A| (1 + 8CρH2

ϵ(Cρ−1) )

δ

+ 1


2

we get ∥V ∗
1 − V π̂∗

1 ∥∞ ≤ ϵ with probability at least 1 − δ. To simplify the above, consider the elementary inequality
(a+ b)2 ≤ 2(a2 + b2), for any non-negative real number a and b. With this, we get our final sample complexity result:

H |S| |A|N ≥
64C4

ρ

(Cρ − 1)2
H5 |S| |A|

ϵ2

log

2H |S| |A| (1 + 8CρH
2

ϵ(Cρ−1) )

δ

+ 1

 .

B.3 Proof of Theorem 3

Here we provide the proofs of supporting lemmas and that of Theorem 3.

Lemma 13. Let Df be defined as in Eq. (14) with the convex function f(t) = tlog (t) corresponding to the KL uncertainty
set PKL. Then

inf
Df (P ∥ P o)≤ρ

EP [l(X)] = − inf
λ≥0

{
λρ+ λlog

(
EP o

[
exp

(
−l(X)

λ

)])}
.

Proof. We first derive the Fenchel conjugate of f . We have f∗(s) = supt≥0{st − tlog (t)}. From calculus, the optimal
t for this optimization problem is exp (s− 1). Plugging this back into the conjugate, we get f∗(s) = exp (s− 1). From



Improved Sample Complexity Bounds For Distributionally Robust Reinforcement Learning

Proposition 10, we get

sup
Df (P∥P o)≤ρ

EP [l(X)] = inf
λ>0,η∈R

EP o

[
λf∗

(
l(X)− η

λ

)]
+ λρ+ η

= inf
λ≥0,η∈R

{
EP o

[
λexp

(
l(X)− η

λ
− 1

)]
+ λρ+ η

}
= inf

λ≥0

{
λρ+ λlog

(
EP o

[
exp

(
l(X)

λ

)])}
,

where the last equality is from infimizing over η. That is, the optimal η = λlog
(
EP o

[
exp

(
l(X)
λ − 1

)])
. Now this

implies that

inf
Df (P∥P o)≤ρ

EP [l(X)] = − sup
Df (P∥P o)≤ρ

EP [−l(X)]

= − inf
λ≥0

{
λρ+ λlog

(
EP o

[
exp

(
−l(X)

λ

)])}
.

This completes the proof.

Proof of Proposition 5. Applying Lemma 13 to value function, we get

LPh,s,a
V = − inf

λ≥0

{
λρ+ λlog

(
Es′∼P o

h (·|s,a)

[
exp

(
−V (s′)

λ

)])}
.

We denote h(λ) = λρ+ λlog
(
Es′∼P o

h (·|s,a)

[
exp

(
−V (s′)

λ

)])
. Note that h is convex in the dual variable λ. Now fix any

λ ≥ H/ρ. We have

λρ+ λlog

(
Es′∼P o

h (·|s,a)

[
exp

(
−V (s′)

λ

)])
≥ λρ+ λlog

(
exp

(
−H

λ

))
≥ 0.

In addition, observe that h is monotonically increasing in λ when λ ≥ H/ρ. Thus, it is sufficient to optimize λ in [0, H/ρ].
This implies that

LPh,s,a
V = − inf

λ∈[0,H/ρ]

{
λρ+ λlog

(
Es′∼P o

h (·|s,a)

[
exp

(
−V (s′)

λ

)])}
.

Lemma 14. Fix any value function V ∈ V and (h, s, a) ∈ [H] × S × A. For any θ, δ ∈ (0, 1) and ρ > 0, we have, with
probability at least 1− δ, ∣∣∣LPh,s,a

V − LP̂h,s,a
V
∣∣∣ ≤ H

ρ
exp (H/λ) exp (θH)

√
log (4/(θλδ))

2N
,

where N is the number of samples used to approximate P o
h,s,a, and λ is a problem dependent parameter but independent

of N .

Proof. Fix any value function V ∈ V , (h, s, a) ∈ [H]× S ×A, and any ρ > 0. From Proposition 5, we have

LPh,s,a
V = − inf

λ∈[0,H/ρ]

{
λρ+ λlog

(
Es′∼P o

h (·|s,a)

[
exp

(
−V (s′)

λ

)])}
,

LP̂h,s,a
V = − inf

λ∈[0,H/ρ]

{
λρ+ λlog

(
Es′∼P̂ o

h (·|s,a)

[
exp

(
−V (s′)

λ

)])}
.

Suppose the optimization problem LPh,s,a
V above is achieved at λ∗ = 0. It can be shown that when λ∗ = 0, LPh,s,a

V =
LP̂h,s,a

V = Vmin with high probability (and hence |LPh,s,a
V − LP̂h,s,a

V | = 0), where Vmin = mins∈S V (s), whenever
N is greater than some problem dependent constant but independent of the optimality gap ϵ defined in Theorem 3. (Nilim
and El Ghaoui, 2005, Appendix C) provided a proof of this trivial case in terms of robust optimal control. (Panaganti and
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Kalathil, 2022, Lemma 13) adapted the proof to RMDP and provided a detailed analysis. We omit the proof here and only
discuss the case where λ∗ ∈ (0, H/ρ].

Now assume the optimal λ∗ is achieved in (0, H/ρ]. Define λ = λ∗/2 if λ∗ ∈ (0, 1) and λ = 1/2 if λ ≥ 1. We define
λ this way because restricting λ ∈ (0, 1) can later give us cleaner expression without compromising its function. Let the
optimization problem LP̂h,s,a

V be achieved at λ̂∗. Again from (Zhou et al., 2021, Lemma 4) (Panaganti and Kalathil, 2022,

Lemma 13), it holds that λ̂∗ ∈ (λ,H/ρ] whenever N is greater than some problem dependent constant but independent of
the optimality gap ϵ defined in Theorem 3, and hence omit this constant for N further in our analysis. Now it follows that

∣∣∣LPh,s,a
V − LP̂h,s,a

V
∣∣∣ = ∣∣∣∣∣ inf

λ∈(λ,H/ρ]

{
λρ+ λlog

(
Es′∼P̂ o

h (·|s,a)

[
exp

(
−V (s′)

λ

)])}
− inf

λ∈(λ,H/ρ]

{
λρ+ λlog

(
Es′∼P o

h (·|s,a)

[
exp

(
−V (s′)

λ

)])}
(a)

≤ sup
λ∈(λ,H/ρ]

∣∣∣∣∣∣λlog
Es′∼P̂ o

h (·|s,a)

[
exp

(
−V (s′)

λ

)]
Es′∼P o

h (·|s,a)

[
exp

(
−V (s′)

λ

)]
∣∣∣∣∣∣

≤ H

ρ
sup

λ∈(λ,H/ρ]

∣∣∣∣∣∣log
Es′∼P̂ o

h (·|s,a)

[
exp

(
−V (s′)

λ

)]
− Es′∼P o

h (·|s,a)

[
exp

(
−V (s′)

λ

)]
Es′∼P o

h (·|s,a)

[
exp

(
−V (s′)

λ

)] + 1

∣∣∣∣∣∣
(b)

≤ H

ρ
sup

λ∈(λ,H/ρ]

∣∣∣Es′∼P̂ o
h (·|s,a)

[
exp

(
−V (s′)

λ

)]
− Es′∼P o

h (·|s,a)

[
exp

(
−V (s′)

λ

)]∣∣∣∣∣∣Es′∼P o
h (·|s,a)

[
exp

(
−V (s′)

λ

)]∣∣∣
(c)

≤ H

ρ
sup

λ′∈[ρ/H,1/λ)

∣∣∣Es′∼P̂ o
h (·|s,a) [exp (−λ′V (s′))]− Es′∼P o

h (·|s,a) [exp (−λ′V (s′))]
∣∣∣∣∣∣Es′∼P o

h (·|s,a) [exp (−λ′V (s′))]
∣∣∣ (31)

(d)

≤ H

ρ
exp (H/λ) sup

λ′∈[ρ/H,1/λ)

∣∣∣Es′∼P̂ o
h (·|s,a) [exp (−λ′V (s′))]− Es′∼P o

h (·|s,a) [exp (−λ′V (s′))]
∣∣∣

=
H

ρ
exp (H/λ) sup

λ′∈[ρ/H,1/λ)

∣∣∣P̂ o
h,s,aexp (−λ′V )− P o

h,s,aexp (−λ′V )
∣∣∣ , (32)

where (a) follows from the fact that |infx f(x)− infx g(x)| ≤ supx |f(x)− g(x)|. (b) is due to |log (1 + x)| ≤ |x|. (c)
is from a substitution of λ′ = 1/λ. (d) is because exp (−λ′V (s′)) is lower bounded by exp (−H/λ), for all s′ ∈ S. In the
last equality, exp (·) denotes the element-wise exponential function.

Now let Nρ(θ) be a θ-cover of the interval [ρ/H, 1/λ) with θ ∈ (0, 1). Recall that we defined λ ∈ (0, 1) above. We have
|Nρ(θ)| ≤ (1/λ− ρ/H)/θ + 1 ≤ 2/(θλ). Now fix any λ ∈ [ρ/H, 1/λ), there exists a ν ∈ Nρ(θ) such that |λ− ν| ≤ θ.
Now for these particular λ and ν, we have

∣∣∣P̂ o
h,s,aexp (−λV )− P o

h,s,aexp (−λV )
∣∣∣ = ∣∣∣∣∣∑

s′∈S

(
P̂ o
h(s

′ | s, a)− P o
h(s

′ | s, a)
)
exp (−νV (s′)) exp ((ν − λ)V (s′))

∣∣∣∣∣
(a)

≤

∣∣∣∣∣∑
s′∈S

(
P̂ o
h(s

′ | s, a)− P o
h(s

′ | s, a)
)
exp (−νV (s′)) exp (θVmax)

∣∣∣∣∣
= exp (θH)

∣∣∣P̂ o
h,s,aexp (−νV )− P o

h,s,aexp (−νV )
∣∣∣

≤ exp (θH) max
ν∈Nρ(θ)

∣∣∣P̂ o
h,s,aexp (−νV )− P o

h,s,aexp (−νV )
∣∣∣ ,

where (a) is due to Vmax = H and |ν − λ| ≤ θ. Taking maximum over λ ∈ [ρ/H, 1/λ) on both sides, we get

sup
λ∈[ρ/H,1/λ)

∣∣∣P̂ o
h,s,aexp (−λV )− P o

h,s,aexp (−λV )
∣∣∣ ≤ max

ν∈Nρ(θ)

∣∣∣P̂ o
h,s,aexp (−νV )− P o

h,s,aexp (−νV )
∣∣∣ exp (θH) . (33)
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Observe that for all ν ∈ Nρ(θ) and s ∈ S , exp (−νV (s)) ≤ exp (−ν0) ≤ 1. That is, ∥exp (−νV )∥∞ ≤ 1. Since V is
independent of P̂ o

h,s,a, we can apply Hoeffding’s inequality (Lemma 2):

P
(∣∣∣P̂ o

h,s,aexp (−νV )− P o
h,s,aexp (−νV )

∣∣∣ ≥ ϵ
)
≤ 2exp

(
− 2Nϵ2

∥exp (−νV )∥2∞

)
≤ 2exp

(
−2Nϵ2

)
, ∀ϵ > 0.

Now choose ϵ =
√

log(2|Nρ(θ)|/δ)
2N . We have

P

(∣∣∣P̂ o
h,s,aexp (−νV )− P o

h,s,aexp (−νV )
∣∣∣ ≥√ log (4/(θλδ))

2N

)

≤ P

(∣∣∣P̂ o
h,s,aexp (−νV )− P o

h,s,aexp (−νV )
∣∣∣ ≥√ log (2 |Nρ(θ)| /δ)

2N

)
≤ δ

|Nρ(θ)|
.

Applying a union bound over ν ∈ Nρ,V (θ), we get

max
ν∈Nρ(θ)

∣∣∣P̂ o
h,s,aexp (−νV )− P o

h,s,aexp (−νV )
∣∣∣ ≤√ log (4/(θλδ))

2N
, (34)

with probability at least 1− δ. Combining Eq. (32)-Eq. (34) completes the proof.

Proof of Proposition 6. Recall that V̂h+1 is independent of P̂ o
h,s,a by construction. Similar to Corollary 1 and Proposi-

tion 2, the result directly follows from Lemma 14 and the law of total probability.

We now have all the ingredients to prove our main result.

Proof of Theorem 3. The proof is almost identical to that of Theorem 1. By applying Proposition 6 and taking a union
bound over (h, s, a) ∈ [H]× S ×A, we have

∥∥∥V ∗
1 − V π̂

1

∥∥∥
∞

≤ 2H2

ρ
exp (H/λ) exp (θH)

√
log (4H |S| |A| /(θλδ))

2N

≤ 2H2

ρ
exp (H/λ+H/2)

√
log (8H |S| |A| /(λδ))

2N
,

with probability at least 1− δ, and the last inequality is because we can simply choose θ = 1/2. Now if we choose

N ≥ 2exp (3H/λ)

ρ2
H4log (8H |S| |A| /(λδ))

ϵ2
,

we get ∥V ∗
1 − V π̂

1 ∥∞ ≤ ϵ with probability at least 1− δ.

B.4 Proof of Theorem 4

Here we provide the proofs of supporting lemmas and that of Theorem 4.

Lemma 15. Fix any value function V ∈ V and (h, s, a) ∈ [H] × S × A. For any θ, δ ∈ (0, 1) and ρ > 0, we have, with
probability at least 1− δ, ∣∣∣LPh,s,a

V − LP̂h,s,a
V
∣∣∣ ≤ H

ρ

√
log (2 |S| /δ)

2Np2
,

where p = mins′,s,a,h : P o
h (s′|s,a)>0 P

o
h(s

′|s, a) > 0 and N is the number of samples used to approximate P o
h,s,a.
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Proof. From Eq. (31), we get

∣∣∣LPh,s,a
V − LP̂h,s,a

V
∣∣∣ ≤ H

ρ
sup

λ∈[ρ/H,1/λ)

∣∣∣Es′∼P̂ o
h (·|s,a) [exp (−λV (s′))]− Es′∼P o

h (·|s,a) [exp (−λV (s′))]
∣∣∣∣∣∣Es′∼P o

h (·|s,a) [exp (−λV (s′))]
∣∣∣

≤ H

ρ
sup

λ∈[ρ/H,1/λ)

∑
s′∈S

∣∣∣P̂ o
h(s

′ | s, a)− P o
h(s

′ | s, a)
∣∣∣ exp (−λV (s′))∑

s′∈S P o
h(s

′ | s, a)exp (−λV (s′))

≤ H

ρ
sup

λ∈[ρ/H,1/λ)

∑
s′∈S

∣∣∣P̂ o
h(s

′ | s, a)− P o
h(s

′ | s, a)
∣∣∣ exp (−λV (s′))∑

s′∈S P o
h(s

′ | s, a)exp (−λV (s′))

(a)

≤ H

ρ
max

s′ : P o
h (s′|s,a)>0

∣∣∣∣∣ P̂ o
h(s

′ | s, a)
P o
h(s

′ | s, a)
− 1

∣∣∣∣∣ , (35)

where (a) follows from
∑

i ai/
∑

i bi ≤ maxi{ai/bi}, when bi > 0. We denote p = mins′,s,a,h : P o
h (s′|s,a)>0 P

o
h(s

′ | s, a).
Note that p is a problem dependent constant and not dependent on (h, s, a). Now fix any s′ ∈ S such that P o

h(s
′ | s, a) > 0.

Hoeffding’s inequality tells us

P

(∣∣∣∣∣ P̂ o
h(s

′ | s, a)
P o
h(s

′ | s, a)
− 1

∣∣∣∣∣ ≥ ϵ

)
≤ 2exp

(
− 2Nϵ2

(1/p)2

)
= 2exp

(
−2Np2ϵ2

)
.

Choosing ϵ =
√

log(2|S|/δ)
2Np2 and applying a union bound over s′ ∈ S, we get

max
s′ : P o

h (s′|s,a)>0

∣∣∣∣∣ P̂ o
h(s

′ | s, a)
P o
h(s

′ | s, a)
− 1

∣∣∣∣∣ ≤
√

log (2 |S| /δ)
2Np2

,

with probability at least 1− δ. Combining the above and Eq. (35), we get the desired result.

Proof of Proposition 7. Recall that V̂h+1 is independent of P̂ o
h,s,a by construction. Similar to Corollary 1 and Proposi-

tion 2, the result directly follows from Lemma 15 and the law of total probability.

We now have all the ingredients to prove our main result.

Proof of Theorem 4. The proof is almost identical to that of Theorem 1. By applying Proposition 7 and taking a union
bound over (h, s, a) ∈ [H]× S ×A, we have

∥∥∥V ∗
1 − V π̂

1

∥∥∥
∞

≤ 2H2

ρ

√√√√ log
(
2H |S|2 |A| /δ

)
2Np2

,

with probability at least 1− δ. Now if we choose

N ≥ 2H4

ρ2p2

log
(
2H |S|2 |A| /δ

)
ϵ

,

then we get ∥V ∗ − V π̂∥∞ ≤ ϵ with probability at least 1− δ.

B.5 Proof of Theorem 5

Here we provide the proofs of supporting lemmas and that of Theorem 5.

Proposition 11 (Gao and Kleywegt, 2022, Theorem 1). Let P o be a distribution on the bounded space X and let l : X →
R be a bounded loss function. Then,

sup
DW (P ∥ P o)≤ρ

EP [l(X)] = inf
λ≥0

EY∼P o

[
sup
x∈X

{l(x)− λdp(x, Y )}
]
+ λρp.
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Proof of Proposition 8. Fix any (h, s, a) ∈ [H]× S ×A. We have

LPh,s,a
V = inf

DW (P ∥ P o)≤ρ
Es∼P [V (s)] = − sup

DW (P ∥ P o)≤ρ

Es∼P [−V (s)]

(a)
= − inf

λ≥0

{
Es′∼P o

h (·|s,a)

[
sup
s′′∈S

{−V (s′′)− λdp(s′′, s′)}
]
+ λρp

}
= sup

λ≥0

{
Es′∼P o

h (·|s,a)

[
inf

s′′∈S
{V (s′′) + λdp(s′′, s′)}

]
− λρp

}
(b)
= sup

λ∈[0,H/ρp]

{
Es′∼P o

h (·|s,a)

[
inf

s′′∈S
{V (s′′) + λdp(s′′, s′)}

]
− λρp

}
,

where (a) follows from Proposition 11. For (b), let us first denote any optimizer in (a) to be λ∗. Observe that since V is
non-negative, it follows that LPh,s,a

V is also non-negative. Now due to Vmax = H , we have that

0 ≤ −λ∗ρp + Es′∼P o
h (·|s,a)

[
inf
s′′

{V (s′′) + λdp(s′′, s′)}
]
≤ −λ∗ρp + Es′∼P o

h (·|s,a) [V (s′) + λdp(s′, s′)] ≤ −λ∗ρp +H,

where in the last inequality we use that the distance metric satisfies d(s, s) = 0, for any s ∈ S.

Lemma 16 (Covering number (Wasserstein)). Fix any value function V ∈ V , consider the following set of R|S| vectors:

Uρ,V =

{(
inf

s′′∈S
{V (s′′) + λdp(s′′, 1)} , . . . , inf

s′′∈S
{V (s′′) + λdp(s′′, |S|)}

)T

: λ ∈ [0, H/ρp]

}
.

Let

Nρ,V (θ) =

{(
inf

s′′∈S
{V (s′′) + λdp(s′′, 1)} , . . . , inf

s′′∈S
{V (s′′) + λdp(s′′, |S|)}

)T

: λ ∈
{

θ

Bp
,
2θ

Bp
, . . . , Nρ,θ

θ

Bp

}}
,

where Nρ,θ =
⌈
HBp

ρpθ

⌉
and Bp = maxs′,s′′ d

p(s′′, s′). Then Nρ,V (θ) is a θ-cover of Uρ,V with respect to ∥·∥∞, and its

cardinality is bounded as |Nρ,V (θ)| ≤ HBp+(H∨ρp)
ρpθ . Furthermore, for any ν ∈ Nρ,V (θ), we have ∥ν∥∞ ≤ H(Bp+ρp)

ρp .

Proof. Fix any θ ∈ (0, 1). First note that Nρ,θ is the minimal number of subintervals of length θ
Bp

needed to cover

[0, H/ρp]. Denote Ji = [(i− 1) θ
Bp

, i θ
Bp

), 1 ≤ i ≤ Nρ,θ. Fix some µ ∈ Uρ,V . Then µ must takes the form

µ =

(
inf

s′′∈S
{V (s′′) + λdp(s′′, 1)} , . . . , inf

s′′∈S
{V (s′′) + λdp(s′′, |S|)}

)T

,

for some λ ∈ [0, H/ρp]. Without loss of generality, assume λ ∈ Ji. Now we pick

ν =

(
inf

s′′∈S

{
V (s′′) + i

θ

Bp
dp(s′′, 1)

}
, . . . , inf

s′′∈S

{
V (s′′) + i

θ

Bp
dp(s′′, |S|)

})T

.

Fix any s′ ∈ S, we have

|µ(s′)− ν(s′)| =
∣∣∣∣ infs′′∈S

{V (s′′) + λdp(s′′, s′)} − inf
s′′∈S

{
V (s′′) + i

θ

Bp
dp(s′′, s)

}∣∣∣∣
(a)

≤ sup
s′′∈S

∣∣∣∣(λ− i
θ

Bp

)
dp(s′′, s′)

∣∣∣∣
≤
∣∣∣∣λ− i

θ

Bp

∣∣∣∣max
s′,s′′

dp(s′′, s′) =

∣∣∣∣λ− i
θ

Bp

∣∣∣∣Bp

≤
∣∣∣∣(i− 1)

θ

Bp
− i

θ

Bp

∣∣∣∣Bp = θ,
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where (a) is due to |infx f(x) − infx g(x)| ≤ supx|f(x) − g(x)|. Taking maximum over s′ ∈ S on both sides, we get
∥µ− ν∥∞ ≤ θ. Since ν ∈ Nρ,V (θ), this suggests that Nρ,V (θ) is a θ-cover for Uρ,V .

To bound the cardinality of Nρ,V (θ), we consider two cases. If 0 < ρ < 1, then ρpθ < 1 and⌈
HBp

ρpθ

⌉
≤ HBp

ρpθ
+ 1 ≤ HBp

ρpθ
+

H

ρpθ
=

HBp +H

ρpθ
.

On the other hand, if ρ > 1, then since θ ∈ (0, 1), we have⌈
HBp

ρpθ

⌉
≤ HBp

ρpθ
+ 1 =

HBp

ρpθ
+

ρpθ

ρpθ
≤ HBp

ρpθ
+

ρp

ρpθ
=

HBp + ρp

ρpθ
.

Hence, we have |Nρ,V (θ)| = Nρ,θ ≤ HBp+(H∨ρp)
ρpθ . Now we prove the last claim. Fix any ν ∈ Nρ,V . Note that for any

s′ ∈ S,

ν(s′) = inf
s′′∈S

{V (s′′) + λdp(s′′, s′)} ≤ H + λBp ≤ H +
H

ρp
Bp =

H(Bp + ρp)

ρp
.

The result then follows from taking maximum over s′ ∈ S on both sides.

Lemma 17. Fix any (h, s, a) ∈ [H]× S ×A. Fix any value function V ∈ V . Let Nρ,V (θ) be the θ-cover of the set

Uρ,V =

{(
inf

s′′∈S
{V (s′′) + λdp(s′′, 1)} , . . . , {V (s′′) + λdp(s′′, |S|)}

)T

: λ ∈ [0, H/ρp]

}
,

as described in Lemma 16. We then have

sup
λ∈[0,H/ρp]

∣∣∣∣Es′∼P o
h (·|s,a)

[
inf

s′′∈S
{V (s′′) + λdp(s′′, s′)}

]
− Es′∼P̂ o

h (·|s,a)

[
inf

s′′∈S
{V (s′′) + λdp(s′′, s′)}

]∣∣∣∣
≤ max

ν∈Nρ,V (θ)

∣∣∣P̂ o
h,s,aν − P o

h,s,aν
∣∣∣+ 2θ.

Proof. The proof is identical to the proof of Lemma 7.

Lemma 18. Fix any value function V ∈ V and (h, s, a) ∈ [H] × S × A. For any θ, δ ∈ (0, 1) and ρ > 0, we have the
following inequality with probability at least 1− δ

∣∣∣LPh,s,a
V − LP̂h,s,a

V
∣∣∣ ≤ H(Bp + ρp)

ρp

√√√√ log
(

2HBp+2(H∨ρp)
ρpθδ

)
2N

+ 2θ,

where Bp = maxs′,s′′ d
p(s′′, s′).

Proof. Fix any value function V ∈ V independent of P̂ o
h,s,a and (h, s, a) ∈ [H]× S ×A. From Proposition 8, we have

LPh,s,a
V = sup

λ∈[0,H/ρp]

{
Es′∼P o

h (·|s,a)

[
inf

s′′∈S
{V (s′′) + λdp(s′′, s′)}

]
− λρp

}
,

LP̂h,s,a
V = sup

λ∈[0,H/ρp]

{
Es′∼P̂ o

h (·|s,a)

[
inf

s′′∈S
{V (s′′) + λdp(s′′, s′)}

]
− λρp

}
.
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Now it follows that∣∣∣LPh,s,a
V − LP̂h,s,a

V
∣∣∣ = ∣∣∣∣ sup

λ∈[0,H/ρp]

{
Es′∼P o

h (·|s,a)

[
inf

s′′∈S
{V (s′′) + λdp(s′′, s′)}

]
− λρp

}
− sup

λ∈[0,H/ρp]

{
Es′∼P̂ o

h (·|s,a)

[
inf

s′′∈S
{V (s′′) + λdp(s′′, s′)}

]
− λρp

} ∣∣∣∣
(a)

≤ sup
λ∈[0,H/ρp]

∣∣∣∣Es′∼P o
h (·|s,a)

[
inf

s′′∈S
{V (s′′) + λdp(s′′, s′)}

]
− Es′∼P̂ o

h (·|s,a)

[
inf

s′′∈S
{V (s′′) + λdp(s′′, s′)}

] ∣∣∣∣
(b)

≤ max
ν∈Nρ,V (θ)

∣∣∣P̂ o
h,s,aν − P o

h,s,aν
∣∣∣+ 2θ, (36)

where (a) follows from |supx f(x)− supx g(x)| ≤ supx|f(x)− g(x)|. (b) follows from Lemma 17.

Recall that all ν ∈ Nρ,V (θ) is bounded by νmax :=
H(Bp+ρp)

ρp . Now we can apply Hoeffding’s inequality (Lemma 2):

P
(
|P̂ o

h,s,aν − P o
h,s,aν| ≥ ϵ

)
≤ 2exp

(
−2Nϵ2

ν2max

)
= 2exp

− 2Nϵ2(
H(Bp+ρp)

ρp

)2
 , ∀ϵ > 0.

Now recall that |Nρ,V (θ)| ≤ HBp+(H∨ρp)
ρpθ and choose

ϵ =
H(Bp + ρp)

ρp

√
log (2 |Nρ,V (θ)| /δ)

2N
.

We then have

P

∣∣∣P̂ o
h,s,aν − P o

h,s,aν
∣∣∣ ≥ H(Bp + ρp)

ρp

√√√√ log
(

2HBp+2(H∨ρp)
ρpθδ

)
2N


≤ P

(∣∣∣P̂ o
h,s,aν − P o

h,s,aν
∣∣∣ ≥ H(Bp + ρp)

ρp

√
log (2 |Nρ,V (θ)| /δ)

2N

)

≤ δ

|Nρ,V (θ)|
.

Finally, applying a union bound over Nρ,V (θ), we get

max
ν∈Nρ,V (θ)

|P̂ o
h,s,aν − P o

h,s,aν| ≤
H(Bp + ρp)

ρp

√√√√ log
(

2HBp+2(H∨ρp)
ρpθδ

)
2N

,

with probability at least 1− δ. Combining the above and Eq. (36) completes the proof.

Proof of Proposition 9. Recall that V̂h+1 is independent of P̂ o
h,s,a by construction. Similar to Corollary 1 and Proposi-

tion 2, the result directly follows from Lemma 18 and the law of total probability.

We now have all the ingredients to prove our main result.

Proof of Theorem 5. The proof is almost identical to that of Theorem 1. By applying Proposition 9 and taking a union
bound over (h, s, a) ∈ [H]× S ×A, we have

∥∥∥V ∗
1 − V π̂

1

∥∥∥
∞

≤ 2H2(Bp + ρp)

ρp

√√√√ log
(

2H|S||A|(HBp+(H∨ρp))
ρpθδ

)
2N

+ 4Hθ
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with probability at least 1− δ. We can choose θ = ϵ/(8H). Note that since ϵ ∈ (0, 8H), this particular θ is in (0, 1). Now,
if we choose

N ≥ 8H4(Bp + ρp)2

ρ2pϵ2
log

(
16H2 |S| |A| (HBp + (H ∨ ρp))

ρpδϵ

)
,

we get ∥V ∗
1 − V π̂

1 ∥∞ ≤ ϵ with probability at least 1− δ.
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