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Abstract
Conflict of interest (COI) disclosure statements
provide rich information to support trans-
parency and reduce bias in research. We in-
troduce a novel task to identify relationships
between sponsoring entities and the research
studies they sponsor from the disclosure state-
ment. This task is challenging due to the com-
plexity of recognizing all potential relationship
patterns and the hierarchical nature of iden-
tifying entities first and then extracting their
relationships to the study. To overcome these
challenges, in this paper, we also constructed
a new annotated dataset and proposed a Ques-
tion Answering-based method to recognize enti-
ties and extract relationships. Our method has
demonstrated robustness in handling diverse
relationship patterns, and it remains effective
even when trained on a low-resource dataset.

Data and Code Availability We created a new
annotated dataset for the conflict of interest relation-
ship extraction task. We provide the dataset pub-
licly, as well as all the source code for our Ques-
tion Answering methods at https://github.com/

networkdynamics/COIRelationExt.

Institutional Review Board (IRB) Our re-
search does not require IRB approval.

1. Introduction

The role of sponsors in the production of health re-
search is a perennial concern (Lo and Field, 2009; Sis-
mondo, 2011; Bourgeois et al., 2010; Melander et al.,
2003; Bekelman et al., 2003; Sismondo, 2008; Cherla
et al., 2019; Krimsky, 2013; Angell, 2008; Krimsky,
2013; Baethge, 2008). A recent, comprehensive sys-

tematic review found that studies of medical devices
and drugs that were sponsored by the manufacturer
were more likely to produce favorable results and
conclusions than studies sponsored by other sources
(Lundh et al., 2017), which suggests that industry
sponsors might have a biasing influence on the stud-
ies they sponsor. While the exact mechanism for this
influence is unknown, as the systematic review notes
“it seems most plausible that industry achieves overly
positive results through a variety of biasing choices in
the design, conduct, and reporting of their studies.”

There is general agreement that certain types of
relationships between sponsors, authors, and studies
are more likely to generate biased results than oth-
ers. For example, one study of orthopaedic research
found that presentations authored by researchers who
received royalties, held stock options, or were indus-
try consultants or employees, was significantly more
likely to report positive results (Okike et al., 2007).
Similar concerns have been raised about the involve-
ment of industry sponsors in the ‘ghost management’
of research studies (Sismondo, 2009, 2011). There
is widespread agreement that “passive” involvement
(e.g. funding, providing physical materials such as
drugs or medical devices) is acceptable, while “ac-
tive” involvement (e.g. participating in study de-
sign, analysis, writing, etc.) poses a serious risk of
producing biased results (Booth and Detsky, 2019).
As such, identifying the exact types of relationships
between sponsoring entities and the research stud-
ies they sponsor is of considerable importance, both
for understanding the potential for bias in particular
studies and for examining the prevalence of poten-
tially biasing relationships on a large scale.

In an effort to increase transparency and reduce
bias, most biomedical journals now require authors
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to specify the exact role of sponsors in study funding,
design, conduct, analysis, and publication (Lo and
Field, 2009). For example, the SPIRIT guidelines for
clinical trials recommend that authors explicitly de-
clare the “role of study sponsor and funders, if any, in
study design; collection, management, analysis, and
interpretation of data; writing of the report; and the
decision to submit the report for publication, includ-
ing whether they will have ultimate authority over
any of these activities”1.

Enabling a large-scale study on extracting previ-
ously mentioned relationships would require text pro-
cessing and understanding capabilities, e.g. Gra-
ham et al. (2020b) uses pattern matching to extract
common relationship patterns such as “is employed
by”. However, not all disclosure statements have dis-
cernible patterns, for example, a funding relationship
is often declared explicitly as “Funding was provided
by X”. It can also come as an indirect relationship,
for example, “Author X was supported by a grant
from Y”. Some even require a further comprehension
of the text. For example, when an organization has
supported specific activities, phrases such as this ap-
pear: “The sponsor did provide contextual informa-
tion that assisted in the interpretation of the results.”
or “We thank the X Department for providing access
to shelter databases.”, or even “We acknowledge the
efforts of X; Y, and Z in the creation of the ABC
database.” In short, it is intractable to use simple
pattern matching to identify all these patterns.

In this paper, we introduce a new task called
COIRelationExt where, given a disclosure state-
ment in the form of an unstructured text, we seek to
extract information about the relationships between
the sponsoring industry and the study itself. To ac-
company the COIRelationExt task, we created a
new dataset where we collect disclosure statements
from various journals and then employ expert anno-
tators to annotate the sponsoring relationships to the
study. An example of the resulting annotations is
shown in Figure 1.

The COIRelationExt task poses a number of
challenges. As mentioned before, one challenge is
that the disclosure statement text can vary greatly
in format, with some of them resembling coded text.
While there are guidelines for how disclosure infor-
mation should be presented (e.g. SPIRIT2), not all

1. https://www.spirit-statement.org/
sponsor-and-funder/

2. https://www.spirit-statement.org/
declaration-of-interests/

Figure 1: An example of a disclosure statement and
some of its extracted COI information

authors adhere to them. The second challenge is the
hierarchical nature of the task itself. We first have
to identify the correct entity from the text and then
for each entity identified in the disclosure statement,
we need to extract all possible relationships, most of
which are implicit in the text, that may exist between
the sponsoring industries and the study itself. It is
possible to train several models to address each re-
lationship in addition to one model that can identify
the entity of interest but that would be very time-
consuming. The last challenge is the small number of
annotated data due to the costly annotation process.

To address the above challenges, we propose a novel
method called Question Answering for Conflict of
Interest Extraction (QA4COI) for the COIRela-
tionExt task that is based on a Question Answer-
ing (QA) approach. QA4COI model is composed
of two stages: QA for entity recognition, and QA
for relationship extraction. The QA approach is an
auto-regressive generative approach which is much
more suitable to extract implied relationships from
the disclosure statement than the pattern-matching
approach. Our model also handles the lack of annota-
tion data by utilizing the transfer learning capability
that is provided by large language model (LLM) (De-
vlin et al., 2018; Zhang et al., 2020; Liu et al., 2019;
Raffel et al., 2020). We use Flan-T5 (Chung et al.,
2022) which has been fine-tuned on a large corpus
including QA datasets.
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In summary, our contributions are threefold: (1)
we introduce a new task called COIRelationExt,
(2) we created a new dataset for the task, and (3)
we introduce a new method (QA4COI) which is a
two-stage QA approach.

2. Related Works

2.1. Automatic Disclosure Information
Extraction

Studies (Okike et al., 2007; Tian et al., 2021; Gra-
ham et al., 2022) on disclosure statements have been
done to analyze the extent of companies’ involvement
in the studies. Since manually analyzing them can
be laborious and time-consuming, especially when
working with larger sample sizes, there have been
efforts (Graham et al., 2020a,b) to bring a machine-
learning approach to these studies in order to increase
the scope of the study. Graham et al. (2020b) ex-
tract author-sponsoring entities relationships using a
pipeline consisting of a Named Entity Recognition
(NER) model for recognizing entities, a determin-
istic algorithm for recognizing authors, and a pat-
tern matching via regular expression for extracting
relationships. These approaches are, however, lim-
ited to observable surface text patterns only. Simi-
larly, Graham et al. (2020a) also uses a combination
NER model and pattern-matching algorithms to ex-
tract author-sponsoring entities relationships. They,
however, apply an additional entity disambiguation
process to discern unique entities with the objective
of building a relationship network.

2.2. Question Answering (QA)

A QA task is a type of machine comprehension task
(Hermann et al., 2015) in which a model is trained
to generate an answer to a question based on a given
context, such as a passage of text or a set of doc-
uments. The challenge of this task is that the ma-
chine must use reasoning to find the answer based
on the given context. Recent advances (Zhang et al.,
2020; Lewis et al., 2019; Raffel et al., 2020) in large
sequence-to-sequence (seq2seq) pre-trained language
models have enabled breakthroughs on many seq2seq
tasks, including the QA task. Furthermore, research
(Chung et al., 2022; Ouyang et al., 2022) in scal-
ing these tasks and fine-tuning large pre-trained lan-
guage models (Brown et al., 2020; Raffel et al., 2020;
Chowdhery et al., 2022) on many downstream tasks,

including QA tasks, have enabled transfer learning
on low-resource QA dataset.

3. COIRelationExt Dataset

The COIRelationExt dataset consists of disclo-
sure statements and accompanying expert annota-
tions that we collect from the year 2004 to 2014. The
annotation is a set of binary labels that indicate the
relationships between the sponsoring industries and
the study containing the disclosure statement.

We employed four expert annotators to read the
disclosure statement and extract relationships be-
tween the sponsoring entities and the study itself.
At the outset, we conducted an open coding exer-
cise to consolidate comprehensive categories of rela-
tionships. We identified the following 11 types: an-
alyze, collected data, coordinated, designated, funded,
participated in, reviewed, supplied, supplied data, sup-
ported, and wrote. These labels are created based on
the ICMJE recommendations3 and the AMA styles.
Our expert annotators labeled all relationships in our
dataset using a binary yes or no for every 11 types.
In addition to identifying the authors, the annotation
process aimed to discern the sponsorship entities from
the text, which can be a challenging task as the name
of the sponsor is often intermingled with the names
of the authors and other non-relevant entities, e.g.
the word NIH can be initials of an author, name of
a grant or name of a government organization. Due
to time and cost constraints, we utilize a combina-
tion of double and single annotation procedures. As
a result, we are able to obtain 11,299 distinct articles
that have been annotated. Of these articles, 3,449
have achieved complete agreement between both an-
notators. Any inconsistencies or disagreements were
carefully scrutinized and addressed by the study au-
thors, ensuring the highest level of accuracy and re-
liability in our findings.

We split the 11,299 articles into three sets (train-
ing, validation, and test) based on the number of
authors as papers with more authors typically have
longer disclosure statements. By observation, it has
been noted that the level of external engagement
tends to increase proportionally with the number of
authors involved. We divide all our articles into two
groups: articles with three or fewer authors4, and ar-
ticles with four or more authors. We then distribute

3. https://www.icmje.org/icmje-recommendations.pdf
4. Statistics on a larger unannotated dataset shows that

60.6% have three or fewer authors
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Table 1: Comparison of disclosure datasets with re-
spect to the size of training, validation, test
set, and average article length (in terms of
tokens).

Split set # articles avg # tokens

Train 7,861 221.630
Validation 1,684 228.62
Test 1,684 229.53

Table 2: Percentages of each class within the training
set

Classes % of dataset

Supply Data 1
Write 1
Collect Data 2
Participate 7
Coordinate 3
Review 3
Analyze 2
fund 62
supply 5
design 2
support 11

each group into three sets with the ratio 7:1.5:1.5 for
training, validation, and test sets respectively. Fi-
nally, we obtain train/validation/test sets with the
size of 7,861/1,684/1,684 articles. Table 1 shows the
size of our training, validation, and test set. Further
statistics of these sets can be seen in the Appendix.

Table 2 shows the percentages of each class within
the training set. The distribution of class is not bal-
anced which reflects the condition in the real world,
e.g. the fund class occurs in the majority of samples
as declaring financial COI is the norm in practice.
The write, supply data, collect data, analyze, and de-
sign classes, on the other hand, are very rare in our
training set.

4. QA4COI: Question Answering
(QA) for Conflict-of-Interest
Extraction

In this section, we explain the Question Answering
for Conflict-of-Interest Extraction (QA4COI) model.
First, we formally define the general task of QA and
our model. Given a question and its context, we
first concatenate both of them into a single text, T ,
of length n and then embed it as X1:n. We use
Flan-T5 (Chung et al., 2022) that is based on an
encoder-decoder Transformers (Vaswani et al., 2017)
to map this latent input into an output Y1:m which
serves as the answer to the question. The encoder
part of Transformers, fθenc , has n layers (denoted Le

i

for layer i), that transform this input sequentially:
XLe+1 = Le

i (X
L). The decoder part of Transformers

which has the same stack as the encoder models the
conditional probability of the target output denoted
by pθdec(Y1:m|X1:n). Further details of Transformers
can be found in the work of Vaswani et al. (2017).

QA4COI is composed of two similar QA models
that work sequentially. The first model is the QA
model for Entity Recognition and the second model
is the QA model for Relationship Information Ex-
traction. Figure 2 shows the whole pipeline of our
model.

4.1. QA for Entity Recognition

The first stage of QA4COI discovers entities of in-
terest in the disclosure statement. Our entities of
interest are companies or organizations that sponsor
the study. In Figure 1, the entities of interest are
Novatis UK and Pfizer Ltd.

Instead of fine-tuning on existing Named Entity
Recognition (NER) model, which may have pre-
trained labels that are different from our dataset, we
built a QA model that extracted the entities of inter-
est by treating the task of NER as machine compre-
hension. Specifically, we pose the input as a question
“What organizations are involved in the study? con-
text: {context}” where the context is the disclosure
statement.

For our model, we use pre-trained Flan-T5 (Chung
et al., 2022) which is an extended T5 model (Raffel
et al., 2020) that is further fine-tuned on hundreds
of downstream tasks including QA tasks. We seek to
leverage the knowledge gained from similar tasks to
compensate for our limited training dataset.
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Figure 2: In the QA4COI pipeline, the QA4COIent model first extracts entities from the disclosure state-
ment using a Question Answering format and then the QA4COIrel extracts 11 entity-study rela-
tionship types from the same statement using predicted entities

For the baseline, we use an off-the-shelf NER model
called Spacy5. Our aim was to assess how well typical
NER systems would perform on our dataset. Since
Spacy model would label all entity types, we filter out
all entities that are not of the ORG (organization)
type.

Given that our model is a generative one: produc-
ing text as output, whereas the baseline is a clas-
sifier that outputs a set of tags, we have to use an
evaluation approach that is suitable for both types
of models. We first convert the output of the NER
model into a list of entities to match the output of the
QA model. We then calculate the F1, precision and
recall scores. The numerator (COR) of our precision
and recall is the number of match entities in the strict
setting, i.e: exactly the same tokens, which is shown
in the following equations:

Precisionent =
COR

TP + FP
(1)

Recallent =
COR

TP + FN
(2)

We use the strict setting as there are many entities
that share similar tokens, for example: National In-
stitutes of Health and National Institute of Aging.

5. https://spacy.io/

While the strict setting reduces false positives, it in-
creases the false negative as well if the model misses
even one token. To reduce this, we normalize all to-
kens before evaluation by removing the English arti-
cle words such as the.

4.2. QA for Relationship Information
Extraction

The second stage of QA4COI is to identify the rela-
tionships between recognized entities of interest from
the previous stage with the study itself. In total,
we seek to identify 11 binary relationships. Identify-
ing these relationships comes with varying difficulties
as previously mentioned in the introduction sections.
Moreover, a typical classification model would require
us to build 11 models for each type of relationship
(which is impossible as well as some classes are very
rare).

Our proposed QA model can solve the above is-
sue as the model relies on text comprehension in-
stead of pattern matching. Moreover, the model is
robust to the huge variability of the text syntactic
variants, even including those that have grammati-
cal or spelling mistakes. Using the extracted enti-
ties of interest from the previous stage, we pose the
problem as a QA form, for example: “question: did
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{entity name} write the study? context: {context}”
with the context being the same disclosure statement.
The answer to that question will be a binary label of
yes and no. Finally, the QA format enables us to
build a single model for all types of relationships.

Since we are the first ones to approach this task,
there are no comparable baselines in the literature.
Therefore, our method serves as the strong baseline
for future work on the QA4COI task. We, however,
created two dummy baselines for qualitative assess-
ment purposes. The first one is the random baseline
where we randomly assign yes or no class to each of
the 11 relationships for all the oracle entities found in
the text. The second one is the text matching base-
line, where we assign yes if the class name occurs in
the text, and assign no if otherwise.

For evaluation, we measure the coarse classes: yes
and no, and also the fine classes which are the 11
relationship classes. We use F1, precision, and recall
scores for each coarse and fine class.

We add a blank class to the coarse classes to ac-
commodate missing entities (false negative) that the
previous stage (QA entity recognition) misses. For
example, the previous stage produces only two enti-
ties along with their relationships while the annota-
tion has three entities recognized. The missing entity
and all its relationships will be assigned as blank class
to differentiate it from no class. This way we don’t
inflate the result of the no class due to the previous
stage error.

5. Experiments and Results

In this section, we explain our experiments and re-
sults.

5.1. Setup and Preprocessing

All of our experiments are run on a single GPU
GeForce RTX 3090 with 24 GB RAM. Due to lim-
ited computing power and memory size, we can only
use the base model of Flan-T56. We tune the hyper-
parameter using the validation dataset and tested the
final model on the test dataset.

5.2. QA for Entity Recognition

We convert our annotated dataset, which is presented
in table format as shown in Figure 1, into a question-
answering format. Each disclosure statement is used

6. https://huggingface.co/google/flan-t5-base

as the context for the question, and the annotated
industry entities are used as the answer, separated by
a specific symbol. We train our model using the Flan-
T5 base model, running the training process three
times with different random seeds. We reported the
mean and std deviation results for our model in Table
3. For Spacy NER we only run one time as we don’t
train the model and only use it for inference only.

We show that the F1, precision, and recall scores of
our model (QA4COIent) are significantly higher than
the baseline Spacy NER in both the precision and re-
call scores. Our model also has low variance as shown
by the insignificantly small standard deviations.

Table 3: F1, precision and recall scores on test
and validation splits for our model
(QA4COIent) and the baseline Spacy NER

Model F1 Precision Recall

Spacy NER 0.59 0.51 0.71
QA4COIent 0.82±0.00 0.85±0.00 0.79±0.00

To understand the results difference in Table 3, we
look into the performance of both models in different
sizes of entities. We first calculate the average length
of annotated entities in each article and then we dis-
tribute each article to non-uniform bins accordingly.
In each bin, we run both models and evaluate them
in isolation. Figure 3 shows the histogram of each bin
with respect to the F1 score of each model. Investi-
gating Figure 3 closely shows two trends. The first
one is that Spacy NER performs badly on short enti-
ties and on long entities. The second one is that our
model performs almost uniformly on different lengths
of entities. An example output comparison between
our model and the baseline can be seen in the Ap-
pendix.

In the case of short entities, Spacy NER often mis-
labeled part of the names, e.g. the tokens Novartis,
UK and Novartis UK should be classified as the same
type, meanwhile, for the Spacy NER model the first
one is classified as organization and country, while the
second one is classified as organization. Another issue
is that the disclosure statement has many potentially
false positive organization entities such as the name
of the grant, the author’s name that is shortened, and
others.
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Figure 3: A histogram depicted the F1 score for dif-
ferent length of entities for Spacy NER and
QA4COI predictions

In the case of long entities, Spacy NER often breaks
them into two or more entities, e.g. Claude D. Pepper
Older Americans Independence Center at Yale Uni-
versity School of Medicine which should be tagged as
a single organization entity but Spacy tagged as two
separate entities: Claude D. Pepper Older Americans
Independence Center and Yale University School of
Medicine. All of these issues lower the F1 scores and
would certainly cascade errors into the next stage.
Our QA model is, however, robust to those issues.

5.3. QA for Relationship Information
Extraction

Given the identified entities of interest in a disclosure
statement, we form 11 questions for each one and
group all of them in the dataset for training. We also
trained an oracle version where we use the gold stan-
dard entities to form the question. The oracle version
is created to measure the performance of this stage
without being penalized by the performance from the
previous stage.

Table 4 shows all model results of the yes and no
coarse classes. In the table, we see that the no class
has almost a perfect result in the oracle version. How-
ever, this is due to the largely imbalanced class sam-
ples. For the yes class result, our model obtains 76%
F1 score but there is still a lot of room for improve-

Table 4: Models’ performance on Relationship In-
formation Extraction on three metrics (F1,
precision and recall)

Model F1 Precision Recall

Yes Class
Random 0.13±0.01 0.07±0.01 0.49±0.01

Text-Matching 0.29 0.19 0.62
QA4COI 0.76±0.01 0.87±0.01 0.68±0.01

Oracle 0.85±0.01 0.85±0.00 0.85±0.01

No Class
Random 0.65±0.01 0.92±0.00 0.50±0.01

Text-Matching 0.86 0.96 0.78
QA4COI 0.86±0.00 0.99±0.00 0.76±0.00

Oracle 0.99±0.00 0.99±0.00 0.99±0.00

ment in the entity recognition stage as the oracle ver-
sion obtains 85% F1 score. The text-matching model
performs much better than the random model which
means that there are observable indicators in the sur-
face text albeit very minimal.

Figure 4 depicts all models’ performance on the
fine-grained classes. The random model reflects the
number of samples in each class, the higher the num-
ber of samples the closer the number to 0.5 (as shown
by the fund class which has 0.5 F1 score). The cor-
relation between QA4COI and the random model
is 63.66%, which means that the number of sam-
ples in the training data (see Table 2) affects the
performance of QA4COI. The text-matching model
has better performance than the random model and
scores highly on fund class. This means that there are
observable surface indicators that can help the model
in making a good prediction. In many classes that
don’t have many surface indicators as shown by the
text-matching model results, our model still shows
over 0.5 F1 score. This means that our model suc-
cessfully captures the implied meaning from the text.

These results point to two major issues that pose a
challenge to our method (and likely will pose a chal-
lenge to any approach):

Few samples, many forms. The supply data,
write, collect data, analyze, coordinate, review, and
design classes’ samples are lower than 5% percent in
the dataset. This, in turn, affects the performance of
the QA4COI model. With fewer samples, the model
doesn’t have exposure to many variants of the word-
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Figure 4: A histogram bar chart depicted the F1

score for each fine-grained class

ing. For example, the word analyze occurs in some
texts, e.g. “Author A was supported by grant Z from
X, where the study was conceived, coordinated, and
analyzed”, but it is a rare case. The language of an-
alyze can come in many different forms, e.g. “inter-
preting”, “studying”, and “analyzing”. Classes with
a high number of samples, e.g. fund gain the highest
performance among others.

Relationships that pertain to name enti-
ties/actions/resources. The supply data and col-
lect data classes are difficult to capture due to requi-
site specificity in the text for proper extraction. This
specificity could pertain to specific resources to be
collected or actions to be taken, which further exacer-
bates the complexity of the task. As a result of these
inherent difficulties, text-matching models failed to
attain any F1 score in this instance.

Despite these issues, we observed that our
QA4COI model was able to overcome the challenges
associated with extracting author-study relationship

information from the disclosure statement. It demon-
strated robustness in handling various wording vari-
ants, despite being trained on a low-resource dataset.
Additionally, our model was capable of capturing im-
plicit meanings from the unstructured text, further
showcasing its proficiency in this task.

6. Conclusion

In this paper, we presented a new task for extract-
ing conflict of interest relationships called COIRe-
lationExt. In order to approach this problem, we
contributed a new dataset for the task and presented
a novel method (QA4COI). Our method’s perfor-
mance establishes it both as a viable solution for
this problem and a strong baseline against which fu-
ture methods can be measured. More broadly, given
the importance of transparency and accountability
within research, our hope is that this work lays the
foundation for progress on this important task.
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Appendix A. Dataset Composition

Table 5: The composition of each split with regard
to the number of authors per article. The
average, maximum, and minimum number
of authors per article are represented by the
mean, max, and min, respectively.

Split set <= 3 >3 Mean Max Min

Train 774 7087 11.08 1941 1
Test 165 1519 11.63 460 1
Valid 166 1518 10.81 440 1

Appendix B. Output Example
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Table 6: An example output between Spacy and Flan T5 models. Each identified entity is separated by the
‘—’ symbol

Context From San Francisco Veterans Affairs Medical Center and University of California, San Fran-
cisco, San Francisco, California. Grant Support: Dr. Walter is a recipient of the Veterans
Administration Research Career Development Award from the Division of Health Services
Research and Development. Dr. Covinsky was supported in part by an independent investi-
gator award from the Agency for Healthcare Research and Quality (K02HS000006-02) and is
a Paul Beeson Faculty Scholar in Aging Research. Potential Financial Conflicts of Interest:
None disclosed.

Gold Annotation Paul Beeson Faculty Scholar in Aging Research — Veterans Administration Research Career
Development Award from the Division of Health Services Research and Development — in-
dependent investigator award from the Agency for Healthcare Research and Quality

Spacy NER the Division of Health Services Research and Development — University of California, — San
Francisco Veterans Affairs Medical Center—the Agency for Healthcare Research and Quality

QA4COIent Agency for Healthcare Research and Quality — Paul Beeson Faculty Scholar in Aging Research
— Veterans Administration Research Career Development Award from the Division of Health
Services Research and Development
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