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Abstract

Making the most use of abundant information
in electronic health records (EHR) is rapidly
becoming an important topic in the medical
domain. Recent work presented a promising
framework that embeds entire features in raw
EHR data regardless of its form and medical
code standards. The framework, however, only
focuses on encoding EHR with minimal prepro-
cessing and fails to consider how to learn effi-
cient EHR representation in terms of compu-
tation and memory usage. In this paper, we
search for a versatile encoder not only reducing
the large data into a manageable size but also
well preserving the core information of patients
to perform diverse clinical tasks. We found that
hierarchically structured Convolutional Neural
Network (CNN) often outperforms the state-of-
the-art model on diverse tasks such as recon-
struction, prediction, and generation, even with
fewer parameters and less training time. More-
over, it turns out that making use of the inher-
ent hierarchy of EHR data can boost the perfor-
mance of any kind of backbone models and clin-
ical tasks performed. Through extensive exper-
iments, we present concrete evidence to gener-
alize our research findings into real-world prac-
tice. We give a clear guideline on building the
encoder based on the research findings captured
while exploring numerous settings.

Data and Code Availability This paper uses the
MIMIC-III and eICU datasets, which are available
on PhysioNet repository (Johnson et al., 2016b; Pol-
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lard et al., 2018). The source code is available at the
Github repository. 1

Institutional Review Board (IRB) This re-
search does not require IRB approval.

1. Introduction

The widespread introduction of electronic health
record (EHR) systems brings tremendous opportu-
nities to apply a data-driven approach to the health-
care domain. Through EHR systems, millions of pa-
tients’ data are now collected in a systematic man-
ner across diverse healthcare institutions. Using this
rapidly growing EHR dataset, many researchers have
found applications such as predicting clinical out-
comes, learning representations of cohorts to get med-
ical insights, and synthesizing clinical data.

To perform EHR-related tasks, conventional frame-
works employed various encoding architectures such
as Recurrent Neural Networks Lipton et al. (2015);
Choi et al. (2015); Rajkomar et al. (2018), Convolu-
tional Neural Networks Miotto et al. (2016); Nguyen
et al. (2016); Landi et al. (2020), and Transformer-
based models Yoon et al. (2022); Choi et al. (2019);
Shang et al. (2019); Rasmy et al. (2020); Li et al.
(2020); Song et al. (2018). Despite the diversity of
proposed works, all these attempts have clear limita-
tions in that they are applicable exclusively to their
own EHR system. For example, they cannot use both
MIMIC-III Johnson et al. (2016b,a); Goldberger et al.

1. https://github.com/eunbyeol-cho/
versatile-ehr-encoder
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(2000) and eICU Pollard et al. (2018); Johnson et al.
(2019) datasets together for training, unless involving
manual harmonization of incompatible features. In
addition, inherent disparities in the standards of med-
ical codes and database schemas prevent data from
being sourced from multiple healthcare institutions.
None of previous works thus can fully utilize infor-
mation in multiple diverse EHR systems.
A recent work Hur et al. (2021, 2022) presented a

text-based encoding approach to address this conven-
tional limitation. Specifically, Hur et al. (2022) pro-
posed a universal framework that can embed entire
features in raw EHR data regardless of its schema
and medical code standards. Moreover, the frame-
work showed comparable, if not better, performance
on various tasks, even without relying on domain
knowledge-based preprocessing. However, it comes
at a steep price of the embedded data having tens to
hundreds of times larger in size than existing meth-
ods, even if it covers only a few hours of medical tra-
jectory of a patient in hospital. Therefore, a structure
that efficiently extracts the core information from the
large input is needed.
In this study, we search for a versatile model ar-

chitecture to encode the raw EHR input into a low-
dimensional space under the universal text-based en-
coding framework for diverse tasks such as recon-
struction (i.e., autoencoding), prediction, and gener-
ation. Throughout the paper, we make the following
contributions:

• To the best of our knowledge, this is the first
work to search for a versatile encoder not only
reduces the large raw EHR into a manageable
size but also preserves patients’ core information
to perform diverse clinical tasks.

• We conduct extensive experiments with multiple
variables to tune model architectures and var-
ious clinical tasks (i.e., reconstruction, predic-
tion, generation). Furthermore, by experiment-
ing with two representative datasets in the EHR
domain (i.e., MIMIC-III, eICU ), we present
concrete evidence for generalizing our research
findings to a wide variety of EHR systems. We
capture the core tendencies while exploring these
numerous settings and systematically summarize
the findings to give a clear guideline on building
the encoder.

• The encoder that we found is widely applicable
in real-world practice. Even with fewer parame-

ters and less training time, a hierarchically struc-
tured CNN often outperforms the state-of-the-
art model on widely accepted tasks in the field.

2. Related work

Feature-selection-based encoder for EHR
Many researchers have applied a data-driven ap-
proach to the healthcare domain. By making use of
EHR datasets, they predict medical outcomes, learn
the representation of patients for various downstream
tasks, and synthesize medical data. To perform the
clinical tasks, they employed various encoding back-
bones such as Recurrent Neural Network Lipton et al.
(2015); Choi et al. (2015); Rajkomar et al. (2018),
Convolutional Neural Network Miotto et al. (2016);
Nguyen et al. (2016); Landi et al. (2020), and Trans-
former Yoon et al. (2022); Choi et al. (2019); Shang
et al. (2019); Rasmy et al. (2020); Li et al. (2020);
Song et al. (2018). However, all such works have in-
vested a lot in preprocessing the raw EHR for stan-
dardizing the EHR schema, or feature engineering
specifically for the given task. This is a clear limi-
tation in that extensive human labor and clinical do-
main knowledge are required to produce satisfactory
model performance.

Universal Healthcare Predictive Framework
Recently, Hur et al. (2022) presented UniHPF, a uni-
versal framework that can embed entire features of
raw EHR regardless of schema and medical code stan-
dard used in the database. Specifically, UniHPF
views EHR data as pure text and flattened the EHR
tables (e.g. prescriptions, lab results) to feed them
to Transformer-based text encoders. This text-based
approach showed comparable if not better perfor-
mance compared to conventional approaches on vari-
ous predictive tasks, even without relying on medical
domain knowledge. Ironically, because it can handle
raw EHR data without any preprocessing or feature
selection, UniHPF generates extremely long embed-
ded data, given how it encodes entire EHR data in
a text-encoding fashion 2. This imposes strong com-
putational limits on the framework and necessitates
an additional module for compressing the embedded
data to a smaller size.
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(b) Encoder framework and examples of hierarchical input xhi and flattened input xfl

Figure 1: EHR structure and encoder framework.

3. Method

In order to search for a versatile encoder for raw text-
based EHR, we examine different encoder designs.
In Section 3.1, we first show how raw tabular EHR
is converted into natural text, following the embed-
ding strategy of UniHPF. In Section 3.2, we construct
both hierarchical and flattened encoder structures to
confirm the effectiveness of reflecting EHR hierarchy.
Also, two highly scalable model classes of CNN and
Transformer are considered as backbone models 3.
As shown in Figure 2, we evaluate the significance

of the encoder in downstream tasks such as predic-
tion, reconstruction, and generation. Accordingly, we
present decoder architectures for reconstruction and
generation in Section 3.4 and explanations for other
task-specific models (e.g., classifier) in Section 4.2.

3.1. EHR serialization

EHR structure Once a patient is admitted to the
intensive care unit (ICU), a series of medical events
occur during the ICU stay. Each event is recorded
in one of several tables, such as prescription, diag-
nosis, lab events and input events in the hospital

2. Figure 21 shows the extent to which the number of tokens
increases over the observation time.

3. We do not consider RNNs in this work, as maximum input
can be up to 8,000 tokens.

database. Each table consists of multiple rows (e.g.,
lab events), which in turn consist of multiple columns
representing different feature variables (e.g., lab date,
lab name, lab value). The type of cell values can
be categorized as textual, numeric, and itemized val-
ues (e.g., lab test ID) that can be textualized using
a description from the definition table. Figure 1(a)
provides an overview of EHR structure.

EHR serialization In order to construct the in-
put data, we first extract each patient’s records from
the multiple tables in the hospital database and sort
all events chronologically. Following the UniHPF-
strategy, we formulate patient representation as

x = f(column name⊗ g(cell)⊗ timegap)

where f is a tokenizer, g is a mapping function that
converts the type of cell value to text, ⊗ is the con-
catenate function, and timegap represents the quan-
tized time interval between consecutive events. In
detail, g converts an itemized value to a correspond-
ing free text description (e.g., lab test ID 51385 to
“Atypical Lymphocyte”) and numeric values to text
separated by space (e.g., 123.1 to “1 2 3 . 1”). For f ,
resulting texts are tokenized into the sub-word level.
In this way, with minimal pre-processing, we con-
struct the patient representation x as a sequence of
discrete tokens.
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In addition, as shown in Figure 1(a), the patient
representation has two levels of hierarchy; event and
feature levels. Specifically, it is described by a se-
quence of events where each event consists of multiple
features. Making use of this hierarchical relationship
between events and their corresponding features, we
define hierarchical input xhi ∈ Rne×nt/e , and flat-
tened input xfl ∈ Rnt , where ne, nt/e, and nt are, re-
spectively, the number of events, the number of text
tokens per event, and the number of flattened text
tokens.
Note that padding and truncation approaches are

used to make fixed ne, nt/e, and nt. Since xfl is an
unfolded version of xhi with padding removed and
events concatenated, nt is less than ne×nt/e although
xfl and xhi contain exactly the same amount of in-
formation. Examples of xhi and xfl are shown on the
left part in Figure 1(b).

3.2. Encoding framework

Embedding Before feeding the input sequence to
an encoder, we embed tokens according to the
UniHPF embedding approach. Details are specified
in Appendix A. We denote the hierarchical input
embedding by Ehi = Emb(xhi) ∈ Rne×nt/e×d, and
the flattened input embedding by Efl = Emb(xfl) ∈
Rnt×d, where d is the token embedding dimension.

Encoder To encode Ehi and Efl into latent vector
z, we construct Encstruc reflecting the input struc-
ture. Figure 1(b) summarizes the overall encoding
process.
For hierarchical embedding Ehi, we use a two-stage

encoder Enchi consisting of a text encoder Enct for
token embedding within an event, followed by an
event encoder Ence for aggregating and compressing
encoded events z′ into z. Specifically, Enct takes per-
event token embeddings {eihi}

ne
i=1 ⊂ Rnt/e×d as input

and produces z′ ∈ Rne×d′
with the following opera-

tion:

z′ = Concat(Flatten([Enct(e1hi), ..., Enc
t(ene

hi )]))

where Flatten is an element-wise operation that ex-
pands each Enct(eihi) into a 1D vector with d′ di-
mension and Concat is a function that concatenates
events in a chronological order. Note that all Enct are
shared across events. Afterwards, Ence compresses z′

into a latent vector z ∈ Rt×c where t and c are the de-
sired temporal and channel dimension, respectively.
Such a two-stage process gives the encoder explicit

classifier 𝒚

decoder 𝒙

vector

quantizer
decoder𝒛𝒒

ෝ𝒙

𝒙

decoder

encoder 𝒛

reconstruction
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generation

p(𝒛𝒒)

autoregressive
model

sampling
ො𝒛𝒒

𝒙

Figure 2: Overall pipeline. We search for a versa-
tile encoder design and validate it in three
downstream tasks: reconstruction, predic-
tion, and generation.

information about the hierarchical structure between
events and their features.

For flattened embedding Efl, we use an one-stage
encoder Encfl consisting only of Enct, which directly
compress Efl into z.

3.3. Encoding schemes

In this section, we describe how the input embedding
Ehi or Efl is compressed into z of a desired dimen-
sion. Note that the encoding strategy is shared for
both Enct and Ence. Therefore, we can generalize
the input and output of each encoder as Einput ∈
Rn×d with n sequence length and d dimension, and
Eoutput ∈ Rn′×d′

where n′ and d′ denote the desired
length and hidden dimension.

We consider using CNN and Transformer as the
backbone of the encoder and develop a custom en-
coding scheme for each of them. We examine several
Transformer-based encoding schemes summarized in
Appendix J and decide on the encoding strategy for
each backbone. Algorithm 1 and 3 summarize the
CNN encoding scheme, while Algorithm 2 summa-
rizes Transformer encoding scheme. Specific exam-
ples of each algorithm are provided in Table 1 and
Table 2.

3.4. Decoder

We employ CNN-based and Transformer-based de-
coder architectures for the reconstruction and gener-
ation tasks (shown in Figure 2).

The CNN-based decoder is designed with a sym-
metric structure of the CNN-based encoder. Specif-
ically, while the encoder layers either compress the
dimension in half or leave it unchanged, the decoder
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layers inversely expand the dimension by two or leave
it unchanged, respectively.
For the Transformer-based decoder, we reconstruct

the original input x by using cross attention between
the latent vector z and a learnable placeholder em-
bedding with the identical length of x. Specifically,
the placeholder embeddings are randomly initialized
at first, and while passing through each layer of the
decoder, the embeddings are decompressed at the
channel level with cross attention applied. As shown
in the decoder of Figure 3, the decoder block con-
sists of a Transformer decoder layer in which cross-
attention is applied and a linear layer for channel in-
crease. Between the encoder and decoder, we add
linear layers in order to match the latent and place-
holder dimensions before applying cross attention.
This is because the placeholder embedding dimension
is increased with each decoder layer. An exploration
of various Transformer-based decoder architectures
can be found in Appendix K.

4. Experiments

4.1. Dataset description

Source data We experimented with two represen-
tative datasets in the EHR domain; MIMIC-III and
eICU. The MIMIC-III dataset comprises deidentified
clinical data from more than 40,000 patients admit-
ted to the ICU of Beth Israel Deaconess Medical Cen-
ter. The eICU is populated with data from around
140,000 patients who were admitted to a combina-
tion of many critical care units throughout the con-
tinental United States. To fully represent patients’
medical trajectories, the datasets contain many med-
ical events, such as laboratory test, prescriptions, and
input events (e.g., fluid injections) with temporal in-
formation. In accordance with the UniHPF config-
uration, we employed solely three tables from both
datasets - laboratory test, prescriptions, and input
events.

Cohort definition To build cohorts of patients
from MIMIC-III and eICU databases, we follow the
criteria on which the universal framework Hur et al.
(2022) is based. We retrieve records of patients over
18 years old who stayed in the ICU for over 24 hours.
We filter out ICU stays with less than five medical
events and use the first 12 hours of events of the first
ICU stay for each hospital stay. For both datasets,
we divide patients into separate train, validation, and
test sets with a ratio of 8:1:1.

Adaptive average pooling 

Linear layer (channel reduction)

Transformer encoder layer

z

Embedding layer

Linear layer (channel reduction)

Transformer encoder layer

Transformer decoder layer

Transformer decoder layer

Linear layer (channel increase)

Linear layer (channel increase)

Linear projection

Linear layer

Linear layer

…

……

[PL]
#1

[PL]
#2

[PL]
#n

…Tok
#2

Tok
#n

…

Tok
#1

Tok
#2

Tok
#n

…

Tok
#1

Figure 3: Proposed Transformer-based encoder and
decoder architecture.

4.2. Experimental design and model

We perform three downstream tasks: reconstruction,
prediction, and generation. For each downstream
task, we explore multiple settings for the encoder
Encstruc (or additionally decoder Decstruc), where
struc ∈ {hi, fl}. We use the same struc for both
Encstruc and Decstruc. Their backbone can either be
CNN or Transformer, denoted by C and T , respec-
tively.

Reconstruction task In order to evaluate the effi-
cacy of the encoder in preserving patient information,
we build an autoencoder as follows:

x̃ = Decstruc(Encstruc(x))

We train the autoencoder with a cross-entropy
loss between x and x̃. We experimented
(Encstruc, Decstruc) on (C,C), (T,C) and (T, T ) for
hi and fl. We evaluate the reconstruction perfor-
mance via token-level accuracy, the ratio of correct
tokens to the total number of tokens.

Prediction task To perform clinical outcome pre-
diction, we formulate the task as binary, multi-class
or multi-label classification:

ỹ = Classifier(Encstruc(x))

The encoder and classifier are trained with the binary
cross-entropy loss (cross-entropy loss for multi-class)
between the predicted probabilities ỹ and the true
label y. For Classifier, we use Transformer due
to its permutation invariant nature, rather than a
purely MLP-based classifier4. After linearly project-

4. Detailed discussion regarding the choice of classifier archi-
tecture is provided in Appendix D
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ing x into z, we pass z through the Transformer lay-
ers. The output is then averaged and linearly mapped
to generate logits for each class. We adopted six
clinically meaningful prediction tasks following Hur
et al. (2022); Diagnosis, Mortality, Final acuity Im-
minent Discharge, Length-Of-Stay for cases of three
and seven days. Further details of each clinical task
are provided in the Appendix C. We evaluated all
prediction tasks in terms of AUROC.

Generation task For the unconditional synthesis
of textualized EHR x, autoregressive modeling of x
is challenging due to the high modeling capacity and
memory inefficiency required by the considerable se-
quence length of UniHPF syntax. Therefore, we use
the VQ-VAE Van Den Oord et al. (2017) approach
to model the discrete latent space autoregressively.
The VQ-VAE consists of Encstruc, Decstruc, a vec-
tor quantization layer VQ and a learnable codebook,
formulated as follows:

zq = VQ(Encstruc(x)), x̃ = Decstruc(zq)

x̂ = Decstruc(ẑq) where ẑq ∼ p(zq)

where VQ maps each vector z = Encstruc(x) into zq
with the nearest code. The VQ-VAE is trained in two
steps. First, Encstruc, Decstruc, and the codebook are
trained simultaneously to minimize the distance be-
tween x and x̃ and the distance between z and zq.
Second, the Transformer-based autoregressive model
is trained to learn the prior distribution over the dis-
crete latent space p(zq). Then the sampled latent
code sequence ẑq is passed into the decoder to syn-
thesize x̂. Further details of training VQ-VAE are
in Appendix E. We conduct experiments on (C,C),
(T,C) and (T, T ) for (Enchi, Dechi).

We assess the quality of synthetic data quantita-
tively, qualitatively, and from a privacy perspective.
We propose a metric to measure the preservation

of table syntax and semantic consistency by compar-
ing triples (table, column name, cell) in generated
data with real data. For example, the lab ID should
be on a lab table, not a prescription table. On a per-
event or per-sample basis, we compute RCE (ratio
of correct events to total events), RUE (ratio of cor-
rect unique events to total unique events), and RCS
(ratio of correct samples to total samples). Specifics
regarding the evaluation algorithm and scoring met-
rics are listed in Appendix F.
To qualitatively compare the distribution of orig-

inal and synthetic data, we used t-SNE to visualize
latent vectors in a two-dimensional space.

In addition, for the privacy evaluation, we con-
ducted a membership inference attack Shokri et al.
(2017), and the task definition and results are shown
in Appendix H.

4.3. Implementation details

For the CNN-based encoder (Algorithm 1 and 3), we
employed a scheme that compresses the dimension as
desired by combining two types of kernels, one with
a kernel size of 5, a stride of 2, and a padding size of
2, and the other with a kernel size of 1 and a stride
of 1 and no padding.

For the Transformer-based encoder (Algorithm 2),
we use four Transformer layers for Enchi and four
Performer Choromanski et al. (2020) layers for Encfl,
in which all layers in both Enchi and Encfl use 4
attention heads.

We use 2 Transformer layers with 4 heads and a
hidden dimension of 128 for the Classifier. As for
the Transformer-based autoregressive model used for
generation, we utilize 4 Transformer layers with 4
heads and a hidden dimension of 256. The Adam
optimizer Kingma and Ba (2014), along with a learn-
ing rate of 5e-4 (or 5e-5 for models that failed to
train), is employed for the optimization process. Ad-
ditionally, we select different batch sizes of 16, 64, and
32 for reconstruction, prediction, and generation, re-
spectively. Experiments are conducted with different
random seed values, with three seeds for reconstruc-
tion and prediction, and two seeds for the generation.

4.4. Searching range

For input embeddings Ehi ∈ Rne×nt/e×d and Efl ∈
Rnt×d, we employ ne = 256, nt/e = 128 for Ehi, and
nt = 8192 for Efl. The embedding layer Emb has a
fixed dimension d = 256. For the compressed latent
vector z ∈ Rt×c of Ehi and Efl, we define the latent
dimension l = t× c.

For prediction and reconstruction tasks, we explore
its size starting from l = 256 and double it up until
l = 4096. For each l, represented as 22i−1 or 22i,
we search five possible cases of t from 2i−2 to 2i+2

by increasing i. (e.g., For the latent vector z having
l = 2048 = 22∗6−1, we search t from 24 to 28).
However, for the generation task, we use a less com-

pressed searching range of l, starting from 4096 up to
32768. This is because the first stage in VQVAE can
be viewed as conducting reconstruction along with
vector quantization, in which additional information
loss is inevitable.
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Compression rate, indicating how many times z
is smaller than Ehi or Efl, can be calculated by
ne×nt/e×d

l and nt×d
l , respectively. (e.g., if z has a

shape of (256, 8) in hierarchical case, the compres-
sion rate is ×4096 = 256×128×256

2048 ). Consequently,
Enchi has a compression rate ranging from 2048 to
32768, while Encfl has a lower rate ranging from 512
to 8192.

5. Result

We conducted extensive experiments on building
Encstruc for the above reconstruction, prediction, and
generation tasks. Specifically, we experiment on dif-
ferent types of backbone models, both hi and fl
structures, and various combinations of (t, c) of la-
tent vector z ∈ Rt×c. When comparing performances
using box plots, it is important to consider both the
mean and best performances respectively represented
by the box’s position and the upper whisker, as each
box contains several model variants of the same latent
dimension or temporal dimension.5

5.1. Reconstruction

For the reconstruction task for MIMIC-III and eICU
datasets, CNN outperforms Transformer when used
as both the encoder and a decoder. Figure 4(a)
shows the reconstruction performances of autoen-
coders (C,C), (T, T ), and (T,C) at the same la-
tent dimension l. We evaluated each backbone as
an encoder by comparing models with the different
encoders but with the same decoder and vice versa
for the decoder case.

Results in Figure 4(a) show that CNN is a better
encoder compared to Transformer, as (C,C) shows
higher performance compared to (T,C) for both hi
and fl structures. When compared in the same man-
ner, CNN as a decoder showed a far better perfor-
mance than Transformer with a much wider margin
than the encoder case. The conclusion that CNN is
better in both aspects is reinforced by the fact that
the autoencoder composed solely of CNN performs
better than that of Transformers.

Finding Our experiment results show that EHR
as a time series dataset has inherent temporal local-
ity; each medical event contained in EHR is mainly

5. Ultimately, users will select the model showing best per-
formance from each setting.

correlated with events that happened in a short pe-
riod. Specifically, the reconstruction results with
CNN, having a local receptive field, outperform that
of Transformer, which has a global receptive field.
Moreover, as depicted in Appendix L, Transformer
mainly attends temporally proximal events repre-
sented by the elements near the diagonal line, which
shows an entirely different pattern in the case of
prediction. Lastly, by rearranging the results with
temporal dimension t as shown in Figure 4(b), CNN
performs clearly better as t increases, while the per-
formance of Transformer either remains stagnant or
decreases. Thus, in order to preserve patient infor-
mation with minimal loss, it is better to keep more
temporal information even within the same latent di-
mension.

5.2. Prediction

For the prediction tasks, the CNN-based encoder
shows comparable performance to the Transformer-
based encoder in the hierarchical setting. Figure 5 il-
lustrates the averaged AUROC performance of the six
prediction tasks for each model architecture. As the
four models share the same classifier, we compare the
results based on different encoder settings. Specific
results for each task are reported in Appendix M. For
the hi setting, the CNN-based encoder shows compa-
rable performance to Transformer, whereas for the fl
setting, CNN shows lower performance. Such results
imply that explicit information on EHR hierarchy is
more effective for the CNN compared to the Trans-
former in predictive tasks.

Finding For the CNN-based encoder, both recon-
struction and prediction tasks showed a significant
positive correlation. As shown in Figure 22, the
CNN-based encoder learns similar latent representa-
tions for reconstruction and prediction. Moreover, as
shown in Figure 5(b), keeping more temporal infor-
mation by increasing t improves the predictive per-
formance, even within the same l. By increasing t,
we can thus enhance the CNN-based encoder in both
aspects simultaneously; the higher performance for
both reconstruction and prediction tasks.

5.3. Generation

Quantitative evaluation As shown in Figure 6,
we report the results of proposed metrics according
to the different (Enchi, Dechi) combinations, and la-
tent dimensions. High RCE indicates that each gen-
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Figure 4: Comparison of reconstruction performance for both MIMIC-III (left) and eICU (right) datasets.

erated event follows the table structure while main-
taining the semantic consistency of input. The RCS,
a stricter measure, denotes the amount of synthetic
patient data readily available. In the case of latent
dimension 32768, (C,C) and (T,C) show compara-
ble performance. However, as the compression rate
increases, the performance gap between (C,C) and
(T,C) is enlarged, with (C,C) showing superior per-
formance. Such results indicate that the CNN-based
encoder effectively preserves patient information de-
spite a high compression rate. (T, T ), on the other
hand, generally shows the lowest performance com-
pared to both (C,C) and (T,C). We also report RUE
on the Appendix G.

Qualitative evaluation We conduct t-SNE on the
encoded latent z ∈ R32768 of (C,C), (T,C) and (T, T )

for both the original and synthetic data, as shown in
Figure 7. The distributions of both the original and
synthetic data surprisingly form in multiple clusters
with some outliers. For the case of (C,C), although
the synthetic data distribution does not cover all out-
liers, it shows clusterings in similar regions to the
original. On the other hand, the synthetic data of
(T,C) and especially (T, T ) also form condensed clus-
ters that resemble those of the original data. How-
ever, some clusters do not contain any original data
clusters. Such results show that compared to the
Transformer-based encoder, the CNN-based encoder
better encodes the input with similar distributions
to the original data. We also included t-SNE visual-
ization results according to perplexity values in Ap-
pendix I.
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Figure 5: Comparison of prediction performance for both MIMIC-III (left) and eICU (right) datasets.
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Figure 6: Quantitative evaluation on MIMIC-III and eICU datasets. RCE and RCS represent the ratio of
correct events to total events and the ratio of correct samples to total samples, respectively.

Furthermore, the poor performance of membership
inference attack in Appendix H showed a low possi-
bility of privacy leakage.

5.4. Structure

We compared the hierarchical structure to the flat-
tened one to measure the effect with all the other vari-
ables controlled. In Figure 4 and Figure 5, the blue
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Figure 7: t-SNE visualization on latent space on MIMIC-III dataset.

histograms are positioned higher than the red ones,
indicating that hierarchically structuring the model
led to higher performance across tasks and backbone
models. Using the inherent hierarchy of the EHR
system can boost the model’s performance.

5.5. Time and Parameter Efficiency

We compare the resource consumption of each
model in our experiments. Figure 8 illustrates the
parameters-performance, FLOPs-performance, and
time-performance curves for the models performing
the reconstruction task. We only consider the en-
coder without the rest of the model for the number
of parameters and time consumed for training. Com-
pared to the Transformer-based models, the results
of the CNN-based models are located in the upper
left part for all 8(a), 8(b) and 8(c). Thus, CNN is a
better backbone for building an encoder than Trans-
former, even with notably fewer parameters and lower
computational cost.

6. Conclusion

We have searched for a versatile architecture to en-
code the raw EHR input into a low-dimensional space
when the input processed by the universal framework
is on a large scale. To the best of our knowledge,
this is the first work to search for a versatile encoder
not only reducing the large EHR into a manageable
size but also well preserving the core information of
patients to perform clinical tasks. Even with fewer
parameters and less training time, hierarchical CNN
outperforms the state-of-the-art model on widely ac-
cepted tasks in the field. Moreover, it turns out that
making use of the inherent hierarchy of the EHR

system can boost the performance of any backbone
models and clinical tasks performed. By conducting
extensive experiments, we present concrete evidence
for generalizing our research findings into real-world
practice. We capture the core tendencies while ex-
ploring these numerous settings and systematically
summarize the findings to give a clear guideline on
building the encoder.
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Appendix A. Input Embedding

Before being embedded to the encoder, token se-
quence x is first mapped to a vector representation
based on a learnable lookup table. Next, we add dif-
ferent types of embeddings to the vector representa-
tion:

• Token-type embedding adds structural in-
formation of table to the vector represen-
tation, considering that the input is based
on tabular data. The types of added em-
beddings are [table name], [column name],
[column value], [timegap], [start token],
[end token], and [pad token].

• Digit-place embedding adds value embed-
dings for numeric features (e.g. dosage, rate).
Since neural tokenizers are notorious for having
difficulty in processing numbers, we use Digit-
Place Embedding (DPE) to let the models to
recognize numbers naturally. DPE first splits the
numeric values into digits and assigns each digit
to its place value. For example, ”123.1” becomes
”1 2 3 . 1”, and corresponds to “[hundreds],
[tens], [units], [decimal point], [tenth]”.
For tokens that are not a number or decimal
point, we add [non-digit].

• Positional embedding adds a time signal by
mapping each position of the sequence to the em-
bedding space. Such embedding is needed for
models without recurrence or convolution, such
as the Transformer. Thus, we use sinusoidal
positional embedding for the Transformer-based
encoder.
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Appendix B. Algorithm for building
encoders and examples

For CNN encoding scheme, Algorithm 1 and 3 respec-
tively summarize the number of layers by type and
the order of layers. To reduce the biased effect on the
manifold in low-dimensional space when compressing
only one dimension consecutively, we carefully de-
sign the order of layers to compress the temporal and
channel dimensions alternately. For Transformer, Al-
gorithm 2 summarizes encoding scheme.
We provide examples of algorithms for building en-

coders in Table 1 and 2 for some specific cases.

Algorithm 1: CNN encoding scheme: the num-
ber of layers by type

Input: Einput ∈ Rn×d, n′, d′

// (n′, d′) : an expected shape of Eoutput

Output: Denc

// Ln compresses n-axis in half

// Ld compresses d-axis in half

// Lnd compresses n and d axes in half

// Determine the number of layers nl

rn, rd ← log2(n/n
′), log2(d/d

′)
nl ← max(rn, rd)

// Decide the number of layers by type

if rn > rd then
Denc ← {Lnd : rd, Ln : nl − rd}

else if rn < rd then
Denc ← {Lnd : rn, Ld : nl − rn}

else
Denc ← {Lnd : nl}

Algorithm 2: Transformer encoding scheme

Input: Einput ∈ Rn×d, n′, d′, nl

Output: encoder layers
(n′, d′) : an expected shape of Eoutput

// adaptive average pooling:

Padpt(Einput, n
′) ∈ Rn′×d′

rc ← log2(d/d
′)

q ← rd//nl

r ← rd%nl

// Define the encoder layers

set Ld1
to decrease channel dim by 2q+1

set Ld2
to decrease channel dim by 2q

return [Ld1
] ∗ r + [Ld2

] ∗ (nl − r) + [Padpt]

Appendix C. Definition of clinical
predictive task

1. Diagnosis (Dx) (multi-label): Predict all diag-
noses occurred during the entire ICU stay. By
following Clinical Classification Software (CCS)
for ICD-9-CM criteria, diagnosis codes are clas-
sified into 18 categories.

2. Final Acuity (Fi ac) (multi-class): At the end of
the ICU stay, predict where the patient will be
discharged among the various places.

3. Imminent Discharge (Im disch) (multi-class):
Predict whether the patient will be discharged
within the subsequent prediction window of 48
hours and, if so, where to be discharged.

Algorithm 3: CNN encoding scheme: the order
of layers

Input: Denc, nl, rn, rd
Output: encoder layers
// blockalt compresses n and d axes

alternatively

if Ln ∈ Denc then
numblock

n ← (nl + 1)//(rd + 1)
numrem

n ← (nl + 1)%(rd + 1)

blockn ← [Ln] ∗max(numblock
n , 0)

blockalt ← blockn + [Lnd]
blockalt′ ← blockalt + [Ln]
return (blockalt) ∗ (rd − numrem

n ) +
(blockalt′) ∗ (numrem

n ) + blockn
else if Ld ∈ Denc then

blockalt ← [Lnd, Ld]
if nl − 2(rd − rn) + 1 < 0 then

nodd ← nl%2
return [Ld] ∗ nodd + blockalt ∗ rn + [Ld] ∗
(nl − 2rn − nodd)

else
if 2rn − rd ≥ 0 then

numalt ← rd − rn
else

numalt ← min(rn, rd//2)
if (rn − numalt) = rd − 2numalt then

blocknon−alt ← [Lnd] ∗ (rn − numalt)
else

blocknon−alt ← [Ld] ∗ (rd − 2numalt)
return blocknon−alt + blockalt ∗ numalt

else
return [Lnd] ∗ nl
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4. Mortality (Mort) (binary): Predict whether or
not a patient will be discharged with the state
“expired” within the prediction window of 48
hours. The discharge state was “expired” within
the prediction window of 48 hours.

5. Length-of-Stay (binary): Predict whether the
patient’s whole length of stay will be longer than
3 days or not (LOS3), and 7 days or not (LOS7).

Appendix D. Choice of classifier
backbone for the
prediction tasks

We consider using MLP and Transformer as backbone
of the classifier for z. When CNN encodes x into z,
the temporal order of x is preserved (i.e., permutation
equivariant). Thus, the classifier should aggregate z
to be permutation invariant for better prediction.
For the MLP-based classifier, z is flattened into a

1D vector, then linearly projected into logits. How-
ever, only specific parameters are used to process z
at specific locations, preventing full aggregation of z
into logits.
The Transformer-based classifier, on the other

hand, passes z into the self-attention layer, result-
ing in complete aggregation of z (i.e., permutation
invariant).
As a result, we choose the Transformer-based clas-

sifier instead of the MLP classifier. Figure 9 also
shows that the CNN-based encoder using Trans-
former as a classifier has a higher AUROC than MLP,
proving that prediction with permutation invariant
backbone is a better choice.

dx fi_ac im_disch los3 los7 mort
pred_target

0.0
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0.4
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0.8

AU
RO
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mlp transf

Figure 9: Prediction results according to the clas-
sifier backbone when z ∈ R2048 is com-
pressed by a CNN-based one-stage en-
coder.

Table 1: Example of CNN-based encoder compress-
ing Einput ∈ R8192×256 to Eoutput ∈ R64×8

following Algorithm 1 and 3.

Encoding CNN-based

Input
n = 8192, d = 256
n’=64, d’=8

Build
Layers

rn = log2(8192/64) = 7
rd = log2(256/8) = 5

nl = 7

Layer Layer type Output shape

1 Lnd (4096,128)
2 Lnd (2048,64)
3 Lnd (1024,32)
4 Lnd (512,16)
5 Ln (256,16)
6 Lnd (128,8)
7 Ln (64,8)

Table 2: Example of Transformer-based encoder
compressing Einput ∈ R8192×256 to
Eoutput ∈ R64×8 according to Algorithm 2.

Encoding Transformer-based

Input
n = 8192, d = 256

n’=64, d’=8, nl = 4

Build
Layers

rd = log2(256/8) = 5
q = 1, r = 1

Ld1
: decrease d by 22

Ld2
: decrease d by 21

Layer Layer type Output shape

1 Ld1 (8192,64)
2 Ld2 (8192,32)
3 Ld2

(8192,16)
4 Ld2

(8192,8)
- Padpt (64,8)
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Appendix E. VQ-VAE

Stage 1. Learning a codebook With the con-
ventional VQ-VAE method, latent vector z ∈ Rt×c

consists of t fibers, and each fiber zi ∈ Rc is mapped
to the nearest code. However, in order to improve
the representation of each fiber, we divide each fiber
into four pieces and replace each piece zi,j ∈ Rc/4

(j ∈ 1, ..., 4) with its closest code from the codebook
{ek}Kk=1 ∈ Rc/4 as follows:

zi,jq = ek where k = arg minl||zi,j − el||

As a result, z is mapped into zq with 4t codes, and
zq is fed to the decoder to reconstruct x̃.
The encoder, decoder, and codebook are trained

in an end-to-end manner to minimize the distance
between x, x̃ and z, zq respectively:

LV Q = ||x− x̃||22 + ||sg[z]− zq||22 + β||sg[zq]− z||22

where sg[·] stands for the stop gradient operation,
which supplements the non-differentiable quantiza-
tion operation, and β is a weight hyperparameter.
In our case, we replace the second loss term with an
exponential moving average for the codebook.

Stage 2. Learning a prior over discrete latents
We train the Transformer-based autoregressive model
to learn the prior distribution over the discrete latent
space:

p(zq) =

4t∏
i

p(zq,i|zq,1, ..., zq,i−1)

The autoregressive (AR) model predicts the next
code based on past codes on every step to maximize
the log-likelihood of the joint distribution of p(zq):

LAR = Ex∼p(x)[− log p(zq)]

Finally, the sampled latent code sequence from p(zq)
is decoded to generate x̂.

Appendix F. Qualitative Evaluation
Method for Synthetic
Data

Real data consists of samples representing patient
data, and each sample consists of multiple events ER.
Each event eR ∈ ER, can be expressed as follows:
(table, (column name, cell) × n, timegap), where n

Algorithm 4: Qualitative Evaluation Metric for
Synthetic Data

for eG ∈ EG do
// syntax check

if not (order(eG) and column pair(eG) and
table column(eG)) then

return incorrect
end
// semantics check

for (column, content) in eG do
if type(column) is numeric then

if not min max(content) then
return incorrect

else
if not sub word(content) then

return incorrect

end
return correct

end

represents the number of columns for the event. Like-
wise, synthetic data consists of samples with multi-
ple events EG. We evaluate the quality of synthetic
data based on table syntax preservation and seman-
tics consistency by comparing triples (table, column
name, cell) in EG to ER. The two-step procedure is
as follows: (1) Definition of a set of triples (table,
column name, content) based on ER, (2) Synthetic
data evaluation based on pre-defined triples.

Definition of a set of triples Each event eR is
first split into triples of (table, column name, cell).
Each cell can be categorized as either numeric or
text-type. For the (table, column name) combina-
tions of all resulting triples from ER, we remove du-
plicates and extract only the minimum and maximum
values for numeric-type cells while performing tok-
enization for text-type cells. As a result, we build a
refined set of triples (table, column name, content).

Synthetic data evaluation We define the func-
tions of Algorithm 4 as follows:

To measure syntactic consistency, order checks
whether eG starts with a table name. column pair
checks whether columns and contents consist in a
pair. table column checks whether the table and
column names are in the pre-defined set.

To evaluate semantic consistency, for numeric-
type cells, min max checks whether the content
lies within the minimum and maximum value of
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(table, column name) in the pre-defined set. For the
text-type cells, sub word splits the cell values into
subwords and then checks whether the split content
is in the pre-defined set of (table, column name).
Based on evaluation of each eG with Algorithm 4,

we use the 3 metrics below to report the synthetic
data scores:

• RCE: ratio of correct events to total events
• RUE: ratio of correct unique events to total
unique events

• RCS: ratio of correct samples to total samples
Specifically, RCE and RUE evaluate the number of
correct events given all generated events on a non-
unique and unique basis, respectively. RCS evaluates
the number of correct patient samples out of all gen-
erated patient samples, in which each patient sample
is a batch of events. By measuring the event-level
and sample-level accuracy of synthetic data, we can
analyze the consistency of synthetic data with real
data.

Appendix G. Additional results of
qualitative evaluation
(RUE)

We measured RUE metrics for synthetic data. Since
RUE ignores duplicates and only considers unique
events, it can measure the generative data from a
different perspective than RCE. However, as shown
in Figure 10, it matches other metrics in Section 5.3.
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Figure 10: Quantitative evaluation on MIMIC-III
and eICU datasets. RUE represents the
ratio of correct unique events to total
unique events.

Appendix H. Privacy evaluation

Privacy evaluation is essential for assessing the qual-
ity of synthetic medical data. We conducted member-
ship inference that measures the privacy leakage risk
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Figure 11: Recall (left) and precision (right) accord-
ing to the number of real data that the at-
tacker can access. The legend expressed
Hamming distance threshold divided by
the number of tokens.

by determining whether the data generated by the
model is similar enough to be considered a member
of the training dataset.

We generated 1,000 records and sampled nr records
each for train data and test data. The attacker
has access to the real records of 2nr and determines
if each record was used for synthetic data creation
via Hamming distance threshold between the two
records. Figure 11 shows recall and precision of mem-
bership inference for CNN-based VQ-VAE. Recall is
the ratio from which members of a training set are
correctly inferred as members by the attacker. Preci-
sion represents how many of the samples inferred as
members are actually in training data set. Precision
and recall are zero when Hamming distance thresh-
old is zero, indicating that the synthetic data is not
memorized by the model nor copied from the train-
ing data. A precision around 0.5, regardless of the nr,
suggests the attacker has poor membership inference
performance.

Appendix I. t-SNE visualization for
different perplexity
values

When using t-SNE for a qualitative evaluation, the
interpretation may vary depending on the perplexity
value, so we performed visualizations at various per-
plexities. The results displayed in Figure 12 demon-
strate that increasing perplexity led to tighter clus-
tering of the data points. Notably, the analysis con-
ducted with multiple perplexity values yielded consis-
tent results with those obtained in Section 5.3, which
relied on a single perplexity value.
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Figure 12: t-SNE visualization in latent space on MIMIC-III dataset according to perplexiy (PPL).
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Figure 13: Transformer decoding scheme designs

Appendix J. Transformer encoding
schemes

As shown in Algorithm 2, our proposed Transformer
encoding method gradually reduces the channel di-
mension as input x is passed through encoding layers.
However, for Transformer-based encoding, it is com-
mon only to compress the temporal dimension (using
[CLS] token or mean pooling) while leaving the chan-
nel dimension unchanged. Thus, we experiment and
compare the temporal dimension compression to our
channel compression method for reconstruction and
prediction with z in 256 and 2048 dimensional spaces.

For z ∈ R1×256, the Transformer encoder layers
process x and aggregate the temporal dimension into
one by either extracting the [CLS] tokens or by mean
pooling.

For z ∈ R1×2048, the output of the Transformer en-
coder is linearly projected into 2048 dimensions and
then temporally compressed.

For z ∈ R8×256, we apply [CLS]-based and mean
pooling-based compression with the following pro-
cesses. For [CLS]-based compression, we insert 7
[CLS] tokens to the start of the sequence before en-
coding and subsequently use the 8 [CLS] tokens (i.e.,
encoded [CLS] output) for compression. We apply
adaptive average pooling to the encoded outputs for
mean pooling-based compression.

Figure 14 shows the results of reconstruction and
prediction. For the reconstruction tasks, our encod-
ing scheme outperforms all existing methods with a
significant gap in accuracy for both l = 256 and l =
2048. Our method also shows comparable AUROC
but slightly lower than mean pooling and higher AU-
ROC than using [CLS].

Appendix K. Transformer decoding
schemes

We experiment on four different Transformer decod-
ing schemes (shown in Figure 13), including the set-
ting in Figure 3, where both the encoder and de-
coder are Transformers. After z is generated from the
encoder, the decoder reconstructs input x by using
either autoregressive or non-autoregressive methods.
The autoregressive method generates x sequentially
based on tokens from previous time steps, while the
non-autoregressive method generates x at once.

For non-autoregressive decoding, z can be passed
to the decoder either indirectly as a key for cross-
attention (Section 3.4) or directly for self-attention.

We use two different types of decoder inputs for
self-attention. The first input type is a vector ob-
tained by unpooling z to the length of input x,
followed by adding positional encoding. Unpooling
replicates adaptive mean pooling values for each pool-
ing window by the size of the window. Also, posi-
tional encoding was added to overcome Transformer’s
inability to distinguish tokens with identical values of
different positions. The other input type is a vector
of length x, created by concatenating placeholder to-
kens to z.

As shown in Figure 15, autoregressive decoding
shows the lowest reconstruction accuracy and does
not appear to be suitable for reconstructing long
sequences. Among the non-autoregressive decoding
methods, the method of passing information of z from
the encoder to the decoder through cross-attention
shows the most efficient reconstruction.

311



Rediscovery of CNN’s Versatilityfor Text-based Encoding of Raw Electronic Health Records

cls-1 mean-1 ours-4 ours-8 ours-16 ours-32 ours-64
encoding

0.00

0.05

0.10

0.15

0.20

0.25

0.30

0.35

0.40
Ac

cu
ra

cy

(a) Reconstruction (l = 256)

dx fi_ac im_disch los3 los7 mort
pred_target

0.4

0.5

0.6

0.7

0.8

0.9

1.0

AU
RO

C

cls-1
mean-1
ours-4
ours-8

ours-16
ours-32
ours-64

(b) Prediction (l = 256)

cls-8 mean-8 ours-16 ours-32 ours-64ours-128ours-256
encoding

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

Ac
cu

ra
cy

(c) Reconstruction (l = 2048)

dx fi_ac im_disch los3 los7 mort
pred_target

0.4

0.5

0.6

0.7

0.8

0.9

1.0

AU
RO

C

cls-1
mean-1
cls-8
mean-8
ours-16

ours-32
ours-64
ours-128
ours-256

(d) Prediction (l = 2048)

Figure 14: Comparison of Transformer encoding schemes.

AR
& CA

non-AR
& CA

non-AR
& SA

non-AR
& SA+Unpool

decoding

0.0

0.1

0.2

0.3

0.4

0.5

0.6

Ac
cu

ra
cy

Figure 15: Reconstruction accuracy of various Trans-
former decoding schemes.

Appendix L. Visualization and
analysis of self-attention
maps in Transformer

By visualizing the self-attention map of the Trans-
former layer having a hierarchical structure, we ana-
lyze how the reconstruction and prediction task differ
from each other. Specifically, we choose a patient who
has less than ten pad-events, which are fully filled
with pad tokens, out of ne = 256 events. Then, we
draw a heat-map for the first self-attention layer of
the Ence in the autoencoder (T, T ) and the predictive
model Classifier(Encstruc(x)). The patient’s key
and query medical events respectively correspond to
the y and x axes in the Figure 16.

As shown in the figure, Transformer shows an
entirely different pattern in cases of reconstruction
and prediction. For the reconstruction task illus-
trated in Figure 16(a), most of the attention heads in
the Transformer mainly attend temporally proximal
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events represented by the elements near the diagonal
line. However, almost every query event attends spe-
cific events out of all ne events to perform the clinical
prediction task, as depicted both in Figure 16(b) and
16(c).

Appendix M. Results of each
prediction task

Figure 17, 18, 19, and 20 show the prediction per-
formances without averaging in a task-wise manner.
Prediction performances are arranged by the latent
dimension l in Figure 17 and 19, and by the tempo-
ral dimension t in Figure 18 and 20. We report these
performances of each subtask on both MIMIC-III and
eICU datasets.
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(a) Reconstruction

(b) Prediction-dx

(c) Prediction-mort

Figure 16: Self-attention heat-map of the Ence in the hierarchically-structured Transformer. In Ence, the
input for the patient has 256 medical events as query and key vectors. y and x axes in the figure
respectively mean key and query event vector in each head. Query event vectors shows completely
different pattern in reconstruction and prediction case.
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Figure 17: Prediction performances on MIMIC-III arranged by the latent dimension l
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Figure 18: Prediction performances on MIMIC-III arranged by the temporal dimension t
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Figure 19: Prediction performances on eICU arranged by the latent dimension l

317



Rediscovery of CNN’s Versatilityfor Text-based Encoding of Raw Electronic Health Records

CNN Transformer CNN Transformer

0.885

0.890

0.895

0.900

0.905

AU
RO

C

Enchi Encfl

eICU/dx

(a) Diagnosis

CNN Transformer CNN Transformer

0.335

0.340

0.345

0.350

0.355

0.360

0.365

AU
RO

C

Enchi Encfl

eICU/fi_ac

(b) Final acuity

CNN Transformer CNN Transformer
0.546

0.548

0.550

0.552

0.554

0.556

0.558

0.560

AU
RO

C

Enchi Encfl

eICU/im_disch

(c) Imminent Discharge

CNN Transformer CNN Transformer

0.680

0.685

0.690

0.695

0.700

0.705

0.710

0.715

AU
RO

C

Enchi Encfl

eICU/los3

(d) Length-Of-Stay for case of three days

CNN Transformer CNN Transformer
0.70

0.71

0.72

0.73

0.74

0.75

0.76

0.77

AU
RO

C

Enchi Encfl

eICU/los7

(e) Length-Of-Stay for case of seven days

CNN Transformer CNN Transformer

0.650

0.675

0.700

0.725

0.750

0.775

0.800

0.825

AU
RO

C

Enchi Encfl

eICU/mort

(f ) Mortality

Figure 20: Prediction performances on eICU arranged by the temporal dimension t
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Figure 21: Kernel Density Estimate (KDE) plot visu-
alizing the distribution of the total num-
ber of tokens according to observation
time in the MIMIC-III dataset.
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Figure 22: Visualization of latent vector using PCA
on MIMIC-III dataset. Both CNN-
based and Transformer-based encoders
use CNN-based decoders for reconstruc-
tion.
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