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Appendix A. Preprocessing Details

Following the preprocessing of R2Gen, the raw docu-
ments are converted to lowercase and tokenized using
the NLTK library. Furthermore, we removed redun-
dant spaces, empty lines, serial numbers, and punc-
tuation marks from the documents In IU X-RAY, we
apply the widely-used splits in (Chen et al., 2020;
Jing et al., 2019; Liu et al., 2021a) and partition the
dataset into train/validation/test set by 7:1:2. Fol-
lowing the works (Chen et al., 2020, 2021), we re-
move the tokens whose frequency of occurrence in the
training set is less than 3, resulting in 789 words for
the entire dataset. In MIMIC, we adopt the official
splits for the dataset to report our results: 368,960 for
training, 2,991 for validation, and 5,159 for test. Fol-
lowing the works (Chen et al., 2020, 2021; Liu et al.,
2021b), we keep the tokens with a frequency in the
training set are more than 10.
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Table 1: Summary of TIMER’s performance improvements over baselines. ∆̂ indicates percentage improve-
ments over baselines.

Methods (%) BLEU 1 BLEU 2 BLEU 3 BLEU 4 Meteor Rouge L Clinical Metric

IU X-RAY

∆̂ 6.42 7.57 9.07 13.06 4.45 4.55 61.16

∆̂-BiLSTM 17.96 10.89 12.10 20.14 8.72 11.64 45.09

∆̂-R2GEN 1.11 1.75 2.58 5.02 0.84 3.10 48.38

∆̂-CMN 8.37 10.13 11.04 12.58 7.32 4.00 45.61

∆̂-CMM+RL 0.08 8.01 11.14 15.59 1.39 0.13 131.42

MIMIC

∆̂ 11.27 9.66 9.01 10.50 8.64 3.54 49.30

∆̂-BiLSTM 42.86 42.61 44.27 48.57 30.55 7.69 53.25

∆̂-R2GEN 8.13 2.27 0.69 0.97 6.91 2.79 118.17

∆̂-CMN 7.58 5.04 3.77 4.94 3.67 3.17 84.08

∆̂-CMM+RL 0.52 1.76 1.03 3.79 1.17 1.23 167.48

Appendix B. Implementation Details

We use ADAM (Kingma and Ba, 2015) optimizer to
train our model with the learning rate 0.001 and de-
cay such rate by a factor of 0.9 per epoch for each
dataset. We update the TIMER for each inner loop
training in the IU X-RAY dataset and every 100 iter-
ations of inner loop training in the MIMIC dataset.
The max training epoch is 100 for the IU X-RAY
and 30 for the MIMIC, due to the data sizes and
our computational resources. We generate tokens by
beam search (Sutskever et al., 2014) with 3 beam size
in the test stage for all experiments. All implemen-
tations are on PyTorch (Paszke et al., 2019).

In baseline BiLSTM, we set the number of tags for
semantic attention as 10 and all hidden states and
word embeddings as 512. The learning rates for the
CNN and the hierarchical LSTM are 1e-5 and 5e-4
respectively.

In baseline R2GEN, We adopt the ResNet101 to
extract images’ features with the dimension of each
feature set to 2048. The dimension of relational mem-
ory in multi-head attention is 512 and contains 8
heads. The number of memory slots is set to 3 by
default. The learning rate is 5e-5 for the visual ex-
tractor and 1e-4 for other parameters. We decay such
rate by a factor of 0.8 per epoch for each dataset.

In baseline CMN, the image feature extractor has
the same setting as R2GE. The encoder-decoder
structure adopts Transformer with 3 layers and 8 at-
tention heads. The memory matrix dimension is 512
and the number of memory vectors is set to 2048.
The learning rates of the visual extractor and other
parameters are set to 5×10−5 and 10−4, respectively,

and we decay them by a 0.8 rate per epoch for all
datasets.

CMM+RL baseline keeps all the same settings as
CMN. Following the setting in the paper, we adopt
the greedy sampling method to generate reports for
self-critical learning. We set the batch size as 8 since
this achieves the best result in the paper’s report.

Table 1 presents the details of our model improve-
ments percentage over baselines.
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