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Abstract

In this work, we propose an operator learning framework for accelerating nonlinear adaptive control. We define three operator mappings in adaptive control-the parameter identifier operator, the controller gain operator, and the control operator. We introduce neural operators for learning both the parameter identification mapping and the gain function mapping to produce the control action at each step. Through the formalization of neural operators, we are able to learn these mappings for a wide set of different system parameter values without retraining. Empirically, we test our controller on two experiments ranging from an aircraft system (a nonlinear ODE) to a first-order hyperbolic PDE system. We demonstrate that the accuracy of both the gain function and parameter approximation can reach the magnitude of $10^{-4}$ with speedups around 98% compared to numerical solvers. Furthermore, we empirically demonstrate that despite error propagation, closed-loop stability guarantees are maintained when substituting neural operator approximations.

Keywords: Neural Operators, Adaptive Control

1. Introduction

Over the past thirty years, a series of theoretical adaptive controllers have been developed for stabilization of complex dynamical systems. This includes model-based adaptive controllers for nonlinear ODEs Krstic et al. (1995), PDEs Smyshlyaev and Krstić (2018); Anfinsen (2019), and delay systems Zhu and Krstic (2020). Often, these controllers provide well-defined stability and robustness guarantees from a theoretical perspective. However, in practice, many adaptive controllers require solving a series of challenging integro-differential equations. Therefore, the computational cost for complex nonlinear PDE systems can easily become intractable. Thus, a need exists to develop adaptive control techniques that are feasible to compute in real-time without sacrificing the stability and performance guarantees of the original controller.

In this work, we design an operator learning framework for accelerating adaptive control that arises in both nonlinear ODE and PDE systems. To guarantee the stabilization of the closed-loop system, we generate supervised training data from adaptive controllers designed by the backstepping method. To accelerate the computational efficiency, we use neural operators for model learning. These operator learning techniques have shown superior performance in learning mappings between infinite-dimensional spaces of functions Lu et al. (2021), Li et al. (2020). Specially, we learn the functional mapping from the system measurements, control inputs, and initial parameter
estimates to the parameter estimates and gain function values. Pairing an adaptive controller of nonlinear systems, with neural operator approximations of the parameter identifier and controller gains enables the user to capitalize on the mathematical rigor of the controller and the computational performance of operator learning. This allows us to achieve the best of both worlds. Our contributions in this paper are summarized as follows.

**Contributions.** Theoretically, we formulate the operator learning problem for nonlinear adaptive control. We define three operator mappings in adaptive control, the parameter identifier operator $I$, the controller gain operator $G$, and the control operator $C$ in Section 3.1. Empirically, we demonstrate our controller on two experiments including a simulation of an aircraft wing-rock model (a nonlinear ODE system) and a challenging first-order hyperbolic PDE system. In these experiments, we show accuracy on the magnitude of $10^{-4}$ and a speedup of around 98% compared to numerical solvers. Furthermore, we showcase that stability guarantees of the closed-loop system are preserved when inserting the neural operator approximated parameter identifier and gain function.

The proposed operator learning paradigm for parameter identification is intrinsically different from existing ML methods for system ID Ljung et al. (2020); Pillonetto et al. (2014); Andersson et al. (2019); Gedon et al. (2021); Dalla Libera and Pillonetto (2022); Raissi et al. (2019). Existing methods perform system ID with training instances generated from one single system, and require re-training from scratch when the system parameters change. We conduct training, instead, with data generated from ground-truth systems with a range of different system parameters and initial conditions. Thus, once the neural operator is learned, we apply it in real-time without re-training. Whenever the system parameters change significantly (due to a drift in the environment, aging, and wear), the neural operator identifier will “automatically” update the parameter estimates, empowered by the adaptive control scheme.

2. Background and Related Works

2.1. A Brief Introduction to Adaptive Control

In general, an adaptive controller consists of two main components: a parameter update law and a control law. Parameter identification estimates the unknown parameters of a system based on the measured output. This estimation is then fed into the controller, which injects input signals into the system (typically at a boundary point) in order to achieve some desired trajectory. As an illustrative example, consider a first-order hyperbolic PDE system with output recirculation,

\begin{align}
    u_t(x,t) &= u_x(x,t) + \theta(x)u(0,t), \\
    Y(t) &= u(0,t), \quad \text{(measured output)} \\
    u(1,t) &= U(t), \quad \text{(control input)}
\end{align}

where $\theta(x)$ are unknown, continuous functions, and for all $0 \leq x \leq 1$, $\theta(x)$ is bounded - $|\theta(x)| \leq M\theta$ for constant $M\theta > 0$. In this example, let’s define the goal to regulate $u(x,t)$ to 0 for all $x \in [0,1]$ using the measurement $Y(t) = u(0,t)$ and the boundary control $U(t) = u(1,t)$. The following theorem presents a paired adaptive controller and parameter update law from Bernard and Krstic (2014) that guarantees stabilization of the closed-loop system.
Theorem 1 (Theorem 5, Bernard and Krstic (2014)) Consider the plant (1) with controller,
\[ U(t) = \int_{t-1}^{t} \hat{\kappa}(t-\tau, t)U(\tau)d\tau + \int_{t-1}^{t-1} \int_{t-\tau}^{t-1} \hat{\kappa}(\mu, \tau)\hat{\theta}(1-\mu+t-\tau, t)d\mu Y(\tau)d\tau \] (2)
the parameter update law for \( \hat{\theta} \) is generated by,
\[ \dot{\hat{\theta}}(x, t) = \gamma(x) \frac{Y(t-x)\left[Y(t) - U(t-1) - \int_{t-1}^{t} \hat{\theta}(t-\tau, t)Y(\tau)d\tau\right]}{1 + \int_{t-1}^{t} Y^{2}(\tau)d\tau} \] (3)
where \( \gamma(x) \) is the estimation gain. \( \hat{\kappa} \), the controller gain function, is obtained from \( \hat{\theta} \) by real-time solution of the following equation,
\[ \hat{\kappa}(x, t) = -\dot{\hat{\theta}}(x, t) + \int_{0}^{x} \hat{\kappa}(y, t)\hat{\theta}(x-y, t)dy \] (4)
For any initial condition, \( \dot{\theta}(\cdot, 0) \in C^{1}(0, 1), Y(0), U(0) \), the solution \( (u, \hat{\theta}) \) and the control input \( U \) are bounded for all \( x \in [0, 1], t \geq 0 \) and \( \lim_{t \to \infty} u(x, t) = 0, \forall x \in [0, 1], \lim_{t \to \infty} U(t) = 0 \).

Notice that the parameter estimator (3) contains dynamics because it involves delayed input \( U(t) \) and output \( Y(t) \). More importantly, the mapping from the measurement \( Y(t) \) to the parameter estimator in (3) are highly nonlinear and therefore require significant computational time to calculate. The task of operator learning will be to capture these nonlinear mappings, thus accelerating the computation of adaptive control for real-time applications.

2.2. Neural Operators
Recently, machine learning (ML) methods have shown promise in solving complex algebraic and differential equations. Earlier works on data-driven solvers borrow off-the-shelf ML models designed for computer vision and language processing. Examples include multi-layer perceptions (MLPs) Levine and Stuart (2021), convolution neural networks (CNNs) Bhatnagar et al. (2019), and graph neural networks Alet et al. (2019). Another line of work, called Physics-Informed Neural Networks (PINNs) (see Raissi et al. (2019) and references within), add physics constraint loss to neural networks. PINNs take advantage of the auto-differentiation of neural networks and can serve as generic solvers for PDEs. However, PINNs need to be re-trained for new boundary and initial conditions, thus not fitting our goal of accelerating adaptive control in real-time.

In Lu et al. (2019); Li et al. (2020), neural operators are designed for solving partial differential equations and dynamical systems. Compared to other ML methods, neural operators provide two unique advantages. Firstly, from a theoretical perspective, neural operators formalize the learning problem as a mapping of function spaces. This contrasts standard neural networks that target learning the map between finite-dimensional vector spaces. Neural operators enable us to learn mappings for an entire set of system parameters instead of requiring retraining when system parameters change. Secondly, from an empirical perspective, Lu et al. (2021), Shi et al. (2022) demonstrated that neural operators achieve superior accuracy in emulating challenging functions compared to standard deep learning approaches. We provide a short review of two popular neural operator architectures, DeepONet Lu et al. (2019) and Fourier Neural Operators Li et al. (2020).
**Definition 2** A DeepONet operator is defined as two neural networks in the form,

\[
\mathcal{H}_N(u_m) := \sum_{k=1}^{p} g^N_{\text{branch}}(u_m; \Theta^{(k)}) f^N_{\text{trunk}}(y; \theta^{(k)})
\]

(5)

where there exists positive integers \(p\) and \(m\), such that \(k = 1, \ldots, p\), neural networks defined as \(f^N(:; \theta^{(k)})\), \(g^N(:; \Theta^{(k)})\) and measurements \(u_m = (u(x_1), u(x_2), \ldots, u(x_m))^T\) for \(x_j \in K_1\).

From a high-level perspective, one can think of a DeepONet as two concatenated neural networks where the branch network takes in the system measurements and the trunk network takes in the system’s domain. In practice, one can choose these neural networks in any form such as MLPs, CNNs, or even recurrent neural networks (RNNs) depending on the type of data stream.

**Definition 3** A Fourier neural operator (FNO) is defined as the composition of linear integral operator \(K\) with pointwise non-linear activation function \(\sigma\) in the following form,

\[
\mathcal{H}_N(u_m) := Q \circ \sigma(W_L + K_L) \circ \cdots \sigma(W_1 + K_1) \circ P
\]

(6)

where \(P, Q\) and \(W_l \in \mathbb{R}^{d_l+1 \times d_l}\) are matrices, and the integral operator \(K\) is implemented with a Fourier transform,

\[
\mathcal{F}_1 := \mathcal{F}^{-1}(K_1 \cdot (\mathcal{F}u_m^{[-1]}))(x) \quad \forall x \in D.
\]

(7)

where \(\mathcal{F}\) denotes the Fourier transform and \(\mathcal{F}^{-1}\) denotes the inverse Fourier transform, and \(K_1\) denotes the linear transformation matrix applied to function in the Fourier domain.

### 3. Operator Learning for Adaptive Control

#### 3.1. Operator Learning Formulation

Our goal is to accurately capture the nonlinear mappings in adaptive control. To do this, we construct simulations with a large set of functional initial conditions \(u(x, 0)\) and system functional parameters \(\theta(x)\). Both will be unknown in the implementation of the neural observers. In this work, we will formally introduce three operators in the adaptive control framework. To the authors’ knowledge, this is the first time these operators are formulated and learned across different parameter functions.

We define the three core operators as:

**Parameter identifier operator \(I\):**

\[
I : \left(\hat{\theta}_0(x), x \in [0, 1]; Y(\tau), \tau \in [t - 1, t]; U(\tau), \tau \in [t - 1, t]\right) \mapsto \left(\hat{\theta}(x, t), x \in [0, 1]\right)
\]

(8)

**Gain operator \(G\):**

\[
G : \left(\hat{\theta}(x, t), x \in [0, 1]\right) \mapsto (\hat{\kappa}(x, t), x \in [0, 1])
\]

(9)
Controller operator $\mathbb{C}$:

$$\mathbb{C} : \left( U(\tau), \tau \in [t-1,t) ; Y(\tau), \tau \in [t-1,t] ; \hat{\theta}(x,t), x \in [0,1] ; \hat{\kappa}(x,t), x \in [0,1] \right) \mapsto U(t) \quad (10)$$

We focus on learning the first two operators: the parameter identifier operator $\mathbb{I}$, and the control gain operator $G$, while directly solving for the controller input $U(t)$. To learn the neural operator approximation of the parameter estimation and gain mappings, we follow the standard supervised learning setup.

1) Operator Learning for Parameter Identifier $\mathbb{I}$: To learn a neural operator for the parameter identifier operator, we need first to generate a training dataset containing input-output pairs produced by solving the parameter update law, e.g., (3) for the hyperbolic PDE system. Consider a time interval $[t-1,t]$ with measurement interval $\Delta t$, and contains $n$ intervals: $t_1 = t - 1, t_2 = t - 1 + \Delta t, ..., t_n = t$. For the spatial domain $[0,1]$ with discretization interval $\Delta x$, and contains $m$ intervals: $x_1 = 0, x_2 = \Delta x, ..., x_m = 1$. Denote $\Delta t, \Delta x$ to be the temporal and spatial intervals between two measurements, and $n, m$ to denote the total number of temporal and spatial measurements. For the neural operator design, we learn a mapping $\mathbb{I}$ that maps the initial parameter estimates $[\hat{\theta}_0(x_1), \hat{\theta}_0(x_2), ..., \hat{\theta}_0(x_m)]$, the boundary measurements $[Y(t_1), Y(t_2), ..., Y(t_n)]$ and the control inputs $[U(t_1), U(t_2), ..., U(t_n)]$, to the estimates $[\hat{\theta}(x_1,t), ..., \hat{\theta}(x_m,t)]$. Then we train the neural operator model $\mathbb{I}$ (parameterized as DeepONet or FNO) to minimize the difference between the parameter estimates produced by neural operators $[\hat{\theta}_1(x_1,t), ..., \hat{\theta}_1(x_m,t)]$ and $[\hat{\theta}(x_1,t), ..., \hat{\theta}(x_m,t)]$. In all cases, we minimize the $L_2$ loss between the estimates produced by the neural operators and that from the original parameter estimator.

2) Operator Learning for Gain Function $G$: To learn the gain function mapping, we generate the training dataset containing the input-output pairs produced by solving the control gain equations, e.g., (4) for the hyperbolic PDE system. For the neural operator design, we learn a mapping $\mathbb{G}$ that maps the parameter estimates $[\hat{\theta}(x_1,t), ..., \hat{\theta}(x_m,t)]$ to the control gains $[\hat{\kappa}(x_1,t), ..., \hat{\kappa}(x_m,t)]$. Similarly, the learning goal be to minimize the difference between the neural operator approximated gain function $[\hat{\kappa}_G(x_1,t), ..., \hat{\kappa}_G(x_m,t)]$ and $[\hat{\kappa}(x_1,t), ..., \hat{\kappa}(x_m,t)]$.

An overview of the operator learning for the adaptive control framework and the input and output information flow is shown in Figure 3.1. The neural operator approximations of the parameter estimates and gain functions will be fed into the controller operator (10), together with the boundary measurements and previous control inputs, to produce the final control action $U(t)$. Once such solution operators are learned, they can directly evaluate any new input queries with different system parameter $\theta(x)$ or initial conditions $u(\cdot,0)$ without solving the differential and integral equations.
As a result, the data-driven solver can be orders of magnitude faster compared to conventional numerical solvers, making it more amenable to real-time applications.

**Remark 4 (Alternative operator learning formulation)** There are alternative ways of formulating operator mappings associated with adaptive control, besides the formulations in (8)-(10). For example, for learning the controller gain operator \( G \), rather than using the intermediate prediction \( \hat{\theta}(x, t) \), and then mapping to \( \hat{\kappa}(x, t) \), one can learn a direct composition operator as follows,

\[
G(I) : \hat{\theta}_0(x), x \in [0, 1]; Y(\tau), \tau \in [t - 1, t]; U(\tau), \tau \in [t - 1, t] \mapsto (\hat{\kappa}(x, t), x \in [0, 1])
\]

Similarly for the controller operator \( C \), instead of using the intermediate predictions \( \hat{\theta}(x, t) \) and \( \hat{\kappa}(x, t) \), one can learn an end-to-end composition control operator,

\[
C(I, G) : \hat{\theta}_0(x), x \in [0, 1]; Y(\tau), \tau \in [t - 1, t]; U(\tau), \tau \in [t - 1, t] \mapsto U(t)
\]

Our framework, learning the direct operator mappings (8)-(10), features better explainability and flexibility as the intermediate parameter estimation \( \hat{\theta}(x, t) \) and gain function \( \hat{\kappa}(x, t) \) can be used for monitoring the model performance. The alternative framework, in learning the composed operators feature simplicity in directly learning the composition of mappings and can potentially provide further acceleration. An interesting future work direction would be comparing these two operator learning frameworks in terms of accuracy, speedup, and closed-loop performance.

### 3.2. Approximator Error of Neural Operators

In this section, we highlight that the neural operator has a bounded approximation error for a variety of operators. We present this as an introductory step for formally retaining the rigorous guarantees of the original parameter estimator and controller with a neural operator approximation. In Lu et al. (2021), it has been shown that the DeepONet satisfies the universal approximation of continuous operators (below) as long as the branch and trunk neural networks satisfy the universal approximation theorem of continuous functions on compact sets.

**Definition 5 (Universal approximation of continuous operators)** Let \( K_1 \subset \mathbb{R}^{d_1}, K_2 \subset \mathbb{R}^d \) be two compact sets. Let \( V \) be a compact set in \( C(K_1) \). Assume that \( \mathcal{H} : V \mapsto C(K_2) \) is a continuous operator. If for any \( \epsilon > 0 \), there exists a neural operator \( \hat{\mathcal{H}} \) belonging to the class of neural operators such that the following holds:

\[
|\mathcal{H}(u)(y) - \hat{\mathcal{H}}(u_m)| < \epsilon \quad \forall u \in V, y \in K_2
\]

where \( u_m = (u(x_1), u(x_2), ..., u(x_m))^\top \) for \( x_j \in K_1 \), we say that this class of neural operators has universal approximation ability.

A similar result has been shown for FNO in Kovachki et al. (2021), proving the universal approximation property of FNO for continuous operators. Besides the universal approximation ability of neural operators, one can also bound the size of the neural operators to ensure a desired accuracy of the approximation. See Deng et al. (2021). From a theoretical standpoint, this bound requires billions of parameters. However, in practice as evidenced by the numerical results, one can see stable parameter and gain approximations are achieved with a much smaller sized neural operator. This
result is the basis for the theoretical foundation of neural operators for adaptive control and the key reason why using infinite dimensions is worthwhile. Since we are able to bound the operator error, we can then treat the NN as a disturbance effect on the adaptive controller and analyze the resulting stability properties of the system. We anticipate this theoretical formulation will be an important direction for our future work.

4. Experiments

In this section, we present and analyze the performance of the proposed operator learning for adaptive control framework experimentally. We demonstrate the performance comparisons in two benchmark control tasks: (i) a wing-rock model of aircraft (for demonstrating the parameter identifier operator learning combined with the controller mapping) and (ii) first-order hyperbolic PDE in Section 2.1 for demonstrating all parts working together. The code for our experiments is available on Github. Additionally all experimental details, hyperparameters, model architectures, and a further experiment with a simple linear ODE system is available in the supplemental.

4.1. General Experimental Details

For all experiments, we follow a similar formulation for generating a dataset. We first solve the system with the analytical mappings for 1000 instances while randomizing the system parameters and initial conditions that changes the systems behavior. We chose a spatial and time step size of $\Delta x = \Delta t = 0.01$ unless otherwise noted as in the first-order hyperbolic PDE example. We then split the data into 900/100 training testing sets and train all learning models on the same sets. As baselines, we consider two common recurrent neural network architectures - the GRU and LSTM. We chose these due to the temporal nature of our mappings. Additionally, we include two neural operator structures, DeepONet and FNO, as there are cases where they perform differently from accuracy and computation speed perspective Lu et al. (2022). We provide network architectures and example datasets in the supplemental. Lastly, all experiments are run on an Nvidia RTX 3090.

4.2. Wing-Rock Model of an Aircraft

Now, we demonstrate our approach in an adaptive control scheme for a real-world wing rock model. We consider the model from Monahemi and Krstić (1996) defined as the following:

$$\ddot{\phi} = \theta_1 + \theta_2 \dot{\phi} + \theta_3 \dot{\phi} + \theta_4 |\dot{\phi}| \dot{\phi} + \theta_5 |\dot{\phi}| \dot{\phi}$$ (12)

where $\phi$ is the angle, $\dot{\phi}$ is the angular velocity and $\theta_n$ is a constant parameter of the system. We can rewrite the above equations in a parametric form and introduce the control variable $u \in \mathbb{R}$.

$$\dot{\phi} = p, \dot{p} = \varphi^T(\phi, p)\theta + u$$ (13)

with $\theta = [\theta_1, \theta_2, \theta_3, \theta_4, \theta_5]^T$ and $\varphi(\phi, p) = [1, \phi, p, |\dot{\phi}|p, |p||p]^T$. After rewriting Eqn. (12) in a parametric form, we can then use the least-squares estimator from Krstic (2009).

$$\dot{\theta} = \alpha + \Gamma \int_0^\rho \varphi(\phi, \sigma)d\sigma, \dot{\Gamma} = -\Gamma \varphi\varphi^T\Gamma, \dot{\alpha} = -\Gamma \varphi\varphi^T\alpha - \Gamma p \int_0^\rho \frac{\partial \varphi(\phi, \sigma)}{\partial \phi} d\sigma - \Gamma \varphi u$$ (14)
with the control law of the form:

$$u = \dot{y}_r + \left(K - \frac{\lambda}{2} \mathcal{E}_2^T P \right) \hat{x} - \phi^T \hat{\theta}$$  (15)

where $x_r(t) = [y_r(t), \dot{y}_r(t)]^T$ is the vector of the reference trajectory function $y_r(t)$ and its derivative, $K$ is chosen to satisfy a set of Hurwitz criteria (See Krstic (2009), Section 2.2), and $\epsilon$ is defined as $[0, 1]$. We solve the identifier operator in Eq (8) as we replace the estimation $\hat{\theta}$ in the control scheme by a neural operator. To build a dataset, we generate 1000 solutions, in which every element of $\theta$ is distributed according to $\theta \sim \mathcal{U}(0, 1)$, $\mathcal{U}(-24, -28)$, $\mathcal{U}(0.5, 1)$, $\mathcal{U}(-2, -4)$, $\mathcal{U}(-0.01, 0)$, where $\mathcal{U}(a, b)$ denotes the uniform distribution between interval $(a, b)$. Additionally, we generate $\phi_0 = U(0, 1)$, $\dot{\phi}_0 = 0$ and $\theta_0 = \theta \ast U(0, 2)$. We then split the dataset into 900 training solutions and 100 testing solutions to learn the following mapping:

$$[\hat{\theta}_0, \phi(0), \dot{\phi}(0), \phi(\Delta t), \dot{\phi}(\Delta t), \phi(2\Delta t), \dot{\phi}(2\Delta t), ..., \phi(t = 1)] \mapsto [\hat{\theta}(0), \hat{\theta}(\Delta t), \hat{\theta}(2\Delta t), ..., \hat{\theta}(t = 1)]$$.

We showcase results for training and speedups in Table 1. We can see that the operators perform the best from an accuracy perspective and the FNO performs the best from a speed perspective. As seen in Table 1, all the approaches are able to learn the estimator to quite a high degree of accuracy. Furthermore, we can see the error propagation in 4 examples of the control in Figure 2. In all cases, the aircraft is able to stabilize to the reference speed and angle. We emphasize this as we are able to

Table 1: Summary results for the wing-rock system. Green indicates the best value.
Table 2: Summary results for the first-order hyperbolic PDE system. Green indicates the best value.

The original scheme takes a total of 3.23 seconds (CPU time) of calculation for the parameter estimator and controller gain function combined.

approximate the estimator mapping in not just an open loop, but closed feedback control with high success. From a speed perspective, it is worth noting that the FNO does not have any internal state across time as opposed to the RNNs. Therefore, FNO is able to perform quite well on both the CPU and GPU. The original control scheme takes 0.038 CPU (sec) for the parameter estimation, and the FNO-accelerated parameter estimator provides a speedup of 90%. Additionally, we can see that the other approaches do not perform as well as the original estimator unless they are run on the GPU. However, this is the most common implementation for neural network applications and therefore it is reasonable to assume that in practice, these control schemes are computed on the GPU.

4.3. General first-order hyperbolic PDE

Secondly, we utilize the control form for a hyperbolic PDE first introduced in Section 2.1 with $\gamma(x) = 1$. We parameterize $\theta(x)$ as the Chebyshev polynomial $\theta(x) = 3 \cos(\delta \arccos(x))$. We again solve 1000 instances of this problem from $t \in [0, 15]$ and $x \in [0, 1]$ where we vary $\delta \sim U(1, 12)$, $u(x, 0) = U(50, 100)$. We keep $\theta_0$ constant at 0 and emphasize that $\delta$ creates a wide array of different PDE shapes making this problem extraordinarily challenging compared to learning something easier like $\theta(x) = \sin(x)$ (Example solution shapes in the supplemental). For the dataset, we subsample at a rate of $\Delta t = 0.05$ and $\Delta x = 0.02$ for our dataset but solve the control loop at step sizes of $\Delta t = 0.01$ and $\Delta x = 0.01$.

We replace both the gain function $G$ and parameter estimator $I$ with neural operators. We showcase both the final control errors and the solution errors for the testing set in Table 2. We see that the FNO approach performs the best in terms of accuracy. In addition, by including the learning portion of the gain function, we obtain much faster speedups across all methods. Furthermore, Fig 3 shows the parameter estimation and gain function learning results in one text example. The accuracy across all methods is very strong as there is no distinguishable difference in the first two rows of Figure 3. We can see that the control errors are much larger than the previous wing-rock systems. However, in all learning accelerated methods, we can see that the solution $u(x, t)$ stabilizes. Again, we emphasize that not only can we approximate both the mappings $I$ and $G$ in an open loop, but the error propagation is small enough for a closed feedback system to stabilize.

5. Conclusion and Future Works

In this work, we have presented a new adaptive control scheme augmented with neural operators. Effectively, we demonstrate not only the open loop approximation results of learning of two chal-
Figure 3: One example of the hyperbolic PDE system. The top two rows display the learned estimator and gain mappings respectively. The third row displays the control function (left) and the residual $L^2$ errors for each method. The bottom row displays the solution (left) and the solution $L^2$ error (summed over x) for each method in the closed feedback loop.

Lenging parameter estimation and controller gain operators, but stabilize the nonlinear systems in a feedback control loop. We demonstrate a high accuracy around a magnitude of $10^{-3}$ on both nonlinear systems while demonstrating speedups up to 98%. Additionally, by formalizing the problem as an operator learning problem, we are able to avoid retraining when the system parameters change significantly. This work serves as an exciting direction to developing learning-augmented control and there are many future directions to be explored. For example, one important direction is to explore the approximation error of parameter and gain function operators from a theoretical perspective in the closed-loop control systems. For example, Lu et al. (2019); Kovachki et al. (2021) have developed theoretical operator approximation guarantees for both FNO and DeepONet that can be used to analyze the stability of both ODE and PDE systems under the neural operator approximated gain and estimation laws. Additionally, improving the operator architectures to take advantage of certain control forms such as the convolution-like gain function in the hyperbolic PDE is certainly worthwhile. Lastly, it is worth exploring whether learning the entire control function instead of the individual components can provide similar accuracy with improved speedups.
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