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Abstract
Control for tokamaks, the leading candidate technology for nuclear fusion, is an important

pursuit since the realization of nuclear fusion as an energy source would result in virtually unlimited
clean energy. However, control of these devices remains a challenging problem due to complex,
non-linear dynamics. At the same time, there is promise in learning controllers for difficult problems
thanks to recent algorithmic developments in reinforcement learning. Because every run (or shot) of
the tokamak is extremely expensive, in this work, we investigated learning a controller from logged
data before testing it on a tokamak. In particular, we used 18 years of data from the DIII-D device
in order to learn a controller for the neutral beams that targets specified βN (normalized ratio of
plasma pressure to magnetic pressure) and rotation quantities. This was done by using the data to
first learn a dynamics model, and then by using this model as a simulator to generate experience to
train a controller via reinforcement learning. During a control session on DIII-D, we tested both
the ability for our dynamics model to design feedforward trajectories and the controller’s ability to
do feedback control to achieve specified targets. This work marks some of the first steps in doing
reinforcement learning for tokamak control through historical data alone.
Keywords: Reinforcement Learning, Model-Based Reinforcement Learning, Tokamak Control

1. Introduction

Unlocking the potential of nuclear fusion as an energy source would have profound impacts on the
world. Nuclear fusion is an attractive energy source since the fuel is abundant, there is no risk of
meltdown, and there are no high-level radioactive byproducts (Walker et al., 2020). Perhaps the most
promising technology for harnessing nuclear fusion as a power source is the tokamak: a device that
relies on magnetic fields to confine a toroidal plasma. While strides are being made to prove that net
energy output is possible with tokamaks (Meade, 2009), there are still crucial control challenges that
exist with these devices (Humphreys et al., 2015).

At the same time, exciting developments in reinforcement learning (RL) have provided the
possibilities for learning complex controls. While there have been some astounding results that
leverage RL, they depend either on a cheap, accurate simulator or an expensive set up where many

© 2023 I. Char et al.



OFFLINE MODEL-BASED REINFORCEMENT LEARNING FOR TOKAMAK CONTROL

samples can be collected on the actual device. In our setting, unfortunately, it is infeasible to collect
enough samples on the real device, and simulators are both expensive and do not reflect the true
dynamics for many aspects of the plasma. Thus, in this work we focused learning controls entirely
from historical data. In particular we learned controls for DIII-D, a device operated by General
Atomics in San Diego, California. This device has been in operation since 1986, during which
there have been over one hundred thousand “shots” (runs of the device). We use approximately
15k of these shots to learn dynamics models that predict the evolution of the plasma, subject to
different actuator settings. These surrogate models can then be used as a simulator that generates
experience for the RL algorithm to train with. We applied this method to train a controller that uses
DIII-D’s eight neutral beams to achieve desired βN (the normalized ratio between plasma pressure
and magnetic pressure) and differential rotation targets.

In the following, we first give an overview of the state and actuator variables considered for this
control task and the training procedure for learning the controller. We then review our validation
experiments conducted on DIII-D for both feedforward and feedback control. The results show the
effectiveness of using the learned dynamics models for feedforward control, and while we found
feedback control to be more challenging, our controller showed clear promise for βN tracking. We
believe this is the first work for doing offline RL for feedback control on a tokamak, and one of the
first works to apply offline reinforcement learning to an expensive device. Thus, we end this paper
with a discussion of perspectives on the offline RL problem gleaned from this application.

2. Related Work

Reinforcement Learning. Several advancements in the field of deep RL have made the prospect
of doing continuous control within reach. Strides in both on-policy algorithms (Schulman et al.,
2015, 2017; Mnih et al., 2016) and off-policy algorithms (Lillicrap et al., 2015; Fujimoto et al.,
2018; Haarnoja et al., 2018) have resulted in relatively stable optimization procedures that can
produce controls for complex, high-dimensional problems. However, these “model-free” methods
are data hungry and usually require millions of samples from the environment. To address this,
“model-based” reinforcement learning (MBRL) algorithms can often learn to control with fewer
samples by simultaneously learning a model of the dynamics. These models can either be used for
better estimates of the value function (Feinberg et al., 2018; Amos et al., 2021) or can be used to
generate additional, fictitious data for the agent to train on (Kurutach et al., 2018; Janner et al., 2019).
We use the latter MBRL approach in this work.

The aforementioned developments in RL target the standard online setting, in which agents
gather experience through interactions with the environment. In contrast, offline RL (Levine et al.,
2020) attempts to learn a policy only through logged, historical interactions from possibly many
different policies. This is an attractive setting since many real-world problems will have logged
interactions to leverage; however, the added restriction usually causes deep RL algorithms designed
for the online setting to fail because they pick actions that are out of distribution. To combat this
problem, offline RL algorithms add in extra penalization to ensure that the optimization procedure
chooses actions close to the support of the dataset (Kumar et al., 2020; Wu et al., 2019; An et al.,
2021). There have also been a number of offline MBRL algorithms which rely on the uncertainty in
the dynamics models for penalization (Yu et al., 2020; Kidambi et al., 2020; Yu et al., 2021). In our
work we decided against using a penalization scheme for a couple of reasons. First, the amount of
penalization needs to be tuned by evaluating the controller on a real device, something that we do not
have the luxury of. Second, the dynamics models in these works are only accurate for a few time
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steps, a problem that usually plagues autoregressive models due to the multiplicative accumulation
of error (Asadi et al., 2018). For example, in Yu et al. (2020) the model is only used for 1 or 5 time
steps (see Appendix G). We believe our setting is unique since we are able to learn a dynamics model
that is often accurate for entire shots.

Learning Controls for Tokamaks There has recently been a surge of interest in applying machine
learning for controls of tokamaks. Many of these works focus on predicting disruptions for avoidance
or safe shutdowns (Fu et al., 2020b; Parsons, 2017; Rea et al., 2019; Boyer et al., 2021); however, in
this work, we focus on control during stable operation. Under these conditions, Char et al. (2019)
used contextual Bayesian optimization to find controls that balance increasing βN and keeping the
plasma stable. While this technique is fully automated, Baltz et al. (2017) present an algorithm that
performed human-in-the-loop optimization to increase plasma confinement.

In terms of modeling dynamics, Abbate et al. (2021) used a convolutional neural network to
model the evolution of the plasma’s profiles, and they later used this model for control via MPC
(Abbate et al., 2023). Many of the choices for our dynamics modeling, such as the signals to use and
the data preprocessing, were directly inspired by this work. Additionally, Seo et al. (2021, 2022)
learned a dynamics model for the KSTAR tokamak. They then used RL for tracking several scalar
values including βN ; however, they used this policy to generate feedforward controls only. While
Wakatsuki et al. (2021) trained a feedback controller to do ion temperature gradient control for the
JT-60 tokmak, this controller was both trained and tested in the same TOPICS simulator. To the best
of our knowledge, the only RL feedback controller deployed on a real device up to this point was
done by Degrave et al. (2022). They leveraged a simulator to learn a controller for the plasma’s shape
on Tokamak a Configuration Variable (Coda et al., 2019). Our work differs not only in the goal and
actuators used, but also from the fact that we leveraged historical data exclusively. The dynamics for
the plasma’s shape is more well-understood than other aspects of the plasma, and as such, can be
modeled and controlled relatively precisely (Walker et al., 2020, 1997). While the potential impact of
learning controls for other aspects of the plasma is great, the corresponding simulations are expensive
and less precise, which prompted us to leverage logged data.

3. Method

Problem Description We cast the problem of control of the tokamak as a discrete-time, infinite-
horizon Markov decision process (MDP). In particular, let M := ⟨S,A, γ, T, r, ρ⟩ be the MDP,
where S is the state space, A is the action space, γ ∈ (0, 1) is the discount factor, r : S ×A → R is
the reward function, and ρ is the initial state distribution. Lastly, T : S ×A → P(S) is the transition
function, where P(S) denotes the space of distributions over S. Each transition corresponds to a
100ms time step in real time. In practice, it is difficult to observe all state variables in real-time for
feedback control. As such, we learn a policy for the partially observable MDP (POMDP). Let O be
the observation space and let h : S → O be the mapping from states to observations. The overall
goal is then to learn a policy π : O → P(A) that maximizes the expected discounted sum of rewards
E
[∑∞

t=0 γ
tr(st, at)

]
, where s0 ∼ ρ, at ∼ π(h(st)), and st+1 ∼ T (st, at).

State and Action Spaces DIII-D has a number of actuators for controlling the plasma. Of key
interest to our work are the eight neutral beams that inject particles into the core of the plasma (see
Figure 1) (Grierson et al., 2021). These are used to inject both power and torque into the plasma, and
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Figure 1: Diagram of Tokamak (Left) and Top-Down View of DIII-D (Right). Looking at the right figure,
one can see that each beam line contains two independent neutral beam sources (yellow boxes). Here, the
plasma is rotating in the counter-clockwise direction, and the two beams in the bottom left of the figure are
oriented to be counter-current. Because of this, the total power and torque are decouple. The left image is from
Li et al. (2014). The right image gives a rough idea of the beam positioning and is not drawn to proportion.

because two of these beams can be oriented in the opposite toroidal direction, the amount of total
power and torque injected can be decoupled. We also consider the the ohmic coil (for controlling
current), gas valves (for controlling plasma density), and toroidal field coils for our modelling (Luxon,
2002). Lastly, one can also control the shape of the plasma via the field coils. We assume that these
controls are sophisticated enough to the point that we can control the elongation, top triangularity,
bottom triangularity, and the minor radius of the plasma exactly. While there are many other ways of
affecting the plasma, this subset encapsulates most standard runs on the device. All of these actuators
could potentially be part of the action space; however, we focused on only the neutral beams for this
work. As such, the action space is simply the total power and torque injected from the neutral beams.

For the state space, we assume that the plasma can be fully characterized by the current settings of
the above actuators, three scalar values, and five “profiles” which consist of discretized measurements
of physical quantities along the minor radius of the toroid. The scalar states consist of the line-
averaged electron density, the internal inductance, and βN , which is the normalized ratio between
plasma pressure and magnetic pressure. βN is an important quantity as it can be used as a rough
economic indicator of efficiency. Radial profiles of the ion rotation, pressure, electron temperature,
electron density, and the safety factor, known as “q”, are also used. The q profile is the number of
toroidal transits per poloidal transit of a magnetic fieldline, and is an important indicator of stability
of the plasma (the higher the q factor the better). Following Boyer and Chadwick (2021), we reduced
the dimensionality of these profile states (originally 64 dimensions) by using principal component
analysis (PCA). We found that we can explain 99% of the variance in the data by using two principal
components for the q and pressure profiles, and by using four components for the rest of the profiles.
For these scalar and profile descriptions of the plasma, we assume the state can be represented by
the current measurements as well as the measurements 100ms in the past. This assumption stems
decisions made about the learned dynamics model. In particular, including this history increased the
predictive performance of the dynamics model; however, including history for the actuators variables
made the model susceptible to overfitting).
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MDP Spaces
Signal Group Signals Actuator State (S) Action (A) Observation (O)

Scalar States
βN ✗ ✓ ✗ ✓

li (Internal Inductance) ✗ ✓ ✗ ✗

Line Averaged Density ✗ ✓ ✗ ✗

Profile States Ion Rotation, Electron Density,
Electron Temperature, Pressure, q ✗ ✓ ✗ ✗

Neutral Beam Variables Power Injected and Torque Injected ✓ ✓ ✓ ✓

Shape Variables Elongation, Top Triangularity,
Bottom Triangularity, aminor

✓ ✓ ✗ ✗

Other Actuators Current Target, Density Target, and
Toroidal Field

✓ ✓ ✗ ✗

Observations DR, DR Target, and βN Target ✗ ✗ ✗ ✓

Total Dimensions 9D 47D 2D 10D

Table 1: Overview of Signals. Note that DR and both targets are not in the state space. DR is
calculated from rotation and q (but is not modeled explicitly), and the targets do not influence the
transition function. The total dimension of the state space factors in the number of PCA components
used to represent the profiles, and the total dimensions of both state and observation spaces accounts
for measurements 100ms in the past. While the state dimension is relatively high, the dynamics
model only predicts future scalar and profile state variables (19D).

Differential 
Rotation

Figure 2: Visual Representation of
Differential Rotation (DR). The top
and bottom plots show examples of ro-
tation and q profiles, respectively. The q
profile dictates the ψ (flux surface) loca-
tions to measure on the rotation profile.

Objective and Reward Function The control objective
is to do target tracking for two quantities: βN and differen-
tial rotation (DR). Specifically in this work, DR refers to
the difference in the rotation profile at the locations where
q = 1 and q = 2 (see Figure 2). This is an important
quantity of interest as it is hypothesized that higher DR re-
sults in a more stable plasma (Bardoczi et al., 2021; Tobias
et al., 2016; Buttery et al., 2008; Reimerdes et al., 2007;
Politzer et al., 2008). While control for βN is relatively
straight forward, DR relies on the correct measurements
of two profiles and is therefore harder to predict and con-
trol. For every episode in the MDP, new targets β′N and
DR′ are drawn from target distributions. In particular,
β′N ∼ U(1.25, 2.5) and DR′ ∼ U(10, 80). The reward at
time step t, r(st), is then

−1

C1

(
β
(t)
N − β′N

)2
+

−1

C2

(
DR(t) −DR′

)2
,

where β(t)N and DR(t) are the current measurements at
time t, and C1 and C2 are positive normalizing constants that puts each term onto the same scale.

3.1. The Dynamics Model and Controller

Dynamics Model We chose to approximate T using a fully connected neural network which takes
in the current state of the system and the actuators settings planned for 100ms in the future, and
then outputs predictions for the (non-actuator) state variables 100ms into the future. We trained this
network on a dataset consisting of 15,534 shots (or 268,702 time steps), which was pre-processed
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Figure 3: Replay of Shot 187076. Here, the model receives the first observations of βN and DR, but
then autoregressively predicts these values into the future. The faded lines are different samples of
the neural network parameterization, and the solid lines are the average over the different predictions.
Note that there are no faded lines for the power and torque plots since actuators are given to the
model and are not predicted. The black dashed lines are the real observations.

in the same manner as Abbate et al. (2021). In particular, at each 100ms increment we formed the
observation for each signal by averaging over every measurement 25ms previous to that point.

To ensure that a controller learned on this model will still perform on the real device, it is
important to learn many different possibilities of what the dynamics could be. This has been shown
to be essential both in the context of MBRL (Chua et al., 2018), and in the context of doing “sim2real”
(e.g. domain randomization (Tobin et al., 2017)). We incorporated uncertainty by learning a subspace
of network parameters (Wortsman et al., 2021; Benton et al., 2021), which has been shown to better
calibrated models over standard ensembling. In particular, we used an ensemble of five networks to
learn a simplex of network parameters following the procedure described in Wortsman et al. (2021).
We repeated this training procedure five times to learn five different simplices. By making a uniform
draw from this collection of network parameters, we can sample a new possibility for the dynamics.

To do hyperparameter tuning and evaluation, we took the most recent 10% of shots as our test set.
Our tuning procedure targets high explained variance (EV) for one-step predictions. After performing
grid search, we settled on a model with 4 hidden layers of 512 units, and a learning rate of 3e-4.
When learning the simplex, we encouraged diversity by adding a cosine similarity penalizer to the
loss function (see Wortsman et al. (2021)), and we found that a coefficient of 5 to this penalty gets
the best results. Averaged across five seeds and one hundred samples from the simplex for each
seed, these mean predictions achieve an EV score of 0.46 for βN , 0.43 for the first rotation PCA
component, and 0.33 averaged across all output signals. We use the Uncertainty Toolbox library
Chung et al. (2021) to evaluate our ensemble’s predictive uncertainty. We find that our model tends
to be overconfident and achieves a miscalibration area of 0.26 for βN , 0.25 for the first rotation PCA
component, and 0.297 averaged across all predictions. We believe that part of the reason these scores
are poor is that the future shots in the test set are meaningfully different. However, qualitatively the
model often captures the trends of the state quite well. Figure 3 shows the replay for shot 187076,
which was not seen during training. This shot is significantly unique from other shots in the dataset
in that there is a drastic drop then increase of both power and torque. Lastly, although we do find
that our predictions into the future are generally stable, there are rare cases where the prediction
error explodes. To mitigate against this, we bound the state of the plasma and the amount that it can
change to be between the 2.5% and 97.5% quantiles of the dataset.

Controller This learned dynamics model can be used to generate data for learning a controller. For
the start state distribution, ρ, we used a uniform distribution over over the first 500ms of flat top (i.e.
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where current stops ramping up and becomes stable) for all shots in the dataset. Since the controller
is only allowed to counterfactually set the total power and torque of the neutral beams, all other
actions are the same as what happened in the historical shot corresponding to the start state. We
trained a controller on these generated shots using the Proximal Policy Optimization (PPO) algorithm
(Schulman et al., 2017). The controller is able to observe the targets as well as the current and past
values of βN , DR, power injected, and torque injected. We use a policy and value network with 2
hidden layers consisting of 500 units each, a gradient clipping parameter of ϵ = 0.25, and a learning
rate of 3e− 4 for both the policy and value networks. We decided on these hyperparameters by using
an off-policy evaluation procedure in which we have two sets of dynamics models: one used for
training and one used for evaluation. The only difference between the two sets is that the model used
for evaluation was trained using both the training and testing set. Additionally, for the start state
selection and actuator replays, we reserved some historical shots for the evaluation period. The final
set of policies were trained on the test set of models (with some historical shots still held out), and
the model that was ultimately selected for deployment was the one with the best returns on the held
out shots.

4. Experiment

To test the controller on the device, we implemented our trained policy in DIII-D’s plasma control
system (PCS) (Margo et al., 2020). We used the Keras2C library (Conlin et al., 2021) in order
to transfer our policy network (originally implemented in PyTorch (Paszke et al., 2019)) to a
deterministic subset of C, meaning no dynamic memory allocation, system calls, or use of external
libraries. For beam control, we used the algorithm presented in Boyer et al. (2019) to decide the
duty cycles of each of the eight beams to hit the requested power and torque targets. For inputs to
the policy, we relied on the profile fitting algorithm (Shousha et al., 2023) and the charge exchange
recombination (CER) diagnostic system (Gohil et al., 1991). The policy sends requests for updates
to the beams roughly every 10 ms. During our testing session, we were able to test the βN and DR
tracking separately. We used shot 164987 (shots are labeled) as a reference shot, and the actuators
besides the beams were mostly used from this shot.

Feedforward Control To disentangle the predictive power of the dynamics model from the policy
learning procedure, we used the dynamics model only to prepare feedforward control for the neutral
beams. In particular, we used the model to evaluate how closely target values are achieved given
fixed controls where the power and torque are ramped up to constant values. A two-dimensional grid
search was performed to find the constant values corresponding to the highest cumulative rewards
averaged over the sampled shots. We used an even larger ensemble of models for this procedure
where the additional models have slightly altered inputs and outputs. In particular, we included five
additional network simplexes that consider the actuators from the previous time steps as input and
five network simplexes that only consider quantities relevant for this task as inputs and outputs, i.e.
βN , rotation, q, and beam information. This results in a total of 15 different network simplexes, each
composed of 5 networks. We found the performance of each type of model is dependent on the shot,
so we used all models in the hope for the most robust solution.

We pick a target βN = 1.75 and try to push differential rotation to be high by setting the target
to DR = 40 krad/s, which is relatively high for this reference shot. Our optimization procedure
found that setting the total power to 3.6 MW and the total torque to 2.1 Nm was best. As shown in
Figure 4, the choice of these actuators resulted in hitting the βN target remarkably well. Although the
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Figure 4: Experiment Shots. The top four plots show the βN , DR, total power, and total torque
during both shot 191614 (feedforward control) and the reference shot 164987 (red). These values
are smoothed when needed and the original, unsmoothed values are shown as faded lines. The DR
values are taken after doing preprocessing and dimensionality reduction via PCA. For the bottom
plots, the left pair of plots shows the experiment controlling the power to hit βN targets, while the
right pair of plots shows controlling the torque injected to hit DR targets. In each pair, we show the
requested amount of power or torque requested by our controller vs the actual value achieved.

DR achieved was lower than the target, one can see that it does achieve higher DR. For reference, DR
has a standard deviation of 35.2 and an interquartile range of 47.2 amongst all shots in the dataset, so
the error between the target and the value achieved is not as bad as it may appear.

Feedback Control Next, we tested the learned policy’s ability to do feedback control. We started by
having the controller track increasing βN targets. Because βN primarily relies on the power injected,
we used the policy to control the injected power only and set the total torque to be 2 Nm throughout
the shot. For shot 191611 in Figure 4, one can see that the controller increases the power in order to
hit the target values. The last target is overshot slightly and some oscillatory behavior occurs. After
the experiment, we identified a bug in our set up where the magnitude of change in power is greater
than what was requested by the controller when there is high beam usage. This occurs at the 4500
ms point onward, and this phenomenon could perhaps be the reason behind the oscillatory behavior.
The fluctuation in βN is then further exacerbated by a disruption in the plasma, and all control is lost.
Because of limited time, we were unable to compare against pre-existing controllers on our set up
(Boyer et al., 2019; Scoville et al., 2007). While they are likely to track βN more reliably, we still
believe that this is a step in the right direction for showing MBRL’s value in learning controls.

Unlike βN tracking, there is no other controller in the DIII-D PCS that specifically tracks the
difference in rotation between the q = 1 and q = 2 surfaces. To test our controller’s ability to do so,
we set a series of decreasing DR targets for the controller to achieve using only total torque. We set
the power injected to a constant value of 5 MW, and although torque could vary since the 210 beams
were in the counter-current orientation, this still restricts the total torques that can be achieved. The

8



OFFLINE MODEL-BASED REINFORCEMENT LEARNING FOR TOKAMAK CONTROL

controller is unable to track the DR targets nearly as well as the βN targets. While there are some
instances of the policy doing the right thing (e.g. torque is decreased at time 4000 ms time to drop
DR to the target), the policy shortly after observes DR dropping too quickly and raises torque back
up again (shot 191616 in Figure 4).
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Figure 5: Replay of Experiments. The top and bottom left pair of plots show the experiment
observations (blue) and the mean prediction from the model (gray dotted line). We used 20 sampled
shots per model in the ensemble, i.e. we used 300 samples for shot 191614 and 100 samples for the
other shots. The gray region is the area spanned by the 5th and 95th percentile sample. The bottom
right pair of plots show the three highest return samples (shown in red, yellow, and green) for the βN
feedback control shot.

4.1. Post Experiment Analysis

To aid in the analysis of these experiments, we can see how predictions in our dynamics model line
up with what actually happened in the experiment. Starting with the feedforward shot (191614),
predictions were made using the reference shot; however instead of the original power and torque
controls, the planned controls are used instead. In Figure 5, one can see that the that the true shot is
indeed contained within the predicted distribution. Despite the model predicting that the target DR
would not be achieved, this was the optimal configuration landed on by the model because increasing
the torque injected causes βN to overshoot the target in the simulated environment. Moreover,
because the spread in DR is much higher than βN , the optimizer implicitly favors tracking βN .

Next, for the βN tracking shot (191611), we replayed the shot in our simulated environment
using the learned controller. Many of the sampled trajectories cannot achieve the second target of
βN = 2.5. This may be due to the fact that this is a relatively high βN value for this reference
shot, and the dynamics model may have learned that a loss of confinement usually happens at this
range of βN . When this happens, the controller keeps increasing the power in order to try to achieve
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the target value. For the samples of the dynamics model that are able to achieve higher βN , the
controller is able to hit the target well, and the schedules in power injected used to achieve the targets
are comparable to what was seen in the actual experiment (Figure 5). For these samples, there is
no overshoot of the target or oscillation of βN , and it is possible that without the problem with the
beams that the controller would have been able to hit the target more reliably during the experiment.

Lastly we replayed the shot 191616, and use the controller to try to achieve the DR targets. Unlike
control of βN , it does not seem that DR is controllable to the same extent for this shot. However,
looking at the values of the torque injected there are clear changes in the torques as the target values
change. We also find that the controller does not make any drastic changes to torque if it cannot hit
the DR target. We hypothesize that this is because βN is affected by the torque injected, and it is the
more reliable quantity to track. The controller will therefore not drastically change the torque if it
compromises the tracking of βN . Furthermore, we find that the uncertainty in the model increases
with lower settings of torque, which may further deter the controller from decreasing torque.

5. Discussion

In this work, we show the first steps towards doing feedback control on a tokamak by learning
through logged data alone. Furthermore, through our feedforward controls, we have demonstrated
the predictive ability of our dynamics models for control. While we faced challenges throughout the
course of this work that are common to every application of sim2real (Ibarz et al., 2021) and offline
RL (Levine et al., 2020), we believe that our work provides takeaways for the RL community.

MBRL on Undirected Data. Many offline RL benchmark tasks assume that much of the collected
data has the test-time task or reward function in mind. While the D4RL benchmarks (Fu et al.,
2020a) do have tasks with undirected datasets (e.g. the maze tasks and FrankaKitchen), these datasets
contain sub-trajectories of good behavior that simply need to be “stitched” together. We believe that
our application falls into another interesting setting that these baselines do not cover. This setting is
one in which there are not necessarily sub-trajectories of good behavior, but reasonable dynamics
models can be learned either because the dataset is sufficiently expansive or through injecting prior
information into the models (e.g. Mehta et al. (2021); Yin et al. (2021)). Unique challenges and
opportunities would likely come from further studying this setting.

Model Diversity. As seen in Section 4.1, it was important to have diversity in the dynamics models
to ensure that the true dynamics are covered and that the controller can handle different possibilities.
While we used PPO in conjunction with these models, it is possible better results could be achieved
by using recent developments that leverage the diverse model predictions for test-time adaptation
(Ghosh et al., 2022; Chen et al., 2021). This also raises the question: how should one evaluate
uncertainty estimates in this setting? While we chose to use miscalibration area as our metric in this
work, it is unclear which metric is indicative of good policies being learned downstream.

Policy Evaluation. While it is known that models are a useful tool for off-policy evaluation (Thomas
and Brunskill, 2016; Jiang and Li, 2016), we believe that it is important that these models are learned
in such a way that they can test the generalization capabilities of the policy. Our method of doing
this was to set aside some shots that only these testing models would train on; however, there are
possibly more sophisticated procedures for doing this. This was useful for making key decisions for
our learning pipeline (e.g. we found policies trained with SAC (Haarnoja et al., 2018) had worse
generalization compared to those trained with PPO).
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