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Abstract
While microfinance has excellent potential for poverty reduction, microfinance institutions (MFIs)
are facing sustainability hardships due to high default rates. Existing methods in traditional finance
are not directly applicable to microfinance due to the following unique characteristics: (a) insuf-
ficient prior loan histories to establish a credit scoring system; (b) applicants may have difficulty
providing all the information required by MFIs to predict default probabilities accurately, and (c)
many MFIs use group liability (instead of collateral) to secure repayment. In this paper, we present
a novel control-theoretic model of microfinance that accounts for these characteristics and an algo-
rithm to optimize the financing decision in real-time. We characterize the convergence conditions
to Pareto-optimum. We demonstrate that the proposed method produces fast decisions and is robust
against missing information while still accounting for financial inclusion, fairness, social welfare,
sustainability, and the complexities induced by group liability. To the best of our knowledge, this
paper is the first to connect microfinance and control theory.
Keywords: Microfinance, Control System, Learning
Source Code: https://github.com/xiyudeng/microfinance

1. Introduction

Microfinance is a category of financial services that gives small loans to low-income people who
may not have access to or be eligible for conventional finance (Armendáriz and Morduch (2010);
Kamanza (2014)). Microfinance has demonstrated potential for poverty reduction, financial inclu-
sion, and economic development (Mersland and Strøm (2010); Hermes and Hudon (2018); Milana
and Ashta (2020)). Despite the proven potential, many microfinance institutions (MFIs) have ex-
perienced sustainability hardships, primarily due to the increase in loan default rates (Nawai and
Shariff (2012); Addae-Korankye (2014)).

Specifically, MFIs face the following challenges. First, existing approaches, such as credit-
score-based or binary classification methods, focus mostly on offline learning, assuming that ac-
curate homogeneous data is abundantly available. Thus, the approaches cannot be directly applied
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to microfinance without prior loan histories or proper financial systems to establish such learning
or credit-scoring procedures accurately (Njagi and Njoka (2021); Alamoudi and Othman (2021)).
Moreover, due to the lack of proper mechanisms, it is difficult for some applicants to provide suf-
ficient information for estimating their credit scores and default probability accurately (Arandia
and Hepp (2021); Maulana and Umam (2017)). Second, there is increasing evidence that loan ap-
proval algorithms based on black-box machine learning techniques may be biased and discrimina-
tory against minorities (Zliobaite (2015); Corbett-Davies and Goel (2018)). Such biases are partic-
ularly problematic in fulfilling the objectives of microfinance to provide more opportunities for dis-
advantaged populations and underdeveloped regions (Alexander-Tedeschi and Karlan (2006); Agier
and Szafarz (2013)). Third, the presence of multiple populations/regions also poses additional chal-
lenges in allocating microfinance resources to balance different fairness/inclusion objectives. Due
to the lack of methodologies that can systematically balance the risks, fairness, and multi-faceted
objectives of microfinance, MFIs have relied heavily on the judgment of loan officers, resulting in
decisions that sometimes let Portfolio at Risk (PAR) exceed a level to sustain microfinance opera-
tions (Yimga (2016); Huo and Fu (2017)).

Our contributions: To address these challenges, we establish a novel microfinance model and
propose an algorithm for learning loan approval policies that account for the aforementioned chal-
lenges. Our method makes decisions in an online manner that is robust against missing information,
accounts for group liability and social fairness, and converges to optimal policy parameters. In ad-
dition to theoretical guarantees (Section 3.2), we show via simulation (Section 4) that our method
degrades gracefully for increasing levels of missing information in the applications and exploits the
potential of group liability while avoiding its pitfalls. The proposed method systematically opti-
mizes competing objectives such as risks, socioeconomic impacts, and active and passive fairness
among different groups. The prioritization among different objectives can be specified in the utility
function, and the policy has an interpretable structure that informs which factors contributed pos-
itively/negatively to applicant approvals. To the best of our knowledge, this paper is the first to
use control-theoretic techniques to learn microfinance policy parameters without relying on credit
scores directly.

Related works: The most common approach for evaluating regular finance and microfinance
is based on credit scores (Ala’raj and Abbod (2016); Shi et al. (2019); Ampountolas et al. (2021);
Klaff (2004); Puro et al. (2010)). Some studies predict the default probability of the applicants
utilizing logistic regression and its extensions (Bolton et al. (2010); Sohn et al. (2016)). Other ap-
proaches consider the loan approval process as a binary classification problem to be solved using
machine learning methods such as discriminant analysis (Baesens et al. (2003)), logistic regres-
sion (Ala’raj and Abbod (2016); Vaidya (2017)), neural networks (Abdou et al. (2008); Chen et al.
(2018); Condori-Alejo et al. (2021); Zhao et al. (2015); Correa et al. (2011)), random forests (Wang
et al. (2012); Van Sang et al. (2016)), and SVMs (support vector machines) (Huang et al. (2007);
Chen and Li (2010)). However, as mentioned, most of these approaches focus on offline learn-
ing, assuming that accurate homogeneous data is abundantly available. In addition, regular loans
are given to individuals with collateral, whereas microfinance often uses group liability, where all
individuals in the group are liable if any borrower defaults, to secure repayment (Lehner (2009);
Kodongo and Kendi (2013); Haldar and Stiglitz (2016)). Group liability can improve the repayment
rate by incentivizing members to look after each other, but it has the pitfalls of inducing defaults for
borrowers who otherwise have the ability to repay. In addition, because the approaches for granting
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regular loans do not sufficiently account for the complexities of group liability, group loans have
tended to result in higher default rates (Nandhi (2012); Allen (2016)).

2. Problem Statement

Notation: We use capital letters for random variables, e.g., S, and lowercase letters for their
specific realization, e.g., s. A square bracket is used to represent the entries of a vector, e.g.,
s =

[
s[1], s[2], · · · , s[n]

]⊺, and a regular bracket is used for the input of a function, e.g., f(x).
We use the notion (x)+ as max(0, x).

Microfinance model: A microfinance application can be modeled by application properties,
MFI’s decisions, and loan outcomes. We consider the setting that MFI receives applications and
makes decisions at each lending period, indexed by t ∈ {1, 2, · · · , T}. An application is param-
eterized by the group size M , intrinsic features that govern default probability S ∈ S , and the
MFI’s accessible information Ŝ ∈ Ŝ. At the beginning of each lending period t, the MFI receives
Nt financing applications, indexed by i ∈ Nt = {1, 2, · · · , Nt}. Application i has group size

mi,t
i.i.d∼ P(M = mi,t), unobserved underlying features si,t

i.i.d∼ P(S), and accessible information
ŝi,t ∼ P(Ŝ | S = si,t). When some information in S is unavailable, it corresponds to the empty
value ∅ entries in Ŝ. The set of the available information in Ŝ is denoted by U(Ŝ) = {j : Ŝ[j] ̸= ∅}.
The MFI’s lending decision is denoted by a random variable A:

A =

{
1 for approval,
0 for rejection.

(1)

The MFI’s approval/rejection probability, P(A | Ŝ,M), for a certain application is based on the
lending policy πZ , i.e.,

P(A | Ŝ,M) = πZ(Ŝ,M,A). (2)

Here, πZ is controlled by policy parameter Z, defined later in (12).
As the amount of loans given out by MFIs is normally small for each individual, we assume

the amount of loan and its interest rate are identical among members within the group and, without
loss of generality, are set as 1 and r, respectively. Thus, an approved application of group size M
receives a loan of size M and must return the principal and interest of M · (r + 1) at the end of the
lending period, where the loan liability is imposed on the whole group. The outcome of the loan
(the ability of the applicant to return) is given by

B =

{
1 for return,
0 for default.

(3)

We assume S is independently drawn from some underlying population feature distribution P(S);
Ŝ is determined based on how features are reflected in the accessible information P(Ŝ | S); and the
outcome of the application is governed by P(B | S,M) = P(B | S, Ŝ,M), which does not depend
on Ŝ given S and M .

Microfinance decision criteria: The MFI uses policy πzt to decide on MFI’s action ai,t ∼
P(A | Ŝ = ŝi,t, M = mi,t) = πzt(ŝi,t,mi,t, ai,t). At the end of the lending period, the MFI

observes the loan outcome bi,t
i.i.d∼ P(B | S = si,t, M = mi,t) and learns (updates) the policy
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parameter to zt+1, which is to be used in the next lending period. Here, zt represents the learned
policy parameter at time t and is updated to optimize the objectives specified by MFIs. Microfi-
nance has multifaceted (non-mutually exclusive) objectives including financial inclusion, fairness,
social and economic impact, and sustainability. These objectives are captured by a utility function
R({ŝi,t,mi,t, ai,t, bi,t}i∈Nt) for all applications i ∈ Nt. We defined V (zt) as the expected utility of
the lending period t with policy πzt and control parameter zt, i.e.,

V (zt) = E
[
R({ŝi,t,mi,t, ai,t, bi,t}i∈Nt)

]
. (4)

In this study, we considered the utility function for each application in the following form,

R(ŝ,m, a, b) =


m(r + e); a = 1, b = 1,

m(−1 + e); a = 1, b = 0,

0; a = 0.

(5)

Here, e ∈ R+ is the financial inclusion factor to motivate the MFI toward approving more applica-
tions1. Then, R({ŝi,t,mi,t, ai,t, bi,t}i∈Nt) will be a function of R(ŝ,m, a, b) and other objectives
such as fairness.

Accounting for fairness. Microfinance decisions should be fair and avoid discrimination against
certain populations or regions. Besides the explicit discrimination feature that we could remove
directly, we also consider the following two types of implicit fairness.

Type 1 (Outcome fairness): Type 1 fairness actively sets a target approval rate Π∗(ξ) for appli-
cations with attribute ξ. For example, the loan approval policy of an MFI has a target of at least Π∗

approval rate for female applicants as a criterion for gender equality (Khaleghi (2020)). For type 1
fairness, we want to have P (ai,t = 1 | i ∈ Nt,ξ) ≥ Π∗(ξ),∀ξ ∈ Ξ, where Ξ = {ξ, ξ′, · · · } is the set
of attributes for which we have a target approval rate and Nt,ξ = {i ∈ N : i ∈ Nt, Ŝξ ∈ Ŝ} is the
set of applications with attribute ξ at time t. To achieve type 1 fairness, we can design the reward
function as

R ({si,t,mi,t, ai,t, bi,t}i∈Nt) = other objectives −F1 ·
∑
ξ∈Ξ

(Π∗(ξ)− ρξ,t)+ , (6)

where F1 ∈ R+ is a weighing factor that reflects the relative importance placed upon type 1 fairness,
and ρξ,t is the current approval rate for applications with ξ, i.e.,

ρξ,t =
1

|Nt,ξ|
∑

i∈Nt,ξ

ai,t. (7)

Type 2 (Statistical parity): Type 2 fairness enforces fairness among applications with different
attributes, for example, male and female. If we would like to have type 2 fairness among applica-
tions with attributes ξ and ξ′, then we should have P (ai = 1 | i ∈ Gξ) ≈ P

(
ai = 1 | i ∈ Gξ′

)
. To

enforce type 2 fairness, we can adjust our reward as,

R ({si,t,mi,t, ai,t, bi,t}i∈Nt) = other objectives −F2 · ∥ρξ,t − ρξ′,t∥, (8)

1. MFIs often receive subsidies from international development agencies and governments to help offset high risks of
lending without collateral.
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where a larger value of F2 indicates more emphasis is put on type 2 fairness.
Policy learning objectives: The MFI updates zt to converge to the optimal parameters,

z∗ = argmax
z

V (z), (9)

such that the cumulative utility converges quickly to that of the optimal policy, with a low policy
exploration cost, quantified by

V (z∗)− E

[
1

T

T∑
t=1

V (zt)

]
. (10)

The expectation V (z) is taken over the probability measurement involving group liability and miss-
ing information. Thus, by construction, the optimization of (9) and (10) also accounts for the
above-mentioned challenges. Additionally, we take interpretability into the design consideration by
imposing structures in policy πz so that the parameter z informs how much each entry of available
information Ŝ and the group size M have contributed toward approvals or denials.

3. Methodology

3.1. Proposed Algorithm

We propose a lending policy πz and consider the decision policy in the form

πz(ŝ,m, a) = L(q), (11)

where z is parameterized by

z = [ϕ⊺, ϵ⊺, γ⊺]⊺ ∈ Z ⊂ R2n+|Ξ|. (12)

Here, n is the number of features, ϕ ∈ Rn gives weight to the relative importance of each feature
to the decision, ϵ ∈ Rn accounts for missing information, and γ ∈ R|Ξ| handles the fairness
considerations. We consider q as a simple linear combination of the features given by

q =
1

n

∑
j∈U(ŝ)

ϕ[j]ŝ[j] + ϵ[j] +
∑
ξ

γξ 1{ŝ ∈ Ŝξ}, (13)

1{ŝ ∈ Ŝξ} is an indicator function for (ŝ ∈ Ŝξ). Ŝξ refers to feature values that may introduce
discrimination in microfinance lending decisions, such as gender, race, ethnicity, etc. and L(q) can
be any continuously-differentiable monotonically-increasing function of q that map the domain of
q to [0, 1]. For example, we consider the following choice of L(q):

L(q) =
2 exp(q)

1 + exp(q)
− 1. (14)

We update the policy parameter zt according to:

ẑt+1 = zt + αtFzt , (15)

zt+1 = proj
Z

(ẑt+1), (16)
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where αt > 0 is the step size to update the parameters at lending period t. The choice of αt is crucial
for the convergence and learning speed of the algorithm and is studied theoretically in Corollary 2.
Readers familiar with learning theory would anticipate Fzt as the gradient of the objective V (zt) as
shown in Lemma 3. The explicit form of Fzt is given by

Fzt [k] =
(
R({si,t,mi,t, ai,t, bi,t}i∈Nt)− R̄t

)
wt[k], (17)

wt[k] =

Nt∑
i=1

wi,t[k], (18)

wi,t[k] =
1

πzt(ŝi,t,mi,t, ai,t)

∂πz(ŝi,t,mi,t, ai,t)

∂z[k]
, (19)

R̄t =
1

t− 1

t−1∑
τ=1

R({si,t,mi,t, ai,t, bi,t}i∈Nt). (20)

Here,
∂πzt(ŝi,t,mi,t, ai,t)

∂z[k]
= g(ŝ, k)

dL(q)

dq
is the partial derivative of πz(ŝi,t,mi,t, ai,t) with respect

to the k-th entry of z evaluated at zt, where g is defined to be

g(ŝ, k) =


ŝ[k]; k ≤ n, k ∈ U(ŝ),

1; n+ 1 ≤ k ≤ 2n, k ∈ U(ŝ),

γk−2n; 2n+ 1 ≤ k ≤ 2n+ |Ξ|,
0; otherwise.

(21)

The value of R(ŝi,t,mi,t, ai,t, bi,t) − R̄t and the update size of zt will become small when R̄t is
sufficiently close to the sample average. To make sure that the updated parameters stay in the
allowable domain Z , step (16) projects ẑt+1 onto domain Z . The above procedures are summarized
in Algorithm 1.

Algorithm 1 Policy Update
Initialized z1
for each lending period t do

for each application i do
Generate the decision of application i with:

ai,t =

{
1; with probability πzt(ŝi,t, 1),

0; with probability πzt(ŝi,t, 0).

Observe outcome bi,t ∈ {0, 1}.
Gain utility R(ŝi,t, ai,t, bi,t).

end for
Compute Fzt from (17).
Update zt+1 based on (15) and (16).

end for
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3.2. Optimality and Convergence Analysis

Here, we provide conditions for ensuring the proposed algorithm converges to optimal parameters
(Theorem 1). Along the way, we explain the ideas behind the updating rules (15) in Lemma 3, and
find an appropriate choice for the step size αt in Corollary 2, based on the results of Theorem 1.

Convergence condition. Algorithm 1 converges to the optimal parameters when the following
conditions are fulfilled. (1) L(q) is concave over the domain of z; (2) the set of admissible policy
parameters Z satisfies

E
[
∥zt1 − zt2∥2

]
≤ D2, ∀zt1 , zt2 ∈ Z; (22)

(3) the second moment of the stochastic gradient is bounded, i.e.,

E
[
∥Fzt∥2 | zt

]
≤ G2. (23)

Here, D restricts the step size in z to avoid overshooting, while G limits the gradient to prevent
skipping possible optimum. The convergence conditions are formally stated in the theorem below.

Theorem 1 Assuming conditions 1, 2, and 3 above hold, let C(T ) be defined by

C(T ) =
T∑
t=1

αt, (24)

and z∗ = (ϕ∗, ϵ∗, γ∗) be defined in (9). Then, Algorithm 1 gives the following performance:

E

[
T∑
t=1

(
V (z∗)− V (zt)

)]
≤

1

2

(
1

αT
D2 +G2C(T )

)
. (25)

Theorem 1 gives the following relation between step size and convergence speed.

Corollary 2 When step size is chosen to be αt =
D

G
√
t

, we have

E

[
1

T

T∑
t=1

(V (z∗)− V (zt))

]
≤

3DG

2
√
T
. (26)

Theorem 1 relies on the property that

E [Fzt | zt] = ∇zV (zt). (27)

Lemma 3 The updating rules (15) and (16) given (17) - (21) will also satisfy (27).

Here, from an online learning perspective, one can interpret that the algorithm performs a form
of stochastic gradient on utility function V in the presence of missing information where, from a
control perspective, V (z) can be interpreted as a Lyapunov function. From Theorem 1, optimization
problem (9) converges to the optimal parameters as T → ∞ for the concave utility function. When
the utility function of interest is not concave, further care might be needed. Proposition 4 gives
conditions under which the utility function is concave.
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Proposition 4 If the approval probability L(q) is a concave function of q, then the objective func-
tion V (z) is concave in z.

The decision rule (14) in Section 2 is an example of a concave function in q over the positive domain.
Proposition 4 and condition 3.2 imply that the expected rewards derived from concave decision rules
such as (14) are also concave. The proofs of the above theorem, corollary, lemma, and proposition
are derived in Kurniawan et al. (2022).

4. Experiment and Results

4.1. Experimental Settings

We considered the utility function (5). In our study, we set the interest r = 0.35 (Kneiding and
Rosenberg (2008)). We performed simulations for lending periods of t = 1 to t = 500. At each
lending period, we chose Nt = 10 applicants, taken from synthetic and artificial pools of applicants
containing 106 data samples each, generated in advance. The synthetic data pools were generated
based on a real microfinance loan dataset from the Kiva platform (Hartley (2010); Kiva Data) with
the synthetic data vault algorithm (Patki et al. (2016); Zhang et al. (2019)). The artificial data pools
were generated from 30 different artificial distributions. We considered 26 types of distribution with
bounded values of feature information in the range of [0, 4] and 4 distribution types with unbounded
values of feature information. From the 26 bounded distributions, 8 of them have negative weight for
the features. Each loan application i comes with group size m ∈ Z, generated from the uniform dis-
tribution U(1, 100). We then compared our proposed algorithm against the benchmark algorithms,
i.e., the credit-score-based method, perceptron, random forests, support vector machines (SVMs),
and logistic regression algorithms. A complete description of the data generation procedures and
the benchmark algorithms can be found in Kurniawan et al. (2022).

4.2. Performance Comparisons

Robustness against missing data. In this study, we set e = 0, and performed the simulation 50
times for each case. We simulated missing information by choosing a missing probability Pmissing.
Here, the feature information si,t still had all information, but the corresponding observed entry in
ŝi,t was empty with probability Pmissing. We varied the missing probability equal to 0, 10%, 25%,
and 50%.2 To ease the comparison, we normalized the utilities as follows,

{Ṽ(z∗)} = 2

(
{V(z∗)} −min{V(z∗)}

Vperfect

)
− 1, (28)

where Vperfect is the utility when perfect knowledge of repayment probability is available, {V(z∗)}
is a set of converged utilities of compared algorithms, and {Ṽ(z∗)} is a set of normalized converged
utilities of compared algorithms.

Figure 1(a) shows the performance degradation of the algorithms to a varying level of missing
feature information. While the performance of all algorithms decreased with the ratio of missing
entries, the proposed algorithm degraded more gracefully than others. This is because, unlike the
other algorithms, the proposed algorithm is designed to differentiate the empty entry so that the

2. We did not assume any underlying distribution with respect to the different categories within S that will be accessible.
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missing information does not affect the decision policy as much (see Section 2), resulting in an
approach that is robust against missing information.

Ensuring fairness among different groups. To investigate the fairness of our algorithm, we
introduced a supposedly discriminative feature to the feature vector. This discriminative feature had
three discrete values {0, 2, 4} and did not affect the actual repayment probability. The algorithm
then ran for some target ratio of the discriminative feature with a value of 0 to investigate the
outcome fairness (type 1). To investigate statistical parity (type 2) fairness, we considered the
discriminative feature with values 0 and 4. Figure 1(b) shows the box plot for the acceptance rate
for the minority group over the course of the simulation. For type 1 fairness, we can see that by
setting the target ratio Π(ξ) = 0.4, the mean of the acceptance rate is above 0.4. For type 2 fairness,
the acceptance rate gap for both groups stays relatively small throughout.

Improved tradeoffs between default risk vs. financial inclusion. There is a tradeoff between
default risk vs. financial inclusion because a higher approval rate comes at the expense of higher
default risk. To investigate this property, we varied the loan subsidy level e from 0 to 1 with a 0.05
interval. We then recorded the final approval and default rates of each value of e. Figure 1(c) shows
such tradeoffs for the algorithms tested. The proposed algorithm allows us to systematically tradeoff
default risk and financial inclusion by varying the loan subsidy level e. The perceptron, random
forests, SVMs, and logistic regression algorithms do not have the flexibility to do so because they
cannot be optimized for a utility function. The credit-score-based method is not visible in the current
plot range due to large performance degradation in the presence of missing data (10% missing
information). The proposed algorithm achieves a reduced default rate for an identical approval rate.

Ability to deal with diverse microfinance distributions. We examined the performance of
the compared algorithms using the dataset generated from 30 different distributions and the Kiva
dataset as mentioned previously. We considered the cases with 10% and 20% missing information
on the artificial and synthetic datasets, respectively. Figures 1(d) and 1(e) capture the statistic of the
normalized steady-state utilities. On average, our algorithm converges to a higher utility than the
other algorithms, suggesting that our algorithm can learn a more optimal policy even with incom-
plete information, achieving our first design goal. This result also shows that the proposed approach
can better seize and learn the influence caused by different group sizes. Although it can be seen that
the random forest and proposed algorithms have similar performance, the proposed algorithm can
adapt better to the dynamics of social and economic conditions.

Adaptation to changes. We studied the adaptability of the proposed algorithm to the dynamics
in social and economic conditions by changing the distribution of the dataset in the middle of the
simulation. To highlight adaptation to the changes, we chose the distributions that would have
similar repayment probability distributions but have opposite feature weights. Figure 1(f ) shows
the performance when application distribution changes at the 150th lending period, without the
knowledge of if and when the distribution has changed. As can be seen, the proposed algorithm
recovers faster than the other algorithms as it uses immediate feedback from the latest samples to
perform quick adaptation. In contrast, the other algorithms, which are primarily designed for offline
use, end up putting the same emphasis on data from both before and after the changes.

5. Conclusion

We presented a novel control-theoretic model for microfinance lending strategy. The model solves
(a) the insufficient past data problem, (b) the missing applicants’ information problem, and (c) the
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(a) robustness against missing data

(b) fairness

(c) default risk vs financial inclusion

(d) artificial data (e) data from kiva.org (f ) adaptation

Figure 1: (a) Average converged cumulative normalized utilities for varying rates of missing data.
(b) Acceptance ratio statistics of the discriminative features to show fairness types 1 and 2.
(c) Tradeoffs between default probability (risk) vs approval rate (financial inclusion). The
statistics of the normalized steady-state utilities for (d) diverse applicant distributions and
(e) dataset from kiva. (f) The average utility when the distribution changes at the 150th
lending period. In subfigures (b), (d), and (e) the mean values are shown by ’×’, and the
first, second, and third quartiles, as well as the maximum and minimum values, are shown
as the boxplot. Except for subfigures (a) and (d), the results were generated for 10% of
missing information. 20% missing information was considered for the Kiva dataset (d).
Except for (c), we set e = 0. We consider group liability for all the subfigures.

group liability structure. Extensive empirical results from numerous artificial and synthetic datasets
showed several notable performances upon benchmark models, such as robustness against missing
data, adaption to changes, and financial inclusion tradeoffs. In addition, we proposed penalty meth-
ods for two different fairness scenarios to avoid discrimination in decisions. We hope our model
will be useful for achieving the United Nation’s Sustainable Development Goals and can help more
people in underdeveloped regions have a better life.
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