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Abstract
In numerous robotics and mechanical engineering applications, among others, data is often con-
strained on smooth manifolds due to the presence of rotational degrees of freedom. Common data-
driven and learning-based methods such as neural ordinary differential equations (ODEs), however,
typically fail to satisfy these manifold constraints and perform poorly for these applications. To ad-
dress this shortcoming, in this paper we study a class of neural ordinary differential equations that,
by design, leave a given manifold invariant, and characterize their properties by leveraging the con-
trollability properties of control affine systems. In particular, using a result due to Agrachev and
Caponigro on approximating diffeomorphisms with flows of feedback control systems, we show
that any map that can be represented as the flow of a manifold-constrained dynamical system can
also be approximated using the flow of manifold-constrained neural ODE, whenever a certain con-
trollability condition is satisfied. Additionally, we show that this universal approximation property
holds when the neural ODE has limited width in each layer, thus leveraging the depth of network
instead for approximation. We verify our theoretical findings using numerical experiments on Py-
Torch for the manifolds S2 and the 3-dimensional orthogonal group SO(3), which are model man-
ifolds for mechanical systems such as spacecrafts and satellites. We also compare the performance
of the manifold invariant neural ODE with classical neural ODEs that ignore the manifold invariant
properties and show the superiority of our approach in terms of accuracy and sample complexity.
Keywords: Neural Ordinary Differential Equations, Universal Approximation, Manifold-Valued
Data, Controllability

1. Introduction

Due to complexity of robotics systems, data based modeling has become an important technique for
predictive and control tasks in many robotics applications Brunke et al. (2022). One important con-
sideration when using data based methods in such applications is the presence of rotational degrees
of freedom in mechanical systems Choset et al. (2005); Bullo and Lewis (2019). These rotational
degrees of freedom require that most robotics systems’ states be constrained to on a lower dimen-
sional surface, or manifold, embedded in a higher dimensional Euclidean space. Therefore, it is
essential that any black box model that is used in these applications respect the manifold constraints
arising from the physics of the system, without which the model can provide nonphysical outputs,
affecting their applicability. Beyond the concern of nonphysical nature of outputs generated by clas-
sical black box models, another reason to take this information of lower dimensionality of the state
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space into account is that it may also reduce the number of parameters required to fit the model to
data, and thus mitigate the curse of dimensionality.

A class of neural networks that has now become standard in machine learning applications is
residual neural networks (ResNets) He et al. (2016). However, ResNets do not necessarily satisfy
manifold constraints as desired in robotics applications. For this reason, there has been some ef-
fort recently on generalizing ResNets to manifold-valued data. One way to generalize ResNets on
manifolds is by considering them as numerical discretizations of parameterized ordinary differen-
tial equations (ODEs) called neural ODEs E (2017); Haber and Ruthotto (2017); Chen et al. (2018).
For example, Falorsi and Forré (2020); Lou et al. (2020) present variations of neural ODEs on
manifolds, from which one can derive a ResNet respecting geometric constraints, by appropriately
discretizing the neural ODE. This point of view, of ResNets as numerical discretizations of neural
ODEs, was originally developed to open tools from dynamical systems and control theory to design
and train more stable versions of ResNets. This perspective has also been fruitful in understanding
the approximation properties of deep neural networks. For example, in Tabuada and Gharesifard
(2020) investigated the universal approximation properties of deep ResNets using geometric control
techniques. In Agrachev and Sarychev (2021), the authors construct a new class control systems
that, similar to neural ODEs, have the capability to approximate diffeomorphisms.

While generalization of neural ODEs to manifolds have been presented in Falorsi and Forré
(2020); Lou et al. (2020), there has been no work on the approximation capabilities of such neural
ODEs, for learning manifold-valued maps. In this paper, we study the approximation property of a
class of neural ODEs of manifolds from the point of view of controllability properties of control-
affine systems, a popular class of systems studied in the control theory literature. For the purpose
of machine learning problems, the controllability problem of interest is whether the weights of the
control system can be used to control the flow of the ODE in such way that the flow, at a given
time instant, is close to the map that is required to be approximated. This non-traditional nature
of control problem makes the question of universal approximation challenging to address, since
one is not just required to transfer a given initial condition of the control system to another, but
simultaneously transfer a collection of initial conditions to a target collection of final values using
the same control inputs. We show that a controllability condition on the vector-fields, well known in
the form of bracket generating condition in geometric control theory literature, suffices to guarantee
universal approximation of a sufficiently rich class of diffeomorphisms, including those that can be
represented using the flow of a manifold-constrained dynamical system. We also use numerical
simulations to verify the approximation properties of the neural ODEs on manifolds and compare
their performance with classical neural ODEs that do not take into account the manifold valued
nature of the data.

2. Notation

In this section, we introduce some notation that will be used throughout the paper. The open ball
around x ∈ Rd will be denoted by BR(x) := {r ∈ Rd; |x − y| < R}. Let M ⊆ Rd denote a
compact smooth manifold without boundary Lee (2013). We will denote by Diff0(M) the set of
diffeomorphisms on M that are isotopic to the identity map I on M. By isotopic, we mean that,
X ∈ Diff0(M) if there exist a smooth map Y : [0, 1] × M → M such that Y (0, ·) = I and
Y (1, ·) = X . A function f : Rd → Rd is locally Lipschitz, if for each R > 0, there exists LR > 0
such that |f(x) − f(y)| ≤ LR|x − y| for all x, y ∈ BR(x). Given two vector-fields f : Rd → Rd
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and g : Rd → Rd, the Lie-Bracket between the two vector-fields is denoted by [f, g] and given by

[f, g]i(x) =
d∑

j=1

f j(x)
∂gi

∂xi
(x)− gj(x)

∂f i

∂xi
(x) (1)

for all x ∈ Rd, where f i(x) refers to the ith element of the vector f(x). Let V = {f1, ..., fm} be a
finite number of vector fields. Setting V0 = V , for each i ∈ Z+, we define in an iterative manner
the set of vector-fields V i = {[g, h]; g, h ∈ Vj , j = 0, .., i− 1}. We will denote by LiexV the set of
vectors defined by,

LiexV = span{g(x); g ∈ V i, i = 0, 1, ...}. (2)

We will say that the collection of vector fields V is bracket generating on M if LiexV = TxM for
all x ∈ M, where TxM is the tangent space of the manifold at x ∈ M.

3. Problem Formulation

In this section, we formulate the main problem being addressed in the paper. Let σ : R → R be a
given activation function. We define Σ : Rd → Rd by

Σ(x) = [σ(x1), ..., σ(xd)]
T (3)

An example of the class of activation functions that we consider is sigmoidal functions with
globally bounded derivatives. An activation function σ is said to sigmoidal if its range lies in [0, 1],

lim
x→−∞

σ(x) = 0 and lim
x→∞

σ(x) = 1. (4)

One such sigmoidal function is

σ(x) =
1

1 + e−x
. (5)

Let M ⊆ Rd be a smooth compact manifold that is known. The learning problem that we
consider is the following. Suppose there is an unknown map Ψ : M → M. We wish to learn the
map Ψ using samples of input output data {(x1, y1), ..., (xn, yn)} where xi are distributed according
to some density function ρ(x). One way construct an approximation is using time-one map X :
Rd → Rdof the neural ODE,

ẋ(t) = A(t)Σ(W (t)x+ b(t)) x(0) = x0 (6)

where A : [0, T ] → Rd×d, W : [0, T ] → Rd×d and b : [0, T ] → Rd are the weights for the
neural network. The time-one map X is defined by setting X(x0) = x(1) for each x0 ∈ Rd. The
feasibility of approximating Ψ using X has been shown in Tabuada and Gharesifard (2020), for a
large class of activation functions σ.

A drawback of the previous formulation is that the learning problem does not use prior knowl-
edge of the manifold M. Hence, x0 ∈ M does not necessarily imply that X(x0) ∈ M. This
is critical in applications such as modeling of mechanical systems where the physical state of the
system is known to be confined to a given manifold M. To use this knowledge we propose a
generalization of neural ODE inspired by control affine systems in control theory.
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To ensure that the output data generated by neural ODE stays on M we choose some m vector-
fields gi : Rd → Rd that are smooth and satisfy gi(x) ∈ TxM for all x, where TxM denotes the
tangent space of M at x.

Then we consider the following manifold invariant neural ODE

ẋ(t) =
m∑
i=1

ai(t)gi

(
x(t)

)
σ

(
wT
i (t)x(t) + bi(t)

)
(7)

x(0) = x0 (8)

where ai : [0, 1] → R, wi : [0, 1] → Rd and b : [0, 1] → R are the weight parameters of the
generalized neural ODE. Let X : M → M be the flow map generated by the neural ODE (8),
defined by setting X(x0) = x(1) and all x0 ∈ M.

Given this generalized neural ODE, the approximation problem that we consider is the follow-
ing.

Problem 1 Given Ψ : M → M and ϵ > 0 do there exist weight parameters (ai, wi, bi) such that
the time-one map X of the neural ODE on manifold (8) satisfies.

|X(x)−Ψ(x)| ≤ ϵ (9)

for all x ∈ M.

In order to address the above problem, we will need some additional assumptions. The first
assumption that we will make is on the vector fields {g1, ..., gm}

Assumption 2 We make the following assumptions on the vector field gi

1. The vector fields gi : Rd → Rd are smooth.

2. The vector fields gi satisfy gi(x) ∈ TxM for all x ∈ M.

Let U be the subset of functions defined by

U =
{
u : [0, T ]× Rd → R : u is piecewise constant in time and

u(t, ·) is locally Lipschitz for each t ∈ [0, 1]
}

In addition to this, we will need some mild assumptions on the activation function σ : R → R.
For this purpose, let us define the set of functions

F =
⋃

m∈Z+

{
m∑
i=1

αiσ(w
T
i x+ bi) | αi ∈ R, wi ∈ Rd, bi ∈ R}.

Note that the set F is the set of arbitrarily wide single-hidden layer neural networks. Using this set
we define the subset of U that take values over F ,

N =
{
u ∈ U : u(t, ·) ∈ F for each t ∈ [0, 1]

}
4
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Similarly, we define the set of functions

A =
{
u ∈ U : for some piecewise constant functions α : [0, 1] → R,
w : [0, 1] → Rd, b : [0, 1] → R,
u(t, ·) = α(t)σ(wT (t)x+ b(t)) ∈ F for each t ∈ [0, 1]

}
We will make the following assumptions on the activation function σ.

Assumption 3 We make the following assumptions:

1. (Regularity) The activation function σ is globally Lipschitz. That is, there exists K > 0 such
that

|σ(x)− σ(y)| ≤ K|x− y|, (10)

for all x, y ∈ Rd.

2. (Density of superpositions) Given a function f ∈ C(Rd;R), and R > 0, for every δ > 0,
there exists a function h ∈ F such that

|f(x)− h(x)|+
d∑

i=1

| ∂f
∂xi

(x)− ∂h

∂xi
(x)| < δ.

for (Lebesgue) almost every x ∈ BR(x).

The above assumption is satisfied by both, the Sigmoid activation function, as well as the Rec-
tified Linear unity ( ReLu) activation function.

4. Analysis

Before we begin our analysis we make the standard observation that due to Assumption 2, given
ui ∈ U for each i = 1, ...,m, for the following ODE

ẋ =
m∑
i=1

ui(t, x(t))gi

(
x(t)

)
x(0) = x0, (11)

the solution x(t) is in fact global and lies in M. This result follows from Lee (2013).

Theorem 4 Given Assumption 2, and functions ui ∈ U , suppose that x(0) ∈ M, then a unique
solution x : [0, 1] → Rd to the differential equation (11) exists. Moreover, x(t) ∈ M for all
t ∈ [0, 1].

The general idea behind the main result, stated in Theorem 5, is the following. There exist a
large class of maps that can be approximated using the flow of the ODE (11) using an appropriate
choice of functions ui for i = 1, ...,m, as long as the vector-fields V = {g1, ..., gm} satisfy a
controllability condition. This result is due to Agrachev and Caponigro (2009). However, given
functions ui, it is not in general possible to approximate the vector field of (11) using the the vector
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field of the neural ODE (8) in any classical sense (for example, in the uniform norm or L2 norm),
due to the fact that A is a much smaller set that U . Despite this, using weak convergence arguments,
we can use a sequence of vector-fields of the form of the the neural ODE (8) to weakly converge to
functions ui. This, in turn, results in uniform convergence of the flow of neural ODE (8) to that of
the differential equation (11), thus allowing us to extend the approximation result of Agrachev and
Caponigro (2009) to flows of the neural ODE (8).

Theorem 5 Given that Assumption 3 holds, suppose that Y ∈ Diff0(M) and ϵ > 0. Additionally,
suppose that V satisfies the Bracket generating property on M. That is, LiexV = TxM for all
x ∈ M. Let X : M → M be the flow map generated by the neural ODE (8), defined by setting
X(x0) = x(1) and all x0 ∈ M. Then there exist piecewise constant parameters ai ∈ R, wi :
[0, 1] → Rd and bi : [0, 1] → Rd such that

sup
x∈Ω

|X(x)− Y (x)| ≤ ϵ

2
.

for all x ∈ M.

Proof Since from Y ∈ Diff0(M) and due the bracket generating assumption that LiexV = TxM,
it follows from (Agrachev and Caponigro, 2009, Corollary 3.1), that there exists u ∈ U such that
the corresponding time one map X satisfies,

sup
x∈Ω

|X(x)− Y (x)| ≤ ϵ

2
.

The result then follows by Proposition 6 (stated in the Appendix) by approximating u weakly using
an element in A.

Formally, the above approximation result can be understood as follows. The class of maps
isotopic to the identity include flows generated by dynamical systems. Suppose the map Y is the
time one map of the ODE,

ẋ(t) = f(t, x(t)) (12)

for some time-dependent smooth vector field f : [0, 1] × Rd → Rd. Additionally, suppose that
that x(0) ∈ M implies x(t) ∈ M for all t ∈ M, then Y is isotopic to the identity and hence,
can be approximated by the flow of the neural ODE (8). The bracket generating assumption can be
interpreted as requiring that the following version of the controllability problem,

ẋ =
m∑
i=1

ui(t)gi(x(t))

x(0) = x0, x(1) = x1

is well-posed for all x0, x1 ∈ M. That is, if for every x0, x1 ∈ M, there exist time-dependent
functions ui(t) such that x(0) = x0, x(1) = x1, then the flow of the manifold invariant neural
ODE (8) can be used to approximate any element of Diff0(M).
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5. Numerical Results

In this section, we numerically test the approximation properties of the neural ODE on manifold, us-
ing two examples. For each example, we will compare the performance of our manifold constrained
neural ode with the performance of the classical neural ODE (4). For this purpose, we discretize the
problem in time to solve the problem in Pytorch. For this purpose, we introduce the time discretized
version of the problem for the classical neural ODE and then for each case, the manifold invariant
neural ODE.

Suppose we are given input-output data {(x10, y1), ..., (x
p
0, y

p))} ⊂ Rd × Rd we wish to solve
the problem,

min
Θ

1

P

P∑
j=1

∥xjM − yj∥22 +
λ∆t

2

M∑
N=1

∥ΘN∥22 (13)

with ΘN = {AN ,WN , bN} ∈ Rd×d × Rd×d × Rd subject to constraints arising from the forward
Euler discretization of (6), which is the M-layer deep Resnet,

xjN+1 = xjN +∆tANΣ(WNxjN + bN ) for N = 0, ...,M, j = 1, ..., P. (14)

Here Σ is as defined in (3), AN ∈ Rd×d, WN ∈ Rd×d and bN ∈ Rd, and ∆t = 1
M .

Example 1: Supervised Learning on the Sphere In this example we take the manifold M =
S2 = {x ∈ R3;xTx = 1} ⊆ R3, the two dimensional sphere. We define the matrices,

B1 =

0 −1 0
1 0 0
0 0 0

 , B2 =

 0 0 1
0 0 0
−1 0 0

 ,

(15)

Let gi(x) = Bix for all x ∈ Rd for i = 1, 2. It can be verified that

B1B2 −B2B1 = B3 =

0 0 0
0 0 −1
0 1 0

 (16)

and hence that [g1, g2](x) = g3(x) = B3x for all x ∈ S2. We consider the following neural ODE
on the sphere,

ẋ(t) =

2∑
i=1

ai(t)Bix(t)σ

(
wT
i (t)x(t) + bi(t)

)
(17)

x(0) = x0 (18)

By construction g1(x) = B1x, g2(x) = B2x ∈ TxS2 for all x ∈ M . Define

fi(t, x,Θ
i(t)) = ai(t)σ(w

T
i (t)x+ bi(t))

for x ∈ R3 and Θi(t) = {ai(t), wi(t), bi(t)} ∈ R × Rd × R, for each t. The discretized problem
that we solve is the following,

min
Θ

1

P

P∑
j=1

∥xjM − yj∥22 +
λ∆T

2N

2∑
i=1

N∑
j=1

∥ΘN∥22 (19)
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Figure 1: (a) and (b) show the results of example 1. (c) and (d) show the results of example 2.

subject to the geometric Euler discretization Hairer et al. (2006) of the ODE (23), a M-layer mani-
fold invariant Resnet,

xjN+1 = e∆tf1(t,x
j
N ,Θ1

N )B1+f2(t,x
j
N ,Θ2

N )B2xjN

for N = 0, ...,M . In this example, data is generated using the following ODE,

ẋ(t) = x2(t)g1(x(t)) + x3(t)g3(x(t)); (20)

x(0) = xj0

The geometric discretization using matrix exponentials ensures that the solution of the discrete
system remains on the manifold for every time step N Hairer et al. (2006).

Example 2: Supervised Learning on the 3D rotation group In this example with consider the
3 dimensional orthogonal groups M = SO(3) = {R ∈ R3×3 = RTR = I, det(R) = 1}

B1 =

0 −1 0
1 0 0
0 0 0

 , B2 =

 0 0 1
0 0 0
−1 0 0

 , B3 =

0 0 0
0 0 −1
0 1 0

 ,

(21)

In this case we take gi(X) = BiX for all X ∈ R3×3 for i = 1, 2, 3. We define the neural ODE in
the form of a matrix differential equation

Ẋ(t) =
3∑

i=1

ai(t)BiX(t)σ

(
⟨wi(t), X(t)⟩+ bi(t)

)
(22)

X(0) = X0 ∈ R3×3 (23)

By construction gi(X) = BiX ∈ TXSO(3) for all X ∈ M . Define

fi(t,X,Θi(t)) = ai(t)σ(⟨wi(t), X⟩+ bi(t))

for X ∈ R3×3 and Θi(t) = {ai(t), wi(t), bi(t)} . The discretized problem that we solve is the
following,

min
Θ

1

P

P∑
j=1

∥Xj
M − Y j∥22 +

λ∆t

2

2∑
i=1

M∑
j=1

∥ΘN∥22 (24)
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subject to M layer manifold Resnet,

Xj
N+1 = e∆tf1(t,X

j
N ,Θ1

N )B1+∆tf2(t,X
j
N ,Θ2

N )B2+∆tf3(t,X
j
N ,Θ3

N )B3Xj
N

for N = 0, ...,M .
In this example, data is generated using the following ODE,

Ẋ(t) = Tr(X2 + 1)
(
g1(X) + g2(X) + g3(X(t))

)
; (25)

X(0) = Xj
0 (26)

where Tr denotes the Trace of the matrix.

Implementation
For the experiments, we compare the manifold ODE with classical neural ODE. We use the sigmoid
function as the activation function σ in all experiments. All the models were trained with standard
stochastic gradient descent (SGD) using learning rate 10, and momentum 0.9. The learning rate
decays at epochs 500,1000,2000,4000,6000 with a factor 0.8. We started training with a large
learning rate to avoid getting stuck into local minima. The classical ODE in all cases needed much
more parameters per layer. For Example 1, there are 10 parameters per layer for manifold invariant
ODE while there are 21 for classical one. For Example 2, the value is 33 and 171. For a fair
comparison, in example 1, we use M = [1, 2, 4] layers for classical ODE and M = [1, 2, 4, 8] layers
for manifold one. In example 2, we use M = [1, 2, 4, 8] for classical ODE and M = [5, 10, 20] for
manifold ODE.

Discussion
The training loss and test loss for the case over the sphere is shown in Figure (1) a-b, respectively.
The training loss and test loss for the case over the SO(3) is shown in Figure (1) c-d, respec-
tively. Compared to the classical ODE (blue curve), the manifold ODE (orange curve) could always
achieve low loss with smaller number of parameters. The result verifies that manifold ODE could
truly reduce the number of parameters required to fit the model to data, and mitigate the curse of
dimensionality. The greater difference can be observed in the test losses, indicated the superior
capability of manifold-invariant neural ODE in terms of generalization.

6. Conclusion

We presented a class of neural ODEs for which a given manifold is invariant, and studied their
universal approximation properties from the perspective of controllability analysis. Additionally,
we use numerical simulations to verify that in terms, of sample complexity and accuracy the neural
ODEs on manifolds show superior performance. Possible future directions of work include quali-
tatively establishing the formal sample complexity estimates of these neural ODEs, and extending
them to situations when the manifold M is unknown.

Appendix A. Supplementary results

For the results stated in this section we will need L1(0, 1;Rd), the set of vector-valued measurable
functions that are integrable over (0, 1). We will denote L1(0, 1;Rd) by L1(0, 1) when d = 1. We
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will say that a sequence (fn)∞n=1 in L1(0, 1;Rd) weakly converges to f ∈ L1(0, 1;Rd) if

lim
n→∞

∫ 1

0
⟨ϕ(x), fn(x)⟩dx =

∫ 1

0
⟨ϕ(x), f(x)⟩dx

for all ϕ ∈ L∞(0, 1;Rd), where ⟨·, ·⟩ denotes the usual inner product on Rd. Given this definition,
we have the following result.

Lemma 6 Given Assumption 3, suppose that (uni )
∞
n=1 is a sequence of functions in U such that

(uni (x, ·))∞n=1 is weakly converging to ui(x, ·) in L1(0, 1) for each x ∈ M and each i ∈ {1, ...,m}.
Suppose additionally that the sequence of functions (uni )

∞
n=1 is bounded and Lipschitz with a com-

mon upper bound and common Lipschitz constant on M. Let Xn : M → M be the map given by
Xn(x0) = xn(1) for all x0 ∈ M, where xn(t) is the solution of the differential

ẋn(t) =
m∑
i=1

uni (t, x
n(t))gi

(
xn(t)

)
(27)

xn(0) = xn0 (28)

Then (Xn)∞n=1 is uniformly converging to X on M.

Proposition 7 Given Assumption 3, suppose ui ∈ U . Then, for every ϵ > 0, there exist control laws
uϵi ∈ A such that the time one map corresponding to the differential equation Let Xϵ : Rn → Rn

be the map given by Xϵ(x0) = xϵ(T ) where xϵ(t) is the solution of the differential equation,

ẋ =

m∑
i=1

uϵi(t, x
ϵ(t))gi

(
xϵ(t)

)
(29)

x(0) = x0 (30)

for each initial condition x0 ∈ Rn and solution x(t) of the differential equation (11) satisfies

sup
x∈K

|X(x)−Xϵ(x)| ≤ ϵ (31)
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Luca Falorsi and Patrick Forré. Neural ordinary differential equations on manifolds. arXiv preprint
arXiv:2006.06663, 2020.

Eldad Haber and Lars Ruthotto. Stable architectures for deep neural networks. Inverse problems,
34(1):014004, 2017.

Ernst Hairer, Marlis Hochbruck, Arieh Iserles, and Christian Lubich. Geometric numerical integra-
tion. Oberwolfach Reports, 3(1):805–882, 2006.

Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun. Deep residual learning for image recog-
nition. In Proceedings of the IEEE conference on computer vision and pattern recognition, pages
770–778, 2016.

John M Lee. Smooth manifolds. In Introduction to smooth manifolds, pages 1–31. Springer, 2013.

Aaron Lou, Derek Lim, Isay Katsman, Leo Huang, Qingxuan Jiang, Ser Nam Lim, and Christo-
pher M De Sa. Neural manifold ordinary differential equations. Advances in Neural Information
Processing Systems, 33:17548–17558, 2020.

Paulo Tabuada and Bahman Gharesifard. Universal approximation power of deep residual neural
networks via nonlinear control theory. In International Conference on Learning Representations,
2020.

11


	Introduction
	Notation
	Problem Formulation
	Analysis
	Numerical Results
	Conclusion
	Supplementary results

