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Abstract

Partially-observable problems pose a trade-off between reducing costs and gathering information. They can be solved optimally by planning in belief space, but that is often prohibitively expensive. Model-predictive control (MPC) takes the alternative approach of using a state estimator to form a belief over the state, and then plan in state space. This ignores potential future observations during planning and, as a result, cannot actively increase or preserve the certainty of its own state estimate. We find a middle-ground between planning in belief space and completely ignoring its dynamics by only reasoning about its future accuracy. Our approach, filter-aware MPC, penalises the loss of information by what we call “trackability”, the expected error of the state estimator. We show that model-based simulation allows condensing trackability into a neural network, which allows fast planning. In experiments involving visual navigation, realistic every-day environments and a two-link robot arm, we show that filter-aware MPC vastly improves regular MPC.

Keywords: model-predictive control, partially-observable, dynamic programming

1. Introduction

In partially observable Markov decision problems (POMDPs) we can only estimate the system state from a history of observations. This makes planning in POMDPs complicated, as the planner must find an optimal balance between reducing costs according to the current state estimate, and gathering new observations which will refine that state estimate, allowing for even better cost minimisation.

Optimally trading-off cost reduction and information gathering is only possible by planning in the space of beliefs, but that is often too expensive. Another approach, taken by model-predictive control (MPC),1 is to decouple state estimation and planning completely. The planner only focuses on costs, finding the best sequence of controls starting from the current belief. Planning in this way is as cheap as planning in a fully observable problem, but allows no way of actively acquiring new information or preserving the information we already have.

We try to find a middle ground between these two approaches. In our approach, we do not plan in belief space, but we also do not ignore future beliefs completely. Instead, we settle for reasoning about the future accuracy of the state estimate. This results in a controller that can actively maintain a desired amount of accuracy in its belief.

1. Related terms are receding horizon control, limited lookahead control, and rollout. We use the term MPC and clarify what we mean in section 3.
As a motivating example, we can look at visual navigation, where a visual tracker uses RGB-D images to track the location of a robot which is trying to reach some target coordinates. Following the shortest path might force the robot to pass through a long corridor that does not contain enough information for the visual tracker to work with. The state estimate might degrade so much that it is of no help to the planner. If we have a way of predicting the tracker’s accuracy around this corridor, we can inform the planner about it, which can then decide to follow a slightly longer path, but one where the state estimate will remain accurate.

We propose a straightforward method for blending this aspect into MPC. We introduce the idea of trackability, which maps a system’s state to the expected error of a state estimator. By putting a threshold on trackability, we add an additional constraint to the MPC problem. Solving this augmented problem minimises the total cost of the original control task, while maintaining a desired degree of accuracy in the state estimator. We show that trackability can be seen as a value function of a new MDP where the state contains both the original system state and the state estimator’s belief. This allows us to learn a neural network that predicts trackability using standard approximate dynamic programming techniques. We verify these ideas in experiments designed to illustrate the problem, including visual navigation, realistic every-day environments and a two-link robot arm. In all cases, we obtain substantial improvements over baselines that ignore how the belief will evolve over time.

Our exact contributions are:

- We formulate a measure of how accurate state estimation will be under a plan and a starting state. We learn this measure with a neural network for fast planning.
- We present filter-aware MPC, a version of MPC that counteracts state estimation errors by putting a threshold on trackability.
- We empirically show that filter-aware MPC improves regular MPC and that it performs competitively against other baselines using observations.

2. Related work

Åström (1965) was among the first to publish theoretical results on decision-making with missing information. Sondik (1971) developed a method for finite-horizon optimal control, showing that the value function is piecewise-linear in this setting. Later works dealt with the infinite horizon case (Sawaki and Ichikawa, 1978; Sondik, 1978). A large body of work focused on performance improvements for exact inference (Littman, 1996; Kaelbling et al., 1998; Cassandra et al., 1998). Others sought to find efficient approximations (Parr and Russell, 1995; Thrun, 1999; Zhang and Zhang, 2001; Pineau et al., 2003). Recent works presented tree search algorithms using particle filters (Sunberg and Kochenderfer, 2017; Sunberg et al., 2017), allowing to solve POMDPs with continuous states, controls and observations.

Many works focused on the case with Gaussian beliefs. These include (Platt et al., 2010), working with extended Kalman filter updates and (Todorov, 2005), which allows belief planning in an LQG setting with multiplicative noise. van den Berg et al. (2021) presented a value learning algorithm with the EKF. Rafieiakhaei et al. (2017) improved LQG planning by optimising for the lowest perception uncertainty. Rahman and Waslander (2020) introduced a vision-oriented approach with Gaussian beliefs where the uncertainty of the belief is constrained. Similar measures were taken in (Hovd and Bitmead, 2005) and (Böhm, 2008).
Our approach in this paper is also related to coastal navigation (Roy and Thrun, 1999; Roy et al., 1999), which focuses on preserving the accuracy of the state estimate, rather than full planning in belief space. Similarly, belief roadmaps (Prentice and Roy, 2009) try to find a path from a start location to a target while minimising the uncertainty of an EKF. This was later extended to work with unscented Kalman filters (He et al., 2008). Belief roadmaps were built upon by Zheng et al. (2021) by constraining the covariance of the belief.

Our method differs from these works in a number of ways. First, we look at the expected error of a state estimator. The expected error will be essentially the same as the entropy if the state estimate is the true posterior (or an accurate approximation), but is also applicable to state estimators that are not accurate approximations of the true posterior in all cases and ones that produce a point estimate. Second, we limit expected tracking errors into the future (beyond the planning horizon) and rely on approximate dynamic programming techniques for that, which is an aspect we have not found in the literature. Finally, since our approach only operates in state space, we are able to work on high-dimensional problems where (approximate) belief planning is typically infeasible, e.g. problems with image observations.

Several recent papers showed great results on partially observable problems using model-based methods (Karl et al., 2017; Hafner et al., 2019; Becker-Ehmck et al., 2020; Hafner et al., 2020). These works learn a policy that works with full state information by simulating the problem with a generative model. At test time, an inference network maps the observation stream to a latent state, which is passed to the policy. This strategy is similar to MPC with a state estimator: the policy takes the current state estimate and tries to find an optimal strategy. The work of Igl et al. (2018) and Han et al. (2020) are notable exceptions, as they train policies in belief space. Similarly, Lee et al. (2019) have presented a latent space algorithm which approximates belief planning. Our work mainly differs from these in that we focus on MPC, which has desirable properties such as state-constraints, stability and performance guarantees.

Finally, we would like to point the reader to the field of dual control (Mesbah, 2018), which contains methods building on MPC that deal with the trade-off between cost reduction and state estimation (Köhler et al., 2021).

3. Background

3.1. Systems with Imperfect State Information

We work with problems where a hidden state \( z_t \in \mathbb{R}^{N_z} \) changes over time according to some transition function \( f \) given controls \( u_t \in \mathbb{R}^{N_u} \) and process noise \( w_t \). The hidden state can only be estimated through observations \( x_t \in \mathbb{R}^{N_x} \) that are produced by an emission function \( g \) subject to measurement noise variables \( v_t \). The process and the observation noise might be state and control dependent with known distributions and dependency. Using some control \( u_t \), in some state \( z_t \) leads to a cost \( c_t \in \mathbb{R}^+ \) which is determined by the cost function \( c \). This setup can be summarised, for \( t \geq 1 \):

\[
\begin{align*}
  z_{t+1} &= f(z_t, u_t, w_t) \\
  c_t &= c(z_t, u_t) \\
  x_t &= g(z_t, v_t),
\end{align*}
\]

with initial state distribution \( p(z_1) \). The controls are given by a stationary policy \( u_t = \pi(x_{1:t}, u_{1:t-1}) \) that is conditioned on all previous observations and controls. The expected total cost of a policy \( \pi \) is:

\[
J^\pi(z) = \mathbb{E}\left[ \sum_{t=1}^{\infty} \beta^{t-1} c(z_t, u_t) \mid z_1 = z \right],
\]
where $\beta \in (0, 1)$. An optimal policy attains minimal expected cost, i.e. $\pi^* = \arg \min_{\pi} \mathbb{E}[J^\pi(z)]$.

### 3.2. Model Predictive Control for Imperfect State Information

A variant of MPC related to open-loop feedback control (Dreyfus, 1965) approximates this problem by devising an optimal plan for the first $K$ steps and using its first step:

$$
\pi_{\text{MPC}}(x_{1:t}, u_{1:t-1}) = \arg \min_{u_t} \min_{u_{t+1:t+K-1}} \mathbb{E}_{z_t|x_{1:t}, u_{1:t-1}} \left[ \sum_{k=t}^{t+K-1} \beta^{k-t} c(z_k, u_k) + \beta^K \hat{J}(z_{t+K}) \right].
$$

(2)

A terminal cost function $\hat{J}$ is used to alleviate some of the bias resulting from omitting the future.

### 3.3. State Estimation for MPC

Sampling the future states $z_{t:t+K}$ in eq. (2) necessitates a distribution over the current state, the belief. This is done by a state estimator, which reads the observations into an internal state, or carry, which we denote with $h$. The carry is updated by a function $h(\cdot, \cdot)$ which looks at the current observation and the previous carry and control: $h_{t+1} = h(h_t, x_{t+1}, u_t)$.

The form of the carry depends on the state estimator. For a particle filter, the carry would be the set of particles and weights. For an RNN, it would be the hidden state vector. Using the concept of the carry, we define the belief as $q(z_t | h_t)$, which acts as the distribution to use in eq. (2). It is often reasonable to assume that the initial state of the system is known (e.g. when we are only interested in relative motion). We formalise this as setting $h_1 := h^*_1 z$, where $h_1$ is the initial carry and $h^*_1 z$ is a carry that deterministically identifies the true state $z$. We generally use the same notation $z$ for both true and estimated states to keep notation simple.

### 3.4. Suboptimality of MPC

Model predictive control is suboptimal because it assumes the agent will collect no future observations. In fact, it can be shown that this control scheme results from a single step of policy improvement over open-loop planning (Bertsekas, 2005) in the rollout framework. While this often results in dramatic improvements, we argue that there remains a blind spot in MPC.

As an extreme case, consider an additional action which grants the agent access to the true state at the next step. There is no incentive for the MPC-based policy to take it, as it will not reduce the expected cost of open-loop plans.

The last insight serves as the major motivation of our work: we will explicitly integrate the expected performance of a state estimator in the planning of MPC.

### 4. Filter-Aware MPC

We aim to improve MPC by letting it distinguish between actions not just in terms of how much they reduce the cost, but also how they influence the belief. We want to find out the future accuracy of the state estimate under different plans and put a constraint on that value such that we only pick plans that guarantee a certain level of accuracy.

At every time step, any state estimator will introduce some inaccuracy, even the optimal Bayes filter. We denote this error with $\epsilon(z_t, h_t)$. In the case of a probabilistic state estimator, this might be its negative log-likelihood $-\log q(z_t | h_t)$, or the sum of squares in case of a deterministic one. If
we take the example of a Kalman filter, $h_t$ would be the mean and covariance matrix of the posterior distribution over the system state at time $t$, and $\epsilon(z_t, h_t)$ would be the negative log-likelihood of $z_t$ under that distribution.

For any policy, the discounted expected total state estimation error starting from a state $z$ and a carry $h$ is:

$$J_{\text{err}}(z, h) = \mathbb{E}\left[\sum_{t=1}^{\infty} \beta^{t-1} \epsilon(z_t, h_t) \mid z_1 = z, h_1 = h\right],$$

where the expectation is over both the transition and the emission noise and the controls are picked by some policy $\pi$. Future tracking errors are discounted by $\beta \in (0, 1)$.

We define $J_{\text{err}}(z, h)$ as the trackability of $z$ under the policy $\pi$ and the carry $h$. Given a sequence of controls $u_{t:t+K-1}$ and stochastic dynamics, the trackability of the state at time $t'$ will be stochastic. We extend eq. (2) with a chance constraint (Farina et al., 2016):

$$\min_{u_{t:t+K-1}} \mathbb{E}_{z \sim q(z_t|h_t)}[J_{\text{MPC}}(z)],$$

s.t. $\Pr(J_{\text{err}}(z_{t+i}, h_{t+i}) \leq \delta) \geq \Delta$ for $i = 1, 2, \ldots, K$. (4)

Here, $\delta$ is a threshold which defines how much tracker error we are willing to tolerate and $\Delta$ is a minimum probability of satisfying this condition that we wish to guarantee. We refer to this version of MPC as filter-aware MPC. Just like regular MPC, filter-aware MPC minimises the total cost. Unlike regular MPC, it also considers how a sequence of actions will affect the state estimate, only allowing plans where a minimum degree of state estimation accuracy can be achieved with high enough probability.

Unfortunately, optimising eq. (4) will not bring us very far in practice. The problem is that checking the constraint for time $t + i$ requires us to predict the future carry $h_{t+i}$. This is as computationally expensive as planning in belief space. In this version of filter-aware MPC, checking the constraints comes at a greater expense than evaluating the MPC objective.

We make an approximation to arrive at a feasible algorithm. We approximate $J_{\text{err}}(z_t, h_t) \approx J_{\text{err}}(z_t, h^*_t)$. In other terms, when we check the trackability of the state visited in time $t$, we only care about tracking errors that will happen in future time steps $t' > t$ as if the process was started fresh from $z_t$ with a perfect state estimate. In the remainder, we drop the conditioning on $h^*_t$ and set $J_{\text{err}}(z) := J_{\text{err}}(z, h^*_z)$ for brevity. We are able to do so because $h^*_z$ is a function of $z$.

We will use a multi-layer perceptron (MLP) to predict $J_{\text{err}}(z)$. An MLP is a natural choice for $J_{\text{err}}(z)$, since this can be seen as the negative value function (or cost-to-go) of an MDP where the cost is the tracking error and the MDP-state combines the system state $z$ and the carry $h$, though the latter does not enter into our computations since we are only interested in the case where $h = h^*_z$.

Taking this angle, we use TD($\lambda$) (Sutton, 1988) to learn an MLP $\phi$ that approximates trackability. Next, by evaluating $\phi(z_t)$, we are able to check the constraints without ever reasoning about future state estimates directly.

### 4.1. Learning Trackability

Using the state estimator and our models for the transition and emission $f$ and $g$, we can create rollouts of a regular MPC policy. These rollouts have the form $D = \{z_{1:T}^i, h_{1:T}^i, e_{1:T-1}^i\}_{i=1}^N$, where we denote the state estimation error at time $t$ by $e_t := \epsilon(z_t, h_t)$.
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Figure 1: Toy scenario of a 2D particle aiming for the green region on the left starting from the right. The grey circle is a ”dark zone” with higher observation noise. (a) A random walk. (b) Learned trackability. (c) Filter-aware vs vanilla MPC. (d) Success rates of vanilla MPC on an easy system with no grey zone, vanilla MPC, filter-aware MPC and an RNN policy.

Given $D$, we can train the neural network by minimising:

$$\min_{\phi} \sum_{i}^{N} (\phi(z_{1}^{i}) - J_{\text{err}}(z_{1}^{i}; \lambda, \phi))^{2},$$

(5)

where $J_{\text{err}}(z_{1}^{i}; \lambda, \phi)$ is the $\lambda$-return of $z_{1}^{i}$ defined as:

$$J_{\text{err}}(z_{1}^{i}; \lambda, \phi) = (1 - \lambda) \sum_{k=1}^{T-1} \lambda^{k-1} J_{k}^{\text{err}}(z_{1}^{i}; \phi), \quad J_{k}^{\text{err}}(z_{1}^{i}; \phi) = \sum_{t=1}^{k} \beta^{t-1} e_{t}^{i} + \beta^{k} \phi(z_{k+1}^{i}).$$

4.2. A Practical Implementation of Filter-Aware MPC

Once the trackability net $\phi$ has been learned, any optimisation algorithm that can handle constraints can be used to optimise eq. (4) by replacing $J_{\text{err}}(z_{t+1}^{i}, h_{t+1}^{i}) \approx \phi(z_{t+1}^{i})$. In our experiments we used simple random search for simplicity and speed. Here we sample $K$ candidate plans $u_{1:H-1}$ from a proposal distribution and take the one that performs best among those that satisfy constraints. If no plan can satisfy the constraints, we pick the one with the minimal violation. This crude algorithm does not guarantee constraint satisfaction and cannot handle chance constraints, but we have found it to work well for our problems.

5. Experiments

We experiment in settings with different levels of complexity and realism. For a detailed overview of each experiment, please refer to our extended technical report (Kayalibay et al., 2023).

5.1. Toy Scenario

We start with a toy experiment that demonstrates our ideas in a simple setting. We visualise this problem in fig. 1 (a). We have a 2D agent that tries to reach the green box on the western side of the room. The cost is the distance to the goal zone and the agent can observe its location with some additive Gaussian noise that is significantly higher inside a circle in the center (marked by the grey circle in fig. 1 (a)). The agent can control its velocity subject to additive noise.
An easier problem, where the observation noise is the same everywhere and has a scale of 0.03, can be solved by a model-predictive controller and a bootstrap particle filter with 93% success, as shown in fig. 1 (d). If we increase the observation noise to 1.0 inside the grey circle, the controller fails, because MPC leads the agent inside the circle, where the particle filter is no longer able to keep track. We can learn the trackability with a neural network, as outlined in section 4. For that, we use 500 rollouts of the MPC policy with 30 time steps each. We plot the network’s output in fig. 1 (b), which reveals that the network can separate the problem area from the safe zones. If we use the network to formulate constraints, the agent starts avoiding the grey circle and taking a slightly longer but safer route, as shown in fig. 1 (c).

We compare filter-aware MPC against vanilla MPC and an RNN policy in fig. 1 (d). The RNN policy is trained by gradient descent on a differentiable implementation of this system to minimise the total cost within a horizon of 50. We find that filter-aware MPC alone recovers the original success rate under this harder version of the problem, outperforming both vanilla MPC and the RNN, which can theoretically implement belief planning, as it has access to the full interaction history.

5.2. Navigation in ViZDoom

We now turn to a visual navigation problem based on the ViZDoom simulator (Wydmuch et al., 2018). Here we use coloured point-to-plane ICP (Chen and Medioni, 1992; Steinbrücker et al., 2011; Audras et al., 2011) as our state estimator since it is a well-established method for visual tracking. The ViZDoom environment has two rooms that are connected by two corridors. The agent is placed in a random location in one room and must go to a random location in the other room. It can see the world with an RGB-D camera and moves by picking a turning angle and a speed which is applied along its facing direction. These controls are perturbed by noise, making the dynamics stochastic. We show a sample RGB image in fig. 2 (b).

We make the problem harder by corrupting observations in the left corridor, analogous to the grey circle from our toy experiment. This time, we zero-out the agent’s RGB-D observation in the left corridor, meaning the agent can only rely on its transition model. Our goal here is to simulate issues that plague visual tracking in the real world such as poor lighting conditions or reflective surfaces. We show how navigation with vanilla MPC works under these conditions in fig. 2 (a). The
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![Image](a)

Figure 3: Orbit task. (a) Top-down view. The agent must follow the green landmarks. Blue is the average vanilla MPC trajectory, purple the filter-aware one, grey the ORB baseline. (b) Box plots for state estimation errors. (c) Box plots for task cost.

The agent selects both corridors equally, even though the left corridor has poor observability, leading to a success rate of 48%.

Filter-aware MPC increases the success rate to 64%. We learn the trackability using 900 rollouts of the MPC policy, having 200 time steps each. We plot the learned trackability function and a set of filter-aware rollouts in fig. 2 (c). The filter-aware controller avoids the left corridor in all cases. We compare filter-aware MPC, vanilla MPC and vanilla-easy, which is vanilla MPC run on a setup where both corridors are safe in fig. 2 (d). Filter-aware MPC outperforms vanilla MPC by 16% when both are run on the same problem and approaches the performance of vanilla-easy, which achieves a success rate of 69%.

5.3. Orbiting in a Realistic Environment

The next experiment is designed to test filter-aware MPC under realistic conditions with naturally occurring features that are dangerous for the state estimator. We use the AI2-THOR simulator (Kolve et al., 2017) which features models of realistic living spaces. Real-life environments contain areas that are harder for a visual tracker to work with: blank walls, reflective surfaces, areas that cause sensor interference. We experiment with this type of situation in a navigation-adjacent task, where a robot equipped with a visual tracker is trying to follow a fixed trajectory.

We show our test scene in fig. 3 (a). The green markers are landmarks that the agent must follow. The agent receives RGB-D images that are passed to the same visual tracker as in the ViZDoom experiments. The agent can control its turning angle and speed with added noise. Unlike in ViZDoom, the camera’s facing angle can be controlled independently of its motion. The cost on the agent’s position and moving angle is defined to make it follow the landmarks. As the cost does not depend on the camera’s facing angle, the vanilla controller simply tries to keep the camera facing towards the agent’s movement direction. The environment contains a large reflective surface in the eastern wall, which can throw off a visual tracker. A filter-aware controller should be able to detect that looking at the reflective surface is dangerous for the tracker and look elsewhere, even while the agent is moving towards the reflective surface. We find this to be the case, as shown in fig. 4 (a–b). Here, the trackability is learned from 4500 rollouts of the MPC policy with length 30. While the naive controller looks where it moves, filter-aware MPC detects that doing so will cause the tracker to fail and instead looks towards the center of the room. In practice, looking where you
The naive strategy looks directly at the reflective surface, causing tracking failure. Filter-aware MPC avoids looking at the reflective surface.

move would be necessary to avoid obstacles. That can still be done with a filter-aware controller by using additional sensors, like a depth sensor or an additional camera for detecting obstacles.

We compare filter-aware MPC against two baselines: a) vanilla MPC b) an engineered baseline which uses ORB features (Rublee et al., 2011) as a proxy for trackability. The ORB baseline learns a neural network to predict the number of ORB features that will be visible given a camera pose and uses that value as a constraint during control, analogous to filter-aware MPC. We designed this baseline to resemble methods that focus on visual navigation (Falanga et al., 2018; Rahman and Waslander, 2020). The number of ORB features will be low when the camera is pointed at blank walls or the reflective surface on the eastern wall, and high when it is pointed towards the center of the room, which contains many strong visual landmarks. Following areas densely covered by ORB features should therefore make it easier for the visual tracker to estimate the agent’s state.

In fig. 3 we draw a comparison between the three methods in terms of state estimation errors (b) and task cost (c) based on a set of 100 rollouts of length 200. Both the ORB baseline and filter-aware MPC improve significantly over the vanilla strategy, with the filter-aware controller performing the best in terms of state estimation. We show average rollouts for each method in fig. 3 (a). Both the ORB baseline and filter-aware MPC complete the course, with filter-aware having a slight edge.

5.4. Planar Two-Link Arm with Occluded Regions

In our final experiment we use a two-link robot arm that tries to reach random targets, based on the Brax (Freeman et al., 2021) implementation of the classic reacher environment.

The agent can observe its joint angles and a vector pointing from the tip of the arm to the target. To make state estimation more difficult, we set all observations to zero whenever the agent’s arm enters the left-hand part of the work space (detected by checking the \(x\)-coordinate of a set of points on the arm). The agent is never started inside this region and the targets are always on the right-hand side such that the agent can avoid losing track of its state if it is careful. We add Gaussian noise to the controls before they are applied. We use a bootstrap particle filter for state estimation. We learn the trackability from 5000 rollouts of length 50 using the MPC policy.

We compare filter-aware MPC, vanilla MPC and an RNN policy in fig. 5 (a). The RNN policy follows the implementation of Ni et al. (2021). Both the RNN policy and filter-aware MPC improve over vanilla MPC, though the RNN has an edge here. We also present the performance of vanilla MPC in an easy setup where observations are available everywhere. Note that the RNN policy...
Figure 5: Reacher task. (a) Box plots. “easy” is vanilla MPC used on an easier problem. (b) Top-down view. The circle shows a radius of 0.05 around the target. Observations are missing beyond the dashed line. The colour indicates trackability. (c) A filter-aware (green) vs a vanilla rollout (orange) in configuration space. The ellipse shows a radius of 0.05 around the target. Vanilla MPC enters the danger zone and loses track of itself.

performs better than vanilla MPC even when vanilla MPC is used on the easy problem. This suggests that the performance gap between filter-aware MPC and the RNN might be due to the difference between MPC and amortised policy learning. In other words, MPC itself appears to be at a general disadvantage compared to an RNN policy in this problem.

We can inspect the learned trackability function in fig. 5 (b). The network separates the blind zone from the safe area. In fig. 5 (c), we compare a filter-aware rollout and a regular one in the configuration space of the arm. Regular MPC crosses into the blind zone and cannot recover.

6. Limitations of Filter-Aware MPC

Filter-aware MPC reduces state estimation errors by avoiding plans that are difficult to track. We do this by placing constraints on the plan. Any constrained controller can work worse than the unconstrained version if the constraints are too limiting. We picked thresholds for trackability by hand in each experiment, relying on visualisations of trackability over the state space. This is only possible in problems that can be visualised well in at most three dimensions. In higher-dimensional settings the thresholds would have to be picked by hyper-parameter search.

The core assumption of our method is that we can learn trackability from rollouts. We assumed that either the true environment model or a reasonably accurate approximate model is available, and used the true system in each of our experiments.

7. Conclusion

We introduced filter-aware MPC, an improvement over vanilla MPC for partially observable problems. Filter-aware MPC constrains the planner such that it preserves a certain level of state estimation accuracy. This bridges the gap between regular MPC, which only tries to reduce the cost without reasoning about future beliefs, and belief planning, which is often too expensive. Filter-aware MPC depends on a measure of trackability which can be learned by a neural network, enabling filter-aware planning with little additional cost. In experiments on increasingly realistic problems, we have tested filter-aware MPC and found that it consistently improves over vanilla MPC.
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