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Abstract
Hybrid systems are prevalent in robotics. However, ensuring the stability of hybrid systems is
challenging due to sophisticated continuous and discrete dynamics. A system with all its sys-
tem modes stable can still be unstable. Hence special treatments are required at mode switch-
ings to stabilize the system. In this work, we propose a hierarchical, neural network (NN)-based
method to control general hybrid systems. For each system mode, we first learn an NN Lya-
punov function and an NN controller to ensure the states within the region of attraction (RoA)
can be stabilized. Then an RoA NN estimator is learned across different modes. Upon mode
switching, we propose a differentiable planner to ensure the states after switching can land in next
mode’s RoA, hence stabilizing the hybrid system. We provide novel theoretical stability guar-
antees and conduct experiments in car tracking control, pogobot navigation, and bipedal walker
locomotion. Our method only requires 0.25X of the training time as needed by other learning-
based methods. With low running time (10∼50X faster than model predictive control (MPC)),
our controller achieves a higher stability/success rate over other baselines such as MPC, rein-
forcement learning (RL), common Lyapunov methods (CLF), linear quadratic regulator (LQR),
quadratic programming (QP) and Hamilton-Jacobian-based methods (HJB). The project page is on
https://mit-realm.github.io/hybrid-clf.
Keywords: Hybrid system, Control Lyapunov functions, Region of Attraction

1. Introduction

Learning how to control hybrid systems is critical in the realm of robotics and artificial intelligence,
given the wide variety of hybrid systems in autonomous driving (Ning et al., 2021), locomotion for
bipedal robots, and UAVs (Gillula et al., 2011). However, it remains challenging to analyze the
stability and design controllers for general nonlinear hybrid systems, due to the intricate dynamics
involving both the continuous flows and discrete jumps (Chen et al., 2021).

Various approaches in classic control emerged to analyze the stability for a certain type of hy-
brid systems, such as piecewise affine (PWA) systems (Johansson, 2003; Pettersson and Lennart-
son, 1996, 1999; Prajna and Papachristodoulou, 2003) and periodic systems (Poincaré, 1885; Clark
et al., 2018; Manchester, 2011; Manchester et al., 2011). However, these methods either work on
simple systems in low dimensions or rely on computation-heavy methods for verification and syn-
thesis (Abate et al., 2020; Jarvis-Wloszek et al., 2003; Topcu et al., 2008; Majumdar et al., 2013).

The pivot hurdle for stabilizing general hybrid systems is to properly handle the system at the
mode switching (De Schutter et al., 2009). A hybrid system, provided with all its system modes
stable, can still be unstable if the mode switching is too fast (Branicky, 1998). Using multiple
Lyapunov functions, some works constraint the average dwell time (ADT) (Hespanha and Morse,
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Figure 1: We learn the stabilizing control and the RoA for each system mode. In testing phase, our
method (red lines) plans the configuration (the exiting state and the mode) to ensure the
next entering state is always within the RoA of the next equilibrium, whereas traditional
methods (gray lines) directly tracking the next equilibrium will diverge after the jump.

1999; Zhai et al., 2000) so the system switching is “slow-on-the-average”, but they cannot handle
discrete jumps. Other methods enforce the sub-sequence of each Lyapunov function at switch-in
instants decreasing (Branicky, 1998). Those methods track each Lyapunov function’s switching
sequence, which is hard to implement when there are many system modes.

Motivated by region of attraction (RoA)-based planning methods (Tedrake et al., 2010), we pro-
pose an RoA-based approach to stabilize hybrid systems. The idea is to let the state always enter
next mode’s RoA after switching. We ensure the stability of the system under each mode by using
control Lyapunov functions (CLF), and we use the invariant set provided by the Lyapunov function
to represent the RoA for the system under each mode. In this way, we don’t need to optimize the
whole sequence of the Lyapunov functions but only consider the Lyapunov function (and RoA) in
consecutive modes, which is more efficient to implement for stability analysis and controller synthe-
sis. Constructing Lyapunov functions used to be time-consuming and is limited to low-dimension
systems (Abate et al., 2020; Jarvis-Wloszek et al., 2003; Topcu et al., 2008; Majumdar et al., 2013).
Recently there is a trend in using neural networks to construct control Lyapunov and Barrier cer-
tificates (Chang et al., 2019; Dawson et al., 2022a; Qin et al., 2021; Meng et al., 2021; Sun et al.,
2020). We follow this direction and further use neural networks for RoA estimation.

The whole pipeline is as follows: we first collect samples under each system mode, use the neu-
ral network controller to generate trajectories, and construct neural Lyapunov certificates to ensure
the stability for each mode. Then we estimate the RoA by the Lyapunov level-set and learn each
system mode’s stable level-set using the Neural RoA estimator. Finally, upon deployment, we use
a differentiable planner to find the optimal configuration before mode switching to ensure the next
state will be within the RoA of the next mode, hence achieving the stability of the hybrid system.
Although there might exist a gap between theoretical guarantees and simulation performance due to
imperfect learning of neural networks, in practice we observe strong empirical results.

We conduct experiments on three challenging scenarios (car tracking control on different road
conditions, pogobot navigation, and bipedal walker locomotion). We achieve the best performance
(mean square error, failure rate, etc) compared to other baselines (MPC, RL, LQR, CLF, QP, HJB).
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Our learned method requires less training time than RL-based methods or the HJB approach, and at
the evaluation stage, the runtime is only 1/50X∼1/10X the time for MPC.

Our contributions are: (1) we are the first to use a neural-network RoA estimator, planner and
controller to stabilize hybrid systems within certain RoA. (2) we define a new stability for hybrid
systems and derive sufficient conditions to enforce the stability with theoretical guarantees (3) our
approach can be applied to different hybrid systems even if the dynamics is unknown, where the con-
troller can be state-feedback control or apex-to-apex control for periodic systems. (4) we conduct
challenging experiments that involve complicated hybrid systems and outperform other baselines.

2. Related Work

Controlling hybrid systems is challenging and has been studied for decades. Various formulations
for system modelling and control strategies have been extensively presented in (DeCarlo et al.,
2000; De Schutter et al., 2009; Davrazos and Koussoulas, 2001; Sanfelice, 2013). We only list a
few closely related works in stability analysis and controller synthesis.
Lyapunov stability analysis: The common Lyapunov function is used to prove hybrid system
stability in (Dogruel and Ozguner, 1994; Fierro, 1997) . Multiple Lyapunov functions are proposed
in (Peleties and Decarlo, 1992) for linear systems and (Branicky, 1998; Michel and Hu, 1999) for
more general cases where the monotonous decreasing condition is relaxed. In (Malmborg, 1998),
non-smooth Lyapunov functions are used for hybrid controller synthesis. For piecewise affine
(PWA) systems, linear matrix inequality based approaches are proposed to construct Lyapunov cer-
tificates (Johansson, 2003; Pettersson and Lennartson, 1996). For switched systems, average dwell
time (ADT) is introduced in (Hespanha and Morse, 1999; Zhai et al., 2000) to tie the stability with
the ratio between stable and unstable modes. For periodic systems, Poincaré map (Clark et al., 2018)
and transverse Lyapunov functions (Manchester, 2011) are used to analysis the limit cycle stability.
Although equipped with theoretical guarantees for the stability, the methods above are either only
suited for a specified type of systems (linear or PWA) or require expert knowledge to design the
Lyapunov functions, or rely on tedious numerical methods such as Satisfiability Modulo Theories
(SMT) solvers (Abate et al., 2020) and sum-of-squares (SoS) optimization (Jarvis-Wloszek et al.,
2003; Topcu et al., 2008). For complicated systems, recently there is a growing trend to approximate
the Lyapunov functions and the controllers using data-driven methods like Gaussian Process (Zhai
and Nguyen, 2019; Xiao et al., 2020), SVM (Sun et al., 2005) and neural networks (Richards et al.,
2018; Chang et al., 2019; Mehrjou et al., 2020; Dawson et al., 2022a,b). We are aligned with this
and further study to stabilize hybrid systems using neural networks.
Hybrid system control designs: Upon grounding work on Lyapunov theory (Sontag, 1983; Art-
stein, 1983), a wide body of literature exists on synthesizing feedback controllers for switched linear
and affine systems (Wicks and DeCarlo, 1997; Johansson, 1999; Mignone et al., 2000). There are
also many works beyond Lyapunov controllers for more general hybrid systems, such as optimal
control (Cassandras et al., 2001; Cho et al., 2001), model predictive control (MPC) (Slupphaug
and Foss, 1997; Lazar, 2006; Camacho et al., 2010; Marcucci and Tedrake, 2020) and Hamilton-
Jacobian reachability-based (HJB) methods (Choi et al., 2022), and region-of-attraction (RoA)
based approaches (Tedrake et al., 2010; Bhounsule et al., 2018; Zamani et al., 2019). However,
these methods are often computational expensive for high dimension hybrid systems. There exist
reinforcement learning (RL) methods to control hybrid systems like legged robots (Benbrahim and
Franklin, 1997; Morimoto et al., 2004; Neunert et al., 2020; Mastrogeorgiou et al., 2020), but find-
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ing the appropriate RL methods and rewards are extremely challenging and may cause undesired
behaviors learnt to hack for high returns (Clark and Amodei, 2016). Our method shares similar phi-
losophy with RoA-based works (Tedrake et al., 2010; Bhounsule et al., 2018; Zamani et al., 2019),
whereas ours is computation-efficient, suits general nonlinear hybrid systems and can represent
RoAs for arbitrary number of modes.

3. Problem Formulation

Definition 1 (Controlled Hybrid Systems) A controlled hybrid system is defined as:{
ẋ = fi(x, u; pi), x ∈ Ci
x+ = hi(x, u; pi, pj), x ∈ Di,j

(1)

where x ∈ Rn denotes the system state, u ∈ Rm denotes the control input, and pi ∈ P denotes
the system configuration (e.g. the set point, reference velocity). The index i = 1, ..., I denotes the
system mode. Ci is the flow set where states follow continuous flow map fi : Rn × Rm × P → Rn,
and Di,j is the jump set where states follow discrete jump map hi : Rn × Rm × P × P → Rn.

We aim to stabilize the hybrid system in Def. 1. For each mode of system ẋ = fi(x, u; pi) with
equilibrium x∗i , we consider the stability defined in (Khalil, 2009). Then the sufficient conditions for
each mode system stability are as follows (we omit the index i and the configuration p for brevity).

Proposition 2 (Control Lyapunov Conditions for System Stability) The system ẋ = f(x, u) with
equilibrium x∗ is asymptotically stable at x∗ if there exist a differentiable function V : C → R and a
control policy u = π(x) such that: V (x∗) = 0; and∀x ∈ C\{x∗}, V (x) > 0, and dV

dx f(x, u) < 0.
The V is called a control Lyapunov function (CLF). The system is exponentially stable at x∗ if the
V further satisfies: ∃γ > 0, ∀x ∈ C\{x∗}, dV

dx f(x, u) < −γV .

The proof can be found in (Isidori, 1985)[Theorem 9.4.1]. If each system mode is stable with
valid Lyapunov functions, will the hybrid system converge? Unfortunately, the answer is no with a
counter-example in (Branicky, 1998). The culprit is that the system switches too fast: although the
Lyapunov value is decreasing in each mode, the distance toward equilibrium is not decreasing yet.
For systems with jumps, it is more unlikely to ensure the stability, as there might be jumps making
||x(t)− x∗|| ≥ ϵ infinitely often. Thus, we propose a new stability for the hybrid systems.

Definition 3 (Hybrid System Stability) Given ϵ = {ϵi}, a hybrid system is ϵ-asymptotically stable
(exponentially stable), if each system mode is asymptotically stable (exponentially stable), and all
states x̄i exiting the mode i are within ϵi-ball of the x∗, i.e., ||x̄i − x∗|| ≤ ϵi. We call x̄i as exiting
state (and call state xi that enters the mode i as entering state).

If ϵ is constant, the exiting states will be at most ϵ-far away from the equilibrium. If ϵ converges to
zero, the sequence of the exiting states will converge to the equilibrium hence asymptotic stability is
achieved. In this paper, we consider the former case. With constant ϵ, we define ϵ-RoA as follows.

Definition 4 (ϵ-Region of Attraction) The ϵ-RoA for x∗ in mode i is defined as: Rϵ = {x0|, x(0) =
x0, ||x̄i − x∗|| ≤ ϵ} , where x̄i is the exiting state (for mode i) starting at x0.
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Using ϵ-RoA, we do not need to check dwell time conditions like (Hespanha and Morse, 1999). To
efficiently check if x ∈ ϵ-RoA, we seek a set representation for ϵ-RoA and a scalar function/index
to tell whether x is in the set. We use Lyapunov level set to (conservatively) represent ϵ-RoA.

Definition 5 (Maximum ϵ-Stable Level Set) For mode i and configuration pi, the largest level set
Sci = {x|Vi(x, pi) ≤ ci(pi)} within ϵ-RoA is called Maximum ϵ-Stable Level Set, and ci(pi) is
called Maximum ϵ-Stable Level Set index.

For an entering state xj , we have Vj(xj , pj) ≤ cj(pj) → xj ∈ ϵ-RoA. One step ahead, at mode
i with switching i → j, it requires Vj(hi(x̄i, u; pi, pj)) ≤ cj(pj). Propagating from x̄i to x∗, we
derive sufficient conditions for hybrid system stability proved in 1(Meng and Fan, 2022)[Appx. A].

Theorem 6 (Lyapunov Conditions for Hybrid System ϵ-Stability) A hybrid system in Def. 1 is
ϵ-exponentially stable, if there exists a Lyapunov function Vi for each mode i (and configuration pi)
satisfying all conditions in Prop. 2 and α||x−x∗|| ≤ Vi(x, pi) ≤ β||x−x∗||, and for each entering
state xi that moves toward the mode j, we have the pi, ci, pj , cj to satisfy:

Vi(xi, pi) ≤ ci(pi) and Vj(hi(x∗, u; pi, pj), pj) ≤ Υ (2)

where Υ =
αj

βj
cj(pj) − αjKiϵ, and ci, cj are the maximum ϵ-stable level set indices for modes i

and j, and Ki is the local Lipschitz constant for function hi within ϵ-ball of x∗.

In short, Theo. 6 guarantees each system mode is exponentially stable, and at switching i → j,
the entering state xi is within ϵ-RoA for mode i, and the next entering state xj is also inside ϵ-RoA
for mode j. The Lipschitz constant Ki can be approximated by |∂hi

∂x | at (x∗, u; pi, pj) for small ϵ.
In the next section, we will use neural networks to satisfy Theo. 6 for hybrid system stability.

4. Methodology

To control the system in Def. 1, we propose a learning framework in Algor. 1. Guided by Theo. 6,
we first learn the controller and the CLF to stabilize the system within each mode. Then we perform
the RoA estimation, and finally, we bring in the differentiable planner that leverages the controller
and RoA estimator to enforce the hybrid system stability.

4.1. Learning neural Lyapunov functions and controllers

We train neural networks (NN) to synthesize the control Lyapunov functions V (x, p) and controllers
u = π(x, p) for each system mode. During training, we use the controller to roll out trajectories
from uniformly sampled initial states and compute the CLF values. To satisfy the CLF conditions in
Theo. 6, we design the Lyapunov function as V (x, p) = ||PNN(p)(x−x∗)||+VNN(x, p)

2||x−x∗||2,
where PNN(p) is an NN that takes p as input and outputs a matrix, and VNN(x, p) is an NN taking
x, p as inputs and outputs a scalar. In this way, the positive definiteness and the norm inequalities
of the Lyapunov functions are naturally satisfied. Finally, to enforce the Lyapunov value decreasing
(exponentially) along the trajectories S, we design the loss:

Lclf =
∑

x∈S,p∈P
ReLU

(
γV (x, p) +

∂V (x, p)

∂x
f(x, u)

)
(3)

where u = π(x, p) and we compute the derivative term ∂V (xt,p)
∂xt

f(xt, u) ≈ (Vt+1 − Vt)/dt.

1. The appendix is at https://mit-realm.github.io/hybrid-clf/static/appendix.pdf
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4.2. Learning neural RoA estimator

After training for the CLF and controllers, we estimate the maximum ϵ-stable level set in Def. 5
for any given p using: c∗(p) = max

{
c
∣∣∣ ∀x0 ∈ Ci, V (x0, p) ≤ c → x0 ∈ Rϵ

}
, where Rϵ is the

ϵ-RoA in Def. 4. For each pi, we set ϵ = 10−2 and uniformly sample 103 ∼ 104 initial states, roll
out trajectories and find the largest Lyapunov value c∗i for all the initial states that have exiting states
within the ϵ-ball of the equilibrium. We train the NN RoA Estimator RNN(p) with:

Lroa =
∑

(pi,c∗i )∼Z

(
RNN(pi)− c∗i

)2
(4)

where Z is the set for simulated trajectories and maximum ϵ-Stable level set indices. In this way,
the RoA under configuration p can be approximated by

{
x | V (x, p) ≤ RNN(p)

}
.

4.3. Differentiable configuration planner

We use a differentiable planner to ensure switching stability by satisfying the last condition in Eq. 2
of Theo. 6. Assume pj is given at mode i. We use gradient descent to find pi to minimize:

Le = ReLU
(
Vi(xi, pi)−RNN(pi)

)
+ ReLU

(
Vj(hi(x

∗, u, pi), pj)− ηRNN(pj) + κ
)

(5)

where η =
αj

βj
and κ = αjKiϵ. It is time-consuming to evaluate αj , βj and Ki for each pi and pj .

Empirically, we set η=0.9 and κ=10−2 for ϵ=10−2 (ablation in (Meng and Fan, 2022)[Appx. F]).
The optimization converges after 3∼10 steps, adding only little runtime overhead. We can also use a
new loss L+

e for periodic systems with decomposable jump map (common in error-state dynamics):

hi(x, u; pi, pj) = h+(x, pi) + pi − pj , h
+(x∗, pi) = x∗ (6)

where the heuristic is to guide the configuration gradually approaches the target configuration pj :

L+
e = ReLU

(
Vi(xi, pi)−RNN(pi)

)
+ λ||pj − pi|| (7)

We guarantee it converges to the target pj in finite steps (proved in (Meng and Fan, 2022)[Appx. B]):

Theorem 7 (Finite-step converging toward the target configuration) For special hybrid systems
with hi defined in Eq. 6. If cm(pm) ≥ βmKmϵ for all modes m and pm, and assume the first term
in Eq. 7 is zero for the optimal p, then the system is ϵ-stable and the configuration is guaranteed to

reach the target configuration pj in finite switches N ≤
⌈

||pj−pi||
min
m

cm
βm
−Kmϵ

⌉
.

Algorithm 1 Hybrid System Control Algorithm
Sample {fi, pi}Ni=1 from the hybrid system in Def. 1 ; // Training phase
foreach fi, pi do

Train Vi and πi with the loss Lclf in Eq. 3
Find c∗i for Vi and πi (according to Sec. 4.2)

Train RNN on {(pi, c∗i )}Ni=1 with the loss Lroa in Eq. 4
Initialize state x(0)← x0, mode k and time t← 0 ; // Testing phase
while t ≤ T do

if right before entering mode i (with next mode j) then
Optimize pi with the loss Le (L+e ) in Eq. 5 (Eq. 7)
x(t)← hk(x(t), u; pk, pi), k ← i

else
x(t+∆t)← x(t) + fk(x(τ), πk(x(τ), pk), pk)∆t, t← t+∆t
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(a) Car tracking control (b) Pogobot navigation (c) Bipedal gait tracking

(d) Car control reward (e) Pogobot reward (f ) Bipedal walker reward

Figure 2: Simulation environment visualization and reward comparisons under varied training
sizes: (a) car control on icy roads (25 maps) (b) pogobot navigation in 2D mazes (25
maps) (c) Bipedal walker control. The RL reward is averaged across 3 random seeds.

5. Experiments

(a) RoA (b) x-y plane (c) v-δ plane

Figure 3: RoA comparison with LQR.

We conduct three challenging experiments
shown in Fig. 2. Our method achieves
the best performance (success rate, RMSE,
etc) than most baselines and is 10∼50X
faster than MPC. Our approach also results
in shorter training time (0.5X of RL meth-
ods and 0.1X of HJB approaches). Base-
lines: For all cases we compare with:
model-base RL (MBPO (Janner et al.,
2019)), model-free RL(SAC (Haarnoja
et al., 2018), PPO (Schulman et al., 2017)
and DDPG (Lillicrap et al., 2015)) and model predictive control (MPC). Besides, for the car case,
we compare with Linear Quadratic Regulator (LQR) and single CLF (Chang et al., 2019). For the
bipedal we compare with quadratic program (QP) and Hamilton-Jacobian (HJB) (Choi et al., 2022).
We did not compare with HJB for (9-dim) car or (8-dim) pogobot as the state dimension is too high
for HJB to handle. Implementation details: For CLF, the controller and the RoA estimator, we
use 2-layer NNs with 256 units in each layer and ReLU (Nair and Hinton, 2010) in intermediate
layers. The controller uses TanH (LeCun et al., 2012) in the last layer to clip the output in a rea-
sonable range. We implement our method in PyTorch (Paszke et al., 2019). The training takes 3∼6
hours on an RTX2080 Ti GPU. More details are in (Meng and Fan, 2022)[Appx. E].
Remarks on sample efficiency: As shown in Fig. 2, compared to RL under the same sample
size, we achieve the highest rewards. This is because RL directly interacts with the hybrid systems,
whereas ours learns to control the system under each mode, which is easier.
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(a) Lane deviation (b) Mean square error (c) Distance to goal (d) Computation time

(e) T=2.5s (f ) T=3.8s (g) T=5.8s

Figure 4: Quantitative ((a)∼(d)) and qualitative ((e)∼(g)) comparison for car control experiment.
At T=2.5s, our approach learns to decelerate and turn left a bit to prepare for the incoming
turn at icy road. At T=3.8s, our method is on the road, whereas other baselines diverge.

5.1. Car control under different road conditions

We consider the tracking control problem for the single-track model in (Althoff et al., 2017) under
varied frictions. The system is hybrid as varied frictions and tracking velocities lead to different
dynamics. The challenge is that when the friction is low (e.g., on icy roads), the road cannot
provide enough traction to keep the car on the lane. To stabilize the system, the controller needs
to track proper configurations (speeds and waypoints). Our method ensures the entering state at
the connection of segments is always in the RoA of the next segment. Setups: We generate
25 maps with 10 randomly sampled segments. Each segment has friction ∈ {0.1, 1} and length
∈ [7.5m, 37.5m]. The angle between consecutive segments ∈ [3π4 , π]. Metrics: We measure
average lane deviation, mean square error (MSE) to the reference trajectory, distance to the goal
(before driving out of lane), and the run time per step.

As shown in Fig. 3(a), the RoA of our approach surpasses the LQR method in just a few epochs
and converges in 100 epochs, becoming nearly 2X larger than the LQR RoA. From the RoA vi-
sualization in Fig. 3(b, c), we show that the gain is mainly from velocity error, tire angle error,
longitudinal and lateral errors. This shows our method can enlarge the RoA to stabilize more states.
The rest visualizations can be found in (Meng and Fan, 2022)[Appx. I].

Next, we compare with other baselines. As shown in Fig. 4, we achieve the lowest lane deviation
and MSE, 67%∼75% reduction in the distance to goal, and low run time on par of RL, which is less
than 0.1X of the time used by MPC. Qualitatively, as shown in Fig. 4 (here we omit MBPO, SAC
and PPO because they cannot provide reasonable trajectories), our approach is the only method that
can keep the car on the road. The reason is that our method learns to decelerate and turn left to
prepare for the next icy road segment (Fig. 4(a)), so that the car can gain more traction on the icy
road for a normal left turn (Fig. 4(b)) where other methods fail to keep the car on the road (Fig. 4(c)).
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(a) Velocity error (b) Distance to goal (c) Collision rate (d) Runtime

(e) RL method (DDPG) (f ) RL method (PPO) (g) MPC method (h) Our approach

Figure 5: Quantitative ((a)∼(d)) and qualitative ((e)∼(h)) results for the pogobot. Our method can
safely jump through the maze. DDPG/PPO jump to the left and MPC results in collisions.

5.2. Pogobot navigation

We control a pogobot (with the model in (Zamani et al., 2019)) to jump through 2d mazes shown
in Fig. 5. The pogobot alternates between flight and stance phases. The apex state is at the top of a
trajectory in the flight phase. Given the reference apex states, the goal is to jump through the maze
safely. Our method first learns the unknown apex state dynamic then plans configurations (reference
apex state) to ensure apex states are within the RoA of the next reference apex state. Setups: We
generate 25 maps by randomly sampling 3∼5 segments with a segment length ∈ [3m, 6m], a floor
height ∈ [−0.5m, 2m], a ceiling height ∈ [1.5m, 3.5m], and a reference speed ∈ [0.5m/s, 1.5m/s].
Metrics: We measure velocity error, distance to goal, collision rate, and computation runtime.

Since we learn dynamics here, we also compare with MBPO with pretrained dynamic model in
our method (denoted as MBPO∗). As shown in Fig. 5, we achieve the lowest velocity error, distance
to goal, low collision rate and runtime (MBPO has the lowest collision rate as it often jumps out of
valid region before crashing - which explains its high distance-to-goal metric). We use just 1/70X
of the computation time as needed for MPC. Fig. 5 (e)-(h) show that our method can safely jump
through the 2d maze, whereas DDPG and PPO jump to the left (we omit SAC as it cannot plan for
one cycle), and MPC results in collisions. More details are in (Meng and Fan, 2022)[Appx. C∼D].

5.3. Bipedal walker locomotion

We control the bipedal robot (Choi et al., 2022) to converge to a target gait. The configuration is
the leg angle q1 of the next gait at the switch surface shown in Fig. 2(c). It is hard to converge
directly to the goal gait when the initial gait is far. Thus, we use Eq. 7 in planning to ensure the
gaits are gradually closer to the target. Setups: We calculate the gaits using Frost Library (Hereid
and Ames, 2017), uniformly sample the initial states around each gait with angle ∈ [0.04, 0.18] and
target gait ∈ [0.04, 0.18]. When compared to HJB, we set the target gait=0.13rad since HJB only
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(a) RMSE (b) Failure rate (c) Invalid rate (d) Computation time

(e) RMSE (f ) Failure rate (g) Invalid rate (h) Computation time

Figure 6: Bipedal comparison with same ((a)∼(d)) and different target gaits ((e)∼(h)).We achieve
close results to HJB on the same gait, and much better than others on different gaits setup.

handles that gait. We compare other baselines with different target gaits. Metrics: We measure
RMSE towards reference gaits, failure rate for convergence, invalid trajectories rate and run time.

As shown in Fig. 6(a)-(d), we achieve close RMSE, failure rate, and invalid trajectory rate to
HJB. The third best method for failure rate is MPC, which takes a much longer computation time.
MBPO has the worst performance as the dynamics might be too complicated to be learnt. Compared
to HJB, our advantage is quickly adapting to other targeted gaits. Trained in less than 6 hours, ours
can also learn to converge to other target gaits, whereas the learning time for the HJB method to
converge to one target gait is 36 hours. We compare with other non-HJB approaches for different
gaits in Fig. 6(e)-(h), and we achieve the lowest RMSE, failure and invalid rate and low runtime.

5.4. Limitations

Firstly, the RoA estimation is after the controller training, thus an RoA refinement is needed if
the controller is updated. Besides, the certificates are NNs learned from samples thus we cannot
guarantee they hold in the whole state space. Also we might bring in errors when numerically
approximate the continuous dynamic, though we show in (Meng and Fan, 2022)[Appx. F] that the
performance is consistent across varied ∆t. Lastly, we assume the system state is known without
noises, which might not hold in real-world experiments. We aim to solve these in future works.

6. Conclusion

We propose a learning-based hierarchical approach to stabilize nonlinear hybrid systems. The
learned low-level controller can stabilize the system states within each mode. Upon switching, the
high-level planner finds the optimal configuration that guarantees the next entering state is within
the RoA of the next mode. Experimental results show that our approach achieves the best overall
performance on multiple hybrid systems compared to other approaches. For future works, we aim
to tackle some of the limitations discussed in Sec. 5.4, and extend this framework to further control
hybrid systems with perception modules and the presence of estimation error and disturbances.
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