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Abstract
First-order methods are widely used to solve convex quadratic programs (QPs) in real-time appli-
cations because of their low per-iteration cost. However, they can suffer from slow convergence to
accurate solutions. In this paper, we present a framework which learns an effective warm-start for
a popular first-order method in real-time applications, Douglas-Rachford (DR) splitting, across a
family of parametric QPs. This framework consists of two modules: a feedforward neural network
block, which takes as input the parameters of the QP and outputs a warm-start, and a block which
performs a fixed number of iterations of DR splitting from this warm-start and outputs a candidate
solution. A key feature of our framework is its ability to do end-to-end learning as we differentiate
through the DR iterations. To illustrate the effectiveness of our method, we provide generalization
bounds (based on Rademacher complexity) that improve with the number of training problems and
the number of iterations simultaneously. We further apply our method to three real-time applica-
tions and observe that, by learning good warm-starts, we are able to significantly reduce the number
of iterations required to obtain high-quality solutions.
Keywords: Machine learning, real-time optimization, quadratic optimization, warm-start, general-
ization bounds.

1. Introduction

We consider the problem of solving convex quadratic programs (QPs) within strict real-time com-
putational constraints using first-order methods. QPs arise in various real-time applications in
robotics (Kuindersma et al., 2014), control (Borrelli et al., 2017), and finance (Boyd et al., 2017).
In the past decade, first-order methods have gained wide popularity in real-time quadratic optimiza-
tion (Boyd et al., 2011; Beck, 2017; Ryu and Yin, 2022) due to their low cost per iteration and their
warm-starting capabilities. However, they still suffer from slow convergence to the optimal solu-
tions, especially for badly-scaled problems (Beck, 2017). As a workaround to this issue, one can
make use of the oftentimes parametric nature of the QPs which feature in real-time applications.
For example, one can use the solution to a previously solved QP as a warm-start to a new prob-
lem (Ferreau et al., 2014; Stellato et al., 2020). Although this approach is popular, it only makes use
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Figure 1: Left: standard DR splitting which maps parameter θ and initialization z0 to an approximate solution
zk(θ). Right: Proposed learning framework consisting of two modules. The first module is the NN block
which maps the parameter θ to a warm-start ẑW(θ). The weights of the NN, denoted by w, are the only
variables we optimize over. The second module runs k iterations of DR splitting (which also depend on θ)
starting with the warm-start ẑW(θ) and returning a candidate solution zkW(θ). We backpropagate from the
loss ℓθ(zkW(θ)) through the DR iterates to learn the optimal weights W .

of the data from the previous problem, neglecting the vast majority of data available. More recent
approaches in machine learning have sought to exploit data by solving many different parametric
problems offline to learn a direct mapping from the parameters to the optimal solutions. The learned
solution is then used as a warm-start (Chen et al., 2022; Baker, 2019). These approaches fail to con-
sider the specific characteristics of the algorithm that will run on this warm-start downstream, and
they require solving many optimization problems to optimality, which can be expensive. Further-
more, such learning schemes often do not provide generalization guarantees (Amos, 2022) on the
algorithmic performance on unseen data. Such guarantees are crucial for real-time and safety critical
applications where the algorithms must return high-quality solutions within strict time limits.

Contributions. In this work, we exploit data to learn a mapping from the parameters of the QP
to a warm-start of a popular first-order method, Douglas-Rachford (DR) splitting. The goal is to
decrease the number of real-time iterations of DR splitting that are required to obtain a good-quality
solution in real-time. Our contributions are the following:

• We propose a principled framework to learn high quality warm-starts from data. This frame-
work consists of two modules as indicated in Figure 1. The first module is a feedforward
neural network (NN) that predicts a warm-start from the problem parameters. The second
module consists of k DR splitting iterations that output the candidate solution. We differenti-
ate the loss function with respect to the neural network weights by backpropagating through
the DR iterates, which makes our framework an end-to-end warm-start learning scheme. Fur-
thermore, our approach does not require us to solve optimization problems offline.

• We combine operator theory and Rademacher complexity theory to obtain novel general-
ization bounds that guarantee good performance for parametric QPs with unseen data. The
bounds improve with the number of training problems and the number of DR iterations si-
multaneously, thereby allowing great flexibility in our learning task.

• We benchmark our approach on real-time quadratic optimization examples, showing that our
method can produce an excellent warm-start that reduces the number of DR iterations required
to reach a desired accuracy by at least 30% and as much as 90%.
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2. Related work

Learning warm-starts. A common approach to reduce the number of iterations of iterative algo-
rithms is to learn a mapping from problem parameters to high-quality initializations. Baker (2019)
trains a random forest to predict a warm-start for the optimal power flow problem. In the model pre-
dictive control (MPC) (Borrelli et al., 2017) paradigm, Chen et al. (2022) use a neural network to
accelerate the optimal control law computation by warm-starting an active set method. Other works
in MPC use machine learning to predict an approximate optimal solution and, instead of using it
to warm-start an algorithm, directly ensure feasibility and optimality. Chen et al. (2018) and Karg
and Lucia (2020) use a constrained neural network architecture that guarantees feasibility by pro-
jecting its output onto the QP feasible region. Zhang et al. (2019) uses a neural network to predict
the solution while also certifying suboptimality of the output. In these works, the machine learning
models do not consider that additional algorithmic steps will be performed after warm-starting. Our
work differs in that the training of the NN is designed to minimize the loss after many steps of DR
splitting. Additionally, our work is more general in scope since we consider general parametric
QPs.

Learning algorithm steps. There has been a wide array of works to speedup machine learn-
ing tasks by tuning algorithmic steps of stochastic gradient descent methods (Li and Malik, 2016;
Andrychowicz et al., 2016; Metz et al., 2022; Chen et al., 2021; Amos, 2022). Similarly, Gregor
and LeCun (2010) and Liu et al. (2019) accelerate the solution of sparse encoding problems by
learning the steps of the iterative soft thresholding algorithm. Operator splitting algorithms (Ryu
and Yin, 2022) can also be sped up by learning acceleration steps (Venkataraman and Amos, 2021)
or the closest contractive fixed-point iteration to achieve fast convergence (Bastianello et al., 2021).
Reinforcement learning has gained popularity as a versatile technique to accelerate the solution of
parametric QPs by learning a policy to tune the step size of first-order methods (Ichnowski et al.,
2021; Jung et al., 2022). A common tactic in these works is to differentiate through the steps of an
algorithm to minimize a performance loss using gradient-based methods. This known as loop un-
rolling which has been used in other areas such as meta-learning (Finn et al., 2017) and variational
autoencoders (Kim et al., 2018). While we also unroll the algorithm iterations, our work differs in
that we learn a high-quality warm-start rather than the algorithm steps. This allows us to guarantee
convergence and also provide generalization bounds over the number of iterations.

Learning surrogates. Instead of solving the original parametric problem, several works aim to
learn a surrogate model that can be solved quickly in real-time applications. For example, by pre-
dicting which constraints are active (Misra et al., 2022) and the value of the optimal integer solu-
tions (Bertsimas and Stellato, 2021, 2019) we can significantly accelerate the real-time solution of
mixed-integer convex programs by solving a surrogate low-dimensional convex problem instead.
Other approaches learn a mapping to reduce the dimensionality of the decision variables in the
surrogate problem (Wang et al., 2020). This is achieved by embedding the surrogate problem as
an implicit layer of a neural network and differentiating its KKT optimality conditions (Amos and
Kolter, 2017; Amos et al., 2018; Agrawal et al., 2019). In contrast, our method does not approxi-
mate any problem and, instead, we predict a warm-start of the algorithmic procedure with a focus
on real-time computations. This allows us to clearly quantify the suboptimality achieved within a
fixed number of real-time iterations.
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3. End-to-end learning framework

Problem formulation. We consider the following parametric (convex) QP:

minimize (1/2)xTPx+ cTx

subject to Ax+ s = b

s ≥ 0,

with parameter θ = (vec(P ),vec(A), c, b) ∈ Rd, (1)

and decision variables x ∈ Rn and s ∈ Rm. We denote Sn
+ and Sn

++ to be the set of positive
semidefinite and positive definite matrices respectively of size n. Here, P belongs to Sn

+, the matrix
A is in Rm×n, and b and c are vectors in Rm and Rn respectively. For a matrix Y , vec(Y ) is
the vector obtained by stacking the columns of Y . The dimension d of θ is upper bounded by
mn + n2 + m + n, but is smaller when only some of the data changes across the problems. The
parameters of the QP, θ, in problem (1) are randomly drawn from a distribution D with compact
support set Θ. We assume that all problems admit an optimal solution for any θ ∈ Θ. Our goal is to
quickly solve these parametric QPs.

Optimality conditions. The KKT optimality conditions of problem (1), that is, primal feasibility,
dual feasibility, and complementary slackness, are given by

Ax+ s = b, AT y + Px+ c = 0, s ≥ 0, y ≥ 0, s ⊥ y = 0,

where y ∈ Rm is the dual variable to problem (1). We can compactly write these conditions
as a linear complementarity problem (O’Donoghue, 2021, Sec. 3), i.e., the problem of finding a
u = (x, y) ∈ Rm+n such that

C ∋ u ⊥ Mu+ q ∈ C∗, where M =

[
P AT

−A 0

]
∈ R(m+n)×(m+n),

and q = (c, b) ∈ Rm+n. Here, C = Rn × Rm
+ and C∗ = {0}n × Rm

+ is the dual cone to C, i.e.,
C∗ = {w | wTu ≥ 0, u ∈ C}. This problem is equivalent to finding u ∈ Rm+n that satisfies the
following inclusion (Bauschke and Combettes, 2011, Ex. 26.22)

0 ∈ Mu+ q +NC(u), (2)

where NC(u) is the normal cone for cone C defined as NC(z) = {x | (y − u)Tx ≤ 0, ∀y ∈ C} if
u ∈ C and ∅ otherwise. Since P ⪰ 0, C is a convex polyhedron, and problem (1) always admits an
optimal solution, Mu+ q +NC(u) is maximal monotone (Ryu and Yin, 2022, Thm. 7, Thm. 11).
Maximal monotonicity (see (Ryu and Yin, 2022, Sec. 2.2) for a definition) ensures convergence of
Douglas-Rachford splitting, which we introduce next.

Douglas-Rachford splitting. We apply Douglas-Rachford (DR) splitting (Lions and Mercier,
1979; Douglas and Rachford, 1956) to solve problem (2). DR splitting consists of evaluating the
resolvent of operators Mu + q and NC , which for an operator F is defined as (I + F )−1 (Ryu
and Yin, 2022, pp 40). By noting that the resolvent of Mu + q is (M + I)−1(z − q) and the
resolvent of NC(u) is ΠC(z), i.e., the projection onto C (Ryu and Yin, 2022, Eq. 2.8, pp 42), we
obtain Algorithm 1.
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Algorithm 1 The DR Splitting algorithm for k iterations to solve problem (2).
Inputs: initial point z0, problem data (M, q), k number of iterations
Output: approximate solution zk

for i = 0, . . . , k − 1 do
ũi+1 = (M + I)−1 (zi − q

)
ui+1 = ΠC

(
2ũi+1 − zi

)
zi+1 = zi + ui+1 − ũi+1

end

The linear system in the first step is always solvable since M + I has full rank (O’Donoghue,
2021), but it varies from problem to problem. The projection onto C, however, is the same for all
problems and simply clips negative values to zero and leaves non-negative values unchanged. For
compactness, in the remainder of the paper, we write Algorithm 1 as

zi+1 = Tθ

(
zi
)

where Tθ(z) = z +ΠC
(
2(M + I)−1(z − q)− z

)
− (M + I)−1(z − q).

We make the dependence of T on θ explicit here as M and q are parametrized by θ. DR splitting is
guaranteed to converge to a fixed point z⋆ ∈ fixTθ such that Tθ(z

⋆) = z⋆. Here, fixTθ is defined
as the set of fixed points of Tθ which is non-empty by the assumption that all problems have an
optimal solution. Algorithm 1 returns an approximate solution zk, from which we can recover an
approximate primal-dual solution to (1) by computing (xk, yk) = uk = (M + I)−1(zk − q) and
sk = b−Axk.

Our end-to-end learning architecture. Our architecture consists of two modules as depicted in
Figure 1. The first module is a NN with weights W: it predicts a good-quality initial point (or
warm-start), ẑW(θ), to Algorithm 1 from the parameter θ of the QP in problem (1). The NN has L
layers with ReLU activation functions (Ramachandran et al., 2017). We then write the warm-start
prediction as follows:

ẑW(θ) = hW(θ) = hL (hL−1 . . . h1(θ)) ,

where hl(yl) = (Wlyl + bl)+ for l = 1, . . . , L − 1 and hL(yL) = (WLyL + bL). The weight
matrices are {Wl}Ll=1, and the bias terms are {bl}Ll=1. Here, hW(·) is a mapping from Rd to Rm+n

corresponding to the prediction. We denote the set of all such mappings by H. We emphasize the
dependency of h on the weights and bias terms via the subscript W = (W1, b1, . . . ,WL, bL). The
second module corresponds to k iterations of DR splitting from the initial point ẑW(θ). It outputs
an approximate solution zkW(θ) = T k

θ (ẑW(θ)), from which we can recover an approximate solution
to problem (1) as explained above. To obtain the solution to a QP given parameter θ, we perform a
forward pass of the architecture, i.e., compute T k

θ (hW(θ)), with k chosen as needed.

Learning task. We define the loss function as the fixed-point residual of operator Tθ, i.e.,

ℓθ(z) = ∥Tθ(z)− z∥2.

This loss measures the distance to convergence of Algorithm 1. The goal is to minimize the expected
loss, which we define as the risk,

Rk(hW) = Eθ∼D

[
ℓθ

(
T k
θ (hW(θ))

)]
,
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with respect to the weights W of the NN. In general, we cannot evaluate Rk(hW) exactly and,
instead, we minimize the empirical risk,

R̂k(hW) =
1

N

N∑
i=1

ℓθi

(
T k
θi
(hW(θi))

)
. (3)

Here, N is the number of training problems. We use gradient methods on mini-batch or stochastic
approximations of the empirical risk during the training process (Sra et al., 2011).

Differentiability of our architecture. To see that we can differentiate ℓθ with respect to W ,
note that the second module consists of repeated linear system solves and projections onto C (see
Algorithm 1). Since the linear systems always have unique solutions, ũi+1 is linear in zi and the
linear system solves are differentiable. Furthermore, as the projection step involves clipping non-
negative values to zero, it is differentiable everywhere except at zero. In the first module, the
NN consists entirely of differentiable functions except for the ReLU activation function, which is
likewise differentiable everywhere except at zero.

4. Generalization bounds

In this section, we provide an upper bound on the expected loss Rk(hW) of our framework for
any hW ∈ H if the operator, Tθ, is contractive. This bound involves the empirical expected loss
R̂k(hW), the Rademacher complexity of the NN appearing in the first module only and a term which
decreases with both the number of iterations of DR splitting, k, and the number of training samples,
N . To obtain this bound, we rely on the key property of contractive operators,

∥Tθ(z)− Tθ(w)∥2 ≤ βθ∥z − w∥2,
where βθ ∈ (0, 1) is the contractive factor of operator Tθ. In the next theorem we use the notion
of multivariate empirical Rademacher complexity as defined, e.g., in (Bertsimas and Kallus, 2014,
Def. 3), of the NN. We denote this complexity measure as erad(H).

Theorem 1 Assume that each Tθ is βθ-contractive and let β = maxθ∈Θ βθ ∈ (0, 1). Let H be the
set of L-layer ReLU neural networks such that for any hW ∈ H and θ ∈ Θ, distfixTθ

(hW(θ)) ≤ B
for some B > 0. Then, with probability at least 1− δ over the draw of i.i.d samples,

Rk(hW) ≤ R̂k(hW) + 2βk

(
2
√
2erad(H) + 3B

log(2/δ)

2N

)
∀hW ∈ H,

where k is the number of DR iterations and N is the number of training samples.

When the Rademacher complexity of H can be upper bounded, such as in the case of 1 or 2-layer
NNs with bounded norms on the weights, the generalization error and its dependence on k and N
can be made even more explicit (Golowich et al., 2018; Neyshabur et al., 2019).

Corollary 2 Let H be the set of linear functions with bounded norm, i.e., H = {h | h(θ) = Wθ}
where θ ∈ Rd, W ∈ R(m+n)×d and (1/2)||W ||2F ≤ D for some D > 0. Then, with probability at
least 1− δ over the draw of i.i.d samples,

Rk(hW) ≤ R̂k(hW) + 2βk

(
4ρ2(θ)D

√
m+ n

N
+ 3B

log(2/δ)

2N

)
∀hW ∈ H,
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Figure 2: We plot the test fixed point residuals for different warm-starts of DR splitting. We train our ar-
chitecture with k = 5, 15, and 50 DR iterations with loss function (3). We compare our results against a
cold-start (black) and the nearest-neighbor warm-start (magenta). Left: oscillating masses example. Middle:
vehicle dynamics example. Right: portfolio optimization example.

where k,B, and N are defined as in Thm. 1, and ρ2(θ) = maxθ∈Θ ||θ||2 (El Balghiti et al., 2019,
Thm. 6).

5. Numerical experiments

We now illustrate our method with examples of quadratic optimization problems deployed and
repeatedly solved in control and portfolio optimization settings where rapid solutions are impor-
tant for real-time execution and backtesting. Our architecture was implemented in the JAX li-
brary (Bradbury et al., 2018) with the Adam (Kingma and Ba, 2015) training optimizer. All
computations were run on the Princeton HPC Della Cluster, and all examples could be trained
in under 2 hours. We use 10000 training problems and evaluate on 2000 test problems. In our
examples we use a NN with three hidden layers of size 500 each. We compare our learned warm-
start against two other initialization approaches. The first initializes DR-splitting with a random
point which we call a cold-start. The other is a nearest-neighbor warm-start which initializes the
test problem with the optimal solution of the nearest training problem measured by distance in
terms of its parameter θ. The problems are sufficiently distant from each other that warm-starting
with the nearest-neighbor approach does not yield satisfactory results. Our code is available at
https://github.com/stellatogrp/l2ws.

5.1. Oscillating masses

We consider the problem of controlling a physical system that involves connected springs and
masses (Wang and Boyd, 2010; Chen et al., 2022, System 4),

minimize xTTQTxT +
∑T−1

t=1 xTt Qxt + uTt Rut

subject to xt+1 = Axt +But t = 0, . . . , T − 1

umin ≤ ut ≤ umax t = 0, . . . , T − 1

xmin ≤ xt ≤ xmax t = 1, . . . , T

x0 = xinit,

7
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Table 1: Oscillating masses problem. We compare the number of iterations of DR splitting required to reach
different levels of accuracy with different warm-starts (learned warm-start with k = 5, 15, 50, cold-start, and
a nearest-neighbor warm-start). The reduction columns are the iterations reduced as a fraction of the cold-
start iterations.

cold-start nearest-neighbor train k = 5 train k = 15 train k = 50

ϵ iters iters reduction iters reduction iters reduction iters reduction

0.01 381 353 0.07 279 0.27 176 0.54 127 0.67
0.001 651 616 0.05 555 0.15 438 0.33 338 0.48
0.0001 1019 973 0.05 932 0.09 816 0.20 663 0.35

where the states xt ∈ Rnx and the inputs ut ∈ Rnu are subject to lower and upper bounds. Matrices
A ∈ Rnx×nx and B ∈ Rnx×nu define the system dynamics where nx and nu are the number of
states and controls. The horizon length is T and the parameter θ is the initial state, xinit. Matrices
Q ∈ Snx

+ and R ∈ Snu
++ define the state and input costs at each stage, and QT ∈ Snx

+ the final stage
cost.

Numerical example. The problem takes values nx = 36, nu = 9, and T = 50. Matrices A and
B are obtained by discretizing the state dynamics with time step 0.5 (Chen et al., 2022, System 4).
We set umin = −umax = 1/2 and xmin = −xmax = 2. We set Qt = I and Rt = I for all t. We
sample θ = xinit uniformly in [−2, 2]36. Figure 2 and Table 1 show the convergence behavior of
our method.

5.2. Vehicle dynamics control problem

We consider problem of controlling a vehicle, modeled as a parameter-varying linear dynamical
system (Takano et al., 2003), to track a reference trajectory (Zhang et al., 2019). We formulate it as
the following QP:

minimize (yT − yref
T )TQ(yT − yref

T ) +
∑T−1

t=1 (yt − yref
t )TQT (yt − yref

t ) + uTt Rut

subject to xt+1 = A(v)xt +B(v)ut + E(v)δt t = 0, . . . , T − 1

|ut| ≤ ū, |ut − ut−1| ≤ ∆u, t = 0, . . . , T − 1

yt = Cxt t = 0, . . . , T − 1

x0 = xinit,

where xt ∈ R4 is the state and ut ∈ R3 is the input, and δt ∈ R is the driver steering input, which
is linear over time. We aim to minimize the distance between the output, yt ∈ R3 and the reference
trajectory yref

t ∈ R3 over time. Matrices Q ∈ Snx
+ and QT ∈ Snx

+ define the state costs, R ∈ Snu
++ the

input cost, and C ∈ R3×4 the output yt. The term v ∈ R is the longitudinal velocity of the vehicle
that parametrizes A ∈ R4×4, B ∈ R4×3, and E ∈ R4. Vectors ū and ∆u bound the magnitude of
the inputs and change in inputs respectively. The parameters θ for the problem are the initial state
xinit, the initial velocity v, the previous control input u−1, the reference signals {yreft }Tt=0, and the
steering inputs {δt}T−1

t=0 .

Numerical example. The time horizon is T = 30. Matrices A,B,E result from discretizing the
dynamics (Takano et al., 2003). We sample all parameters uniformly from their bounds: the velocity

8
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Table 2: Vehicle problem. We compare the number of iterations of DR splitting required to reach different
levels of accuracy with different warm-starts (learned warm-start with k = 5, 15, 50, no warm-start, and a
nearest-neighbor warm-start). The reduction columns are the iterations reduced as a fraction of the cold-start
iterations.

cold-start nearest-neighbor train k = 5 train k = 15 train k = 50

ϵ iters iters reduction iters reduction iters reduction iters reduction

0.01 639 520 0.19 203 0.68 48 0.92 48 0.92
0.001 1348 1163 0.14 895 0.34 351 0.74 299 0.78
0.0001 2126 1948 0.08 1653 0.22 1006 0.53 882 0.59

Table 3: Markowitz problem. We compare the number of iterations of DR splitting required to reach different
levels of accuracy with different warm-starts (learned warm-start with k = 5, 15, 50, no warm-start, and a
nearest-neighbor warm-start). The reduction columns are the iterations reduced as a fraction of the cold-start
iterations.

cold-start nearest-neighbor train k = 5 train k = 15 train k = 50

ϵ iters iters reduction iters reduction iters reduction iters reduction

0.01 14 7 0.5 7 0.5 9 0.36 11 0.21
0.001 54 24 0.56 22 0.59 16 0.7 19 0.65
0.0001 186 148 0.2 147 0.21 72 0.61 61 0.67

v ∈ [2, 35], the output yt ∈ [−ȳ, ȳ] where ȳ = (25, 40, 30) in degrees, and the previous control
u−1 ∈ [−ū, ū] where ū = 103(1, 20, 30). We sample the initial steering angle from [−45, 45] and
its linear increments from [−30, 30]. Figure 2 and Table 2 show the performance of our method.

5.3. Portfolio optimization

We consider the portfolio optimization problem where we want to allocate assets to maximize the
risk-adjusted return (Markowitz, 1952; Boyd et al., 2017),

maximize ρµTx− xTΣx

subject to 1Tx = 1, x ≥ 0,

where x ∈ Rn represents the portfolio, µ ∈ Rn the expected returns, 1/ρ > 0 the risk-aversion
parameter, and Σ ∈ Sn

+ the return covariance. For this problem, θ = µ.

Numerical example. We use real-world stock return data from 3000 popular assets from 2015-
2019 (Nasdaq, 2022). We use an l-factor model for the risk and set Σ = FΣFF

T + D where
F ∈ Rn,l is the factor-loading matrix, ΣF ∈ Sl

+ estimates the factor returns, and D ∈ Sn
++ is a

diagonal matrix accounting for additional variance for each asset also called the idiosyncratic risk.
We compute the factor model with 15 factors by using the same approach as in (Boyd et al., 2017).
The return parameters are µ = α(µ̂t + ϵt) where µ̂t is the realized return at time t, ϵt ∼ N (0, σϵI),
and α = 0.24 is selected to minimize the mean squared error E∥µt − µ̂t∥22 (Boyd et al., 2017). We
iterate and repeatedly cycle over the five year period to sample a µ vector for each of our problems.
Figure 2 and Table 3 show the performance of our method.

9
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Appendix A. Proof of the generalization bound

A.1. Proof of Theorem 1

Assume that the loss is bounded by C, i.e., ℓθ(T k
θ (hW(θ))) ≤ C ∀hW ∈ H, θ ∈ Θ. Then, for

any δ > 0, with probability at least 1− δ over the draw of an i.i.d. sample of size N , the following
holds (Bartlett and Mendelson, 2002; Mohri et al., 2012, Thm. 3.3):

Rk(hW) ≤ R̂k(hW) +
2

N
E

[
sup

hW∈H

N∑
i=1

σiℓθi(T
k
θi
(hW(θi)))

]
+ 3C

√
log(2/δ)/(2N), (4)

where the σi’s are i.i.d. Rademacher random variables. We need to bound the worst-case loss C and
the expectation term in equation (4). We first prove that ℓθ(T k

θ (·)) is 2βk-Lipschitz:

|ℓθ(T k
θ (z))− ℓθ(T

k
θ (w))| = |∥T k+1

θ (z)− T k
θ (z)∥2 − ∥T k+1

θ (w)− T k
θ (w)∥2|

≤ ∥T k+1
θ (z)− T k+1

θ (w) + T k
θ (w)− T k

θ (z)∥2
≤ ∥T k+1

θ (z)− T k+1
θ (w)∥2 + ∥T k

θ (w)− T k
θ (z)∥2

≤ 2βk∥z − w∥2.

The first and second inequalities follow from the reverse triangle inequality and triangle property
respectively. In the last line, we use the contractive property of Tθ. Using this Lipschitz-property,
we can provide a worst-case bound of 2βkB as follows:

ℓθ(T
k
θ (hW(θ))) = |ℓθ(T k

θ (hW(θ)))− ℓθ(T
k
θ (z

⋆(θ)))|
≤ 2βkdistfixTθ

(hW(θ))

≤ 2βkB.

In the first line, we denote the fixed point of the problem parametrized by θ as z⋆(θ). Since the
operators are contractive, there is only one such fixed point. The equality follows from the non-
negativity of the the loss function and the fact that z⋆(θ) is a fixed point. In the second line, we use
the Lipschitz property proven before. The last line follows from the assumption of the theorem.

Next, we bound the expectation term in (4) as follows:

E

[
suphW∈H

∑N
i=1 σiℓθi(T

k
θi
(hW(θi)))

]
≤ 2

√
2βk E

[
suphW∈H

∑N
i=1

∑m+n
j=1 σi,j(hW(θi))j

]
= 2

√
2βkerad(H).

In the first line, σi,j are doubly-indexed i.i.d. Rademacher random variables. The inequality comes
from using the Lipschitz factor of 2βk and the vector concentration inequality from (Maurer, 2016,
Cor. 4). The second line comes from the definition of the multivariate empirical Rademacher com-
plexity of the function class H completing the proof.
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