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Abstract
We study representation learning for efficient imitation learning over linear systems. In par-

ticular, we consider a setting where learning is split into two phases: (a) a pre-training step where
a shared k-dimensional representation is learned from H source policies, and (b) a target policy
fine-tuning step where the learned representation is used to parameterize the policy class. We
find that the imitation gap over trajectories generated by the learned target policy is bounded
by Õ

(
knx

HNshared
+ knu

Ntarget

)
, where nx > k is the state dimension, nu is the input dimension,

Nshared denotes the total amount of data collected for each policy during representation learning,
and Ntarget is the amount of target task data. This result formalizes the intuition that aggregating
data across related tasks to learn a representation can significantly improve the sample efficiency of
learning a target task. The trends suggested by this bound are corroborated in simulation.
Keywords: Imitation learning, transfer learning, multi-task learning, representation learning

1. Introduction

Imitation learning (IL), which learns control policies by imitating expert demonstrations, has demon-
strated success across a variety of domains including self-driving cars (Codevilla et al., 2018) and
robotics (Schaal, 1999). However, using IL to learn a robust behavior policy may require a large
amount of training data (Ross et al., 2011), and expert demonstrations are often expensive to collect.
One remedy for this problem is multi-task learning: using data from other tasks (source tasks) in
addition to from the task of interest (target task) to jointly learn a policy. We study the application
of multi-task learning to IL over linear systems, and demonstrate improved sample efficiency when
learning a controller via representation learning.

Our results expand on prior work that studies multi-task representation learning for supervised
learning (Du et al., 2020; Tripuraneni et al., 2021), addressing the new challenges that arise in
the imitation learning setting. First, the data for IL is temporally dependent, as it is generated
from a dynamical system x[t + 1] = f(x[t], u[t], w[t]). In contrast, the supervised learning setting
assumes that both the train and test data are independent and identically distributed (i.i.d.) from
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the same underlying distribution. Furthermore, we are interested in the performance of the learned
controller in closed-loop rather than its error on expert-controlled trajectories. Hence, bounds on
excess risk, which corresponds to the one-step prediction error of the learned controller under the
expert distribution, are not immediately informative for the closed-loop performance. We instead
focus our analysis on the tracking error between the learned and expert policies, which requires us
to account for the distribution shift between the learned and expert controllers.

We address these challenges in the setting of IL for linear systems. The following statement
captures the benefits of multi-task representation learning on sample complexity:

Theorem 1.1 (main result, informal) Suppose that the source task controllers are sufficiently re-
lated to the target task controller. Then, the tracking error between the learned target controller and
the corresponding expert is bounded with high probability by:

tracking error ≲
rep. dimension × state dimension

# source task datapoints
+

rep. dimension × input dimension
# target task datapoints

.

The first term in this bound corresponds to the error from learning a common representation, and
the second term the error in fitting the remaining weights of the target task controller. The key
upshot of this result is that the numerator of the second term (rep. dimension × input dimension) is
smaller than the number of parameters (input dimension × state dimension) in the target controller.
This demonstrates an improvement in sample complexity of multi-task IL over direct IL, where the
error scales as #parameters

#datapoints . Furthermore, we note that the error in learning the representation decays
along all axes of the data: # of tasks × # of trajs × traj length for source tasks, and # of trajs × traj
length for the target task. It is non-trivial to demonstrate that the error decays with the trajectory
length, and doing so requires tools that handle causally dependent data in our analysis.

The remainder of the paper formulates the multi-task IL problem, and the assumptions required
to prove Theorem 1.1. The main contributions may be summarized as follows:
• We provide novel interpretable notions of source task overlap with the target task (§2 and §3).
• We bound the imitation gap achieved by multi-task IL as in Theorem 1.1 (§3).
• We empirically show the efficacy of multi-task IL when the assumptions are satisfied (§4).

1.1. Related Work

Multi-task imitation and reinforcement learning: Multi-task RL and IL methods seek to rep-
resent policies solving different tasks with shared parameters, enabling the transfer of knowledge
across related tasks (Teh et al., 2017; Espeholt et al., 2018; Hessel et al., 2018; Singh et al., 2020;
Deisenroth et al., 2014), and rapid test-time adaptation to new tasks (Finn et al., 2017; Rakelly et al.,
2019; Duan et al., 2016; Yu et al., 2021; Yang and Nachum, 2021). There also exists a body of work
which theoretically analyses the sample complexity of representation learning in multi-task RL and
IL (Lu et al., 2021; Cheng et al., 2022; Lu et al., 2022; Xu et al., 2020; Maurer et al., 2015; Arora
et al., 2020). While this line of work considers a more general MDP setting compared with the
linear dynamical systems we consider, the specific results are often stated with incompatible as-
sumptions (such as bounded states/cost functions and discrete action spaces), and/or do not reflect
how system-theoretic properties such as closed-loop task stability affect the final rates.

Multi-task system identification and adaptive control: Recent work has also considered applica-
tions of multi-task learning where the dynamics change between tasks, and the goal is to perform
adaptive control (Harrison et al., 2018; Richards et al., 2021, 2022; Shi et al., 2021; Muthirayan
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et al., 2022) or dynamics forecasting (Wang et al., 2021). Multi-task system identification (Modi
et al., 2021) and stabilization using data from related systems (Li et al., 2022) have also been consid-
ered. Our work instead studies the problem of learning to imitate different expert controllers while
the system remains the same, and demonstrates bounds on the tracking error between the learned
controller and its corresponding expert.

Sample complexity of multi-task learning: Numerous works have studied the sample efficiency
gains of multi-task learning for regression and classification under various task similarity assump-
tions (Baxter, 1995; Crammer et al., 2008; Maurer et al., 2016; Tripuraneni et al., 2020; Chua et al.,
2021). Most closely related to our results are Du et al. (2020) and Tripuraneni et al. (2021), both of
which show multi-task representation learning sample complexity bounds in the linear regression
setting in which the error from learning the representation decays with the total number of source
training samples. Our work leverages these results to tackle the setting of linear imitation learning,
which has the additional challenges of non-i.i.d. data and test time distribution shift.

2. Problem Formulation

2.1. Multi-Task Imitation Learning

Imitation learning uses state/action pairs (x, u) ∈ Rnx×Rnu of expert demonstrations to learn a con-
troller π̂ : Rnx → Rnu , by matching the learned controller actions to the expert actions. In particu-
lar, if D is the training set of expert state/action pairs, then π̂ ∈ argminπ

∑
(x,u)∈D ∥π(x)− u∥2 .

We are interested in the problem of multi-task imitation learning, where we consider H + 1
different expert controllers. We call the first H controllers source controllers and the (H + 1)st

controller the target controller. We assume that we have access to N1 trajectories for each source
task, and N2 ≤ N1 trajectories for the target task. For simplicity, we assume all trajectories are of
the same length T . In particular, for each source task h ∈ {1, . . . ,H}, our source data consists of{{

(x
(h)
i [t], u

(h)
i [t])

}
T−1
t=0

}
N1
i=1, while our target data consists of

{{
(x

(H+1)
i [t], u

(H+1)
i [t])

}
T−1
t=0

}
N2
i=1.

Our goal is to learn a controller which effectively imitates the target controller. However, because
we only have access to a small number (N2) of target expert trajectories, we leverage the HN1

expert trajectories from the source controllers to accelerate the learning of the target controller.
To do so, we break our training into two stages: a pre-training stage which learns from the com-

bined source task data, and a target training stage which only learns from the target task data. In the
pre-training stage, we extract a common, low dimensional representation for the source controllers,
which is used later in the target training stage. More specifically, we learn a common, low dimen-
sional representation mapping ϕ̂ : Rnx → Rk, where k < nx is the dimension of the representation,
and linear predictors F̂ (h) ∈ Rnu×k unique to each task:

ϕ̂, F̂ (1), . . . , F̂ (H) ∈ argmin
ϕ,F (1),...,F (H)

H∑
h=1

N1∑
i=1

T−1∑
t=0

∥∥∥F (h)ϕ(x
(h)
i [t])− u

(h)
i [t]

∥∥∥2 . (1)

We do not address the details of solving the empirical risk minimization problem, and instead per-
form our analysis assuming (1) can be solved to optimality. Note however that Tripuraneni et al.
(2021) demonstrate in the linear regression setting that a method-of-moments-based algorithm can
efficiently find approximate empirical risk minimizers.

Once a common representation ϕ̂ is obtained, we move on to target task training. During target
task training, we use the common representation mapping ϕ̂ learned from the pre-training step to

3
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map the states into the lower dimensional representation, and learn an additional linear predictor
F̂ (H+1) unique to the target task to model the target controller:

F̂ (H+1) = argmin
F

N2∑
i=1

T−1∑
t=0

∥∥∥Fϕ̂
(
x
(H+1)
i [t]

)
− u

(H+1)
i [t]

∥∥∥2 . (2)

Since the representation ϕ̂ is fixed from pre-training, (2) is an ordinary least squares problem.

2.2. System and Data Assumptions

We focus our analysis on a linear systems setting, with state x[t] ∈ Rnx , input u[t] ∈ Rnu , and
Gaussian process noise w[t] ∈ Rnx obeying dynamics

x[t+ 1] = Ax[t] +Bu[t] + w[t]. (3)

Let each expert controller be of the form u[t] = K(h)x[t]+z[t], where z[t] ∈ Rnu is Gaussian actu-
ator noise.1 We assume the system matrices (A,B) remain the same between tasks, but the process

noise covariance and the controllers may change.2 In particular, we have w(h)[t]
i.i.d.∼ N (0,Σ

(h)
w )

and z(h)[t]
i.i.d.∼ N (0, σ2

zI) with Σ
(h)
w ≻ 0 for all h ∈ [H + 1] and σ2

z > 0.
We assume all of the expert controllers K(h) are stabilizing, i.e., the spectral radii of A+BK(h)

are less than one. Note that this implies that (A,B) is stabilizable. No other assumptions on (A,B)
are required. The state distribution of the system under each expert controller will converge to the
stationary distribution N (0,Σ

(h)
x ), where Σ

(h)
x solves the following discrete Lyapunov equation:

Σ(h)
x = (A+BK(h))Σ(h)

x (A+BK(h))⊤ + σ2
zBB⊤ +Σ(h)

w .

For simplicity, we assume that the initial states of the expert demonstrations in our datasets are
sampled x

(h)
i [0]

i.i.d.∼ N (0,Σ
(h)
x ). Thus at all times, the marginal state distributions of the expert

demonstrations are equal to N (0,Σ
(h)
x ).3

Finally, we assume that the expert controllers share a low dimensional representation. Specifi-
cally, there exists some Φ⋆ ∈ Rk×nx with 2k ≤ nx

4 and weights F (1)
⋆ , F

(2)
⋆ , . . . , F

(H+1)
⋆ ∈ Rnu×k

such that for all h ∈ [H + 1], K(h) = F
(h)
⋆ Φ⋆, and the action taken at time t for trajectory i is:5

u
(h)
i [t] = F

(h)
⋆ Φ⋆x

(h)
i [t] + z

(h)
i [t].

Under this assumption, the learned common representation ϕ̂ in Section 2.1 can be restricted to
linear representations, i.e., ϕ̂(x) = Φ̂x, where Φ̂ ∈ Rk×nx . Note that solving Problem (2) with Φ̂

1. As the control actions are the labels in IL, actuator noise corresponds to label noise in supervised learning. In the
absence of such noise, the controller is recovered by nx linearly independent states and corresponding expert inputs.

2. This could be the case, for instance, if different controllers are designed for different levels of noise.
3. This assumption is not restrictive, as stable systems exponentially converge to stationarity.
4. While this assumption is more stringent than the intuitive k < nx assumption, it arises from the fact that the residual

of the stacked source controllers may be of rank 2k.
5. An example of a setting where expert controllers satisfy this assumption is when the system has high dimensional

states which exhibit low dimensional structure, e.g. when A and B can be decomposed into A = Φ†
⋆ÃΦ⋆ and

B = Φ†
⋆B̃, where Ã ∈ Rk×k and B̃ ∈ Rk×nu . Here, linear policies K which optimize some objective in terms of

the low dimensional features of the system can be decomposed into K = K̃Φ⋆, where K̃ ∈ Rnu×k, mirroring the
assumptions of our expert controllers. We provide a concrete example in Section 4.
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fixed involves solving for only knu parameters, which is smaller than the nunx unknown parameters
when learning from scratch. In particular, by representing the controller as F (H+1)Φ, we have
k(nu+nx) unknown parameters: knx of the parameters are, however, learned using the source task
data, leaving only knu parameters to learn with target task data.

2.3. Notation

The Euclidean norm of a vector x is denoted ∥x∥. For a matrix A, the spectral norm is denoted
∥A∥, and the Frobenius norm is denoted ∥A∥F . The spectral radius of a square matrix is denoted
ρ(A). We use † to denote the Moore-Penrose pseudo-inverse. For a square matrix A with ρ(A) < 1,
define J (A) =

∑
t≥0

∥∥At
∥∥ < ∞. A symmetric, positive semi-definite (psd) matrix A = A⊤ is

denoted A ⪰ 0. Similarly A ⪰ B denotes that A − B is positive semidefinite. The condition
number of a positive definite matrix A is denoted κ(A) = λmax(A)

λmin(A) , where λmax and λmin denote the
maximum and minimum eigenvalues, respectively. Similarly, σi(A) denote the singular values of
A. We denote the normal distribution with mean µ and covariance Σ by N (µ,Σ). We use standard
O(·), Θ(·) and Ω(·) to omit universal constant factors, and Õ(·), Θ̃(·) and Ω̃(·) to also omit polylog
factors. We also use a ≲ b to denote a = O(b). We use the indexing shorthand [K] := {1, . . . ,K}.
For a given task h ∈ [H + 1], the matrix of stacked states is defined as

X(h) =
[
x
(h)
1 [0] . . . x

(h)
1 [T − 1] . . . x

(h)
N1

[0] . . . x
(h)
N1

[T − 1]
]⊤

∈ RN1T×nx . (4)

Lastly, let λ̄ = max1≤h≤H λmax(Σ
(h)
x ) and λ = min1≤h≤H λmin(Σ

(h)
x ).

3. Sample Complexity of Multi-Task Imitation Learning

In order to derive any useful information from source tasks for a downstream task, the source tasks
must satisfy some notion of task diversity that sufficiently covers the downstream task. To that end,
we introduce the following notions of source tasks covering the target task.

Definition 3.1 (target task covariance coverage (Du et al., 2020)) Define the constant c as:

c := min
h∈[H]

λmin((Σ
(H+1)
x )−1/2Σ(h)

x (Σ(H+1)
x )−1/2). (5)

Note that c is well-defined and positive by our assumption that Σ(h)
w ≻ 0 for all h ∈ [H + 1].

Definition 3.1 captures the degree to which the closed-loop distribution of states for each source
task aligns with that of the target task. We then introduce the following notion of task similarity
between the source and target task weights, which generalizes the well-conditioning assumptions in
Du et al. (2020) and Tripuraneni et al. (2021).

Assumption 3.1 (diverse source controllers) We assume the target task weights F (H+1)
⋆ and the

stacked source task weights F⋆ :=
[(

F
(1)
⋆

)
⊤ · · ·

(
F

(H)
⋆

)
⊤
]
∈ Rk×nuH satisfy

∥∥∥(F†
⋆

)
⊤F

(H+1)
⋆

∥∥∥2 ≤ O
(

1

H

)
. (6)
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Assumption 3.1 states that the alignment and loadings of the singular spaces between the stacked
source task weights and target task weights closely match along the low-dimensional representation
dimension. For example, if F (h)

⋆ = F
(H+1)
⋆ for each h ∈ [H], the RHS of (6) is 1/H . We note that

this assumption subsumes and is more geometrically informative than a direct bound on the ratio of
singular values, e.g. σ2

max(F
(H+1)
⋆ )/σ2

k(F⋆) ≤ O(1/H), which would follow by naively extending
the well-conditioning assumptions in Du et al. (2020) and Tripuraneni et al. (2021). Notably, such a
condition might not be satisfied even if F (h)

⋆ = F
(H+1)
⋆ , ∀h ∈ [H], e.g., if F (H+1)

⋆ is rank-deficient.

3.1. Excess Risk Bound: Generalization Along Expert Target Task Trajectories

First we show that learning controllers through multi-task representation learning leads to favorable
generalization bounds on the excess risk of the learned controller inputs on the expert target task
state distribution, analogous to the bounds on multi-task linear regression in Du et al. (2020); Tripu-
raneni et al. (2021). However, a key complicating factor in our setting is the fact that the input noise
z(h)[t] enters the process, and thus the data x(h)[t] is causally dependent on the “label noise”. In
order to overcome this issue and preserve our statistical gains along time T , we leverage the theory
of self-normalized martingales, in particular generalizing tools from Abbasi-Yadkori et al. (2011)
to the matrix-valued setting. This culminates in the following target task excess risk bound.

Theorem 3.1 (target task excess risk bound) Given δ ∈ (0, 1), suppose that

N1T ≳ max
h∈[H]

J
(
A+BK(h)

)
2κ

(
Σ(h)
x

)
(nx + log(H/δ)),

N2T ≳ J
(
A+BK(H+1)

)
2κ

(
Σ(H+1)
x

)
(k + log(1/δ)).

Define P(H+1)
0:T−1 as the distribution over target task trajectories (x(H+1)[0], · · · , x(H+1)[T − 1]).

Then with probability at least 1− δ, the excess risk of the learned representation Φ̂ and target task
weights F̂ (H+1) is bounded by

ER(Φ̂, F̂ (H+1)) :=
1

2T
EP(H+1)

0:T−1

[
T−1∑
t=0

∥∥∥(F (H+1)
⋆ Φ⋆ − F̂ (H+1)Φ̂)x(H+1)[t]

∥∥∥2]

≲ σ2
z

knx log
(
N1T

λ̄
λ

)
cN1TH

+
knu + log(1δ )

N2T

. (7)

Note that when we are operating in the setting where we have much more source data than target
data, the second term limits the excess risk bound in (7). The second term scales with knu, which
is smaller than the number of total parameters in the controller nunx, or k(nu + nx) under the
assumption of a low rank (rank-k) controller. Therefore, the benefit of multi-task learning exhibited
by this bound is most clear in the setting of underactuation, i.e., when nu ≤ nx. It should also be
noted that the quantity knx in the numerator of the first term will only be smaller than the number of
source controller parameters (nxnuH) if k is much smaller than nuH . This is reasonable, because
if k ≥ nuH , an optimal representation could simply contain all of the source task controllers.
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3.2. Closed-Loop Guarantees: Tackling Distribution Shift

We show that using multi-task representation learning leads to favorable generalization bounds of
the performance of the learned target controller in closed-loop. As we are studying the pure offline
imitation learning (“behavioral cloning”) setting, we do not assume that the expert controllers are
optimizing any particular objective. Therefore, to quantify the performance of the controller, we
bound the deviation of states generated by the learned and expert target controller run in closed-
loop, i.e., the tracking error, which implies general expected-cost bounds.

In order to transfer a bound on the excess risk of the target task ER(Φ̂, F̂ (H+1)) into a bound
on the tracking error, we must account for the fundamental distribution shift between the expert
trajectories seen during training and the trajectories generated by running the learned controller in
closed-loop. We leverage the recent framework of Pfrommer et al. (2022) to bound the tracking
error, making the necessary modifications to handle stochasticity. Our bound formalizes the notion
that “low training error implies low test error,” even under the aforementioned distribution shift.

Let us define the following coupling of the states of the expert versus learned target task
closed-loop systems: given a learned controller K̂ = F̂ (H+1)Φ̂ from solving the pre-training
and fine-tuning optimization problems (1) and (2), for a realization of process randomness x[0] ∼
N (0,Σ

(H+1)
x ) and z[t]

i.i.d.∼ N (0, σ2
zI), w[t]

i.i.d.∼ N (0,Σ
(H+1)
w ) for t = 0, . . . , T − 1, we write

x⋆[t+ 1] = (A+BK(H+1))x⋆[t] +Bz[t] + w[t], x⋆[0] = x[0],

x̂[t+ 1] = (A+BK̂)x̂[t] +Bz[t] + w[t], x̂[0] = x[0].

Thus x̂[t] and x⋆[t] are the states visited by the learned and expert target task systems with the same
draw of process randomness. We show a high probability bound on the closed-loop tracking error
∥x⋆[t]− x̂[t]∥ that scales with the excess risk of the learned controller. Denote by P⋆

1:T and P̂1:T

the distributions of trajectories {x⋆[t]}Tt=1 and {x̂[t]}Tt=1.

Theorem 3.2 (Target task tracking error bound) Let (Φ̂, F̂ (H+1)) denote the learned represen-
tation and target task weights, and ER(Φ̂, F̂ (H+1)) denote the corresponding excess risk. Define
Acl := A+BK(H+1). Assume that the excess risk satisfies:

ER(Φ̂, F̂ (H+1)) ≲
λmin

(
Σ
(H+1)
x

)
J (Acl)2 ∥B∥2

. (8)

Then with probability greater than 1 − δ, for a new target task trajectory sampled with pro-
cess randomness x[0] ∼ N (0,Σ

(H+1)
x ) and z[t]

i.i.d.∼ N (0, σ2
zI), w[t]

i.i.d.∼ N (0,Σ
(H+1)
w ) for

t = 0, . . . , T − 1, the tracking error satisfies

max
1≤t≤T

∥x̂[t]− x⋆[t]∥2 ≲ J (Acl)
2 ∥B∥2 log

(
T

δ

)
ER(Φ̂, F̂ (H+1)). (9)

Furthermore, for any cost function h(·) that is L-Lipschitz with respect to the trajectory-wise metric
d(x1:T ,y1:T ) = max1≤t≤T ∥x[t]− y[t]∥, we have the following bound on the expected cost gap∣∣∣EP̂1:T

[h(x̂1:T )]− EP⋆
1:T

[h(x⋆
1:T )]

∣∣∣ ≲ LJ (Acl) ∥B∥
√
log T

√
ER(Φ̂, F̂ (H+1)) (10)

7
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By invoking the bound on the excess risk from Theorem 3.1, condition (8) is satisfied with
probability at least 1− δ′ if we have sufficiently many samples H , T , N1, N2 such that

σ2
z

knx log
(
N1T

λ̄
λ

)
cN1TH

+
knu + log( 1

δ′ )

N2T

 ≲
λmin

(
Σ
(H+1)
x

)
J (Acl)2 ∥B∥2

.

The bound on excess risk from Theorem 3.1 may also be substituted into the tracking error bound
in (9) to find that with probability at least 1− δ − δ′, the tracking error satisfies

max
1≤t≤T

∥x̂[t]− x⋆[t]∥2 ≲ J (Acl)
2 ∥B∥2 log

(
T

δ

)
σ2
z

knx log
(
N1T

λ̄
λ

)
cN1TH

+
knu + log( 1

δ′ )

N2T

.

The above inequality provides the informal statement of the main result in Theorem 1.1 by hiding
log terms as well as the terms dependent on system parameters. A bound for the expected cost gap∣∣∣EP̂1:T

[h(x̂1:T )]− EP⋆
1:T

[h(x⋆
1:T )]

∣∣∣ can be similarly instantiated.

Remark 3.1 The dependence of the tracking error bound in (9) on the stability of the target-task
closed-loop system through J (Acl) is tight (see Zhang et al. (2022)). Intuitively, less stable systems
exacerbate the input errors from the learned controller.

Remark 3.2 Some immediate examples of h(·) include LQR state costs h(x1:T ) =
maxt

∥∥Q1/2x[t]
∥∥ and regularized tracking costs h(x1:T ) = maxt ∥x[t]− xgoal[t]∥ + λ ∥Rx[t]∥.

Since 1
T

∑T
t=1 ∥x[t]− y[t]∥ ≤ max1≤t≤T ∥x[t]− y[t]∥, (10) holds with no modification for time-

averaged costs h(·). Bounds on the full LQR cost h((x1:T ,K)) := max1≤t≤T

∥∥∥∥[ Q1/2

R1/2K

]
x[t]

∥∥∥∥ can

be similarly derived, and are detailed in Zhang et al. (2022).

4. Numerical Results

We consider a simple system with nx = 4 and nu = 2 from Hong et al. (2021). In particular, let

x[t+ 1] =


.99 .03 −.02 −.32
.01 .47 4.7 .00
.02 −.06 .40 .00
.01 −.04 .72 .99

x[t] +


.01 .99

−3.44 1.66
−.83 .44
−.47 .25

u[t] =: Ax[t] +Bu[t].

We generate a collection of stabilizing controllers K(1), K(2), . . . ,K(H+1) as LQR controllers
with different cost matrices. Specifically, let R = I2, and Q(h) = α(h)I4 for α(h) ∈
logspace(−2, 2, H + 1), where H = 9. The controllers K(h) are then given by K(h) =
−(B⊤P (h)B +R)−1B⊤P (h)A, where P (h) solves the following Discrete Algebraic Riccati equa-
tion: P (h) = A⊤P (h)A+A⊤P (h)B(B⊤P (h)B +R)−1B⊤P (h)A+Q(h).

Next, assume that rather than directly observing the state, we obtain a high dimensional ob-
servation given by an injective linear function of the state: such an observation model can be
viewed as a linear “perceptual sensor” or camera. In particular, we suppose that yt = Gxt,
where G ∈ R50×4. For simplicity, we select the elements of G i.i.d. from N (0, 1), which

8
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Figure 1: We plot the tracking error between trajectories from the expert and learned controllers,
max

1≤t≤Ttest
∥ŷ[t]− y⋆[t]∥2, the parameter error,

(∥∥∥F̂ (H+1)Φ̂− K̄(H+1)
∥∥∥
F

)
, and the percent of stable

closed-loop systems for varying amounts of target task data to compare multi-task IL to directly learn-
ing the controller from target task data only. All metrics are plotted with respect to the lifted system in
Equation (11). Multi-task IL demonstrates a significant benefit over direct IL in all metrics, especially
when there is limited target task data.

ensures that G is injective almost surely. The dynamics of the observations may be written
y[t+1] = GAxt +GBu[t] = GAG†y[t] +GBu[t], with the input u[t] = K(h)x[t] = K(h)G†y[t].
Define Ā = GAG† and B̄ = GB, and K̄(h) = K(h)G†. Consider the dynamics in the face of
process noise w[t]

i.i.d.∼ N (0, I50), along with inputs corrupted by noise z[t]
i.i.d.∼ N (0, I2):

y[t+ 1] = (Ā+ B̄K̄(h))y[t] + B̄z[t] + w[t], u[t] = K̄(h)y[t] + z[t]. (11)

For the first H controllers, we collect N1 trajectories of length T = 20 to get the pairs{{{
(yhi [t], u

h
i [t])

}
T−1
t=0

}
N1
i=1

}
H
h=1. For the last controller, we collect N2 length T = 20 trajecto-

ries to get the dataset
{{

(yH+1
i [t], uH+1

i [t])
}
T−1
t=0

}
N2
i=1. Our goal is to learn the controller K̄(H+1)

from the collected state measurements and inputs. We compare the following ways of doing so:
• Multi-task Imitation Learning: We observe that the data generating mechanism ensures the

existence of a low dimensional representation. In particular, one possible Φ⋆ is G†. Therefore, the
stage is set for the two step approach outlined in Section 2. In particular, we assume that the true
underlying state dimension is known, and we set the low dimensional representation dimension
to k = 4, and jointly optimize over Φ, F (1), . . . , F (H) in Problem (1). We approximately solve
this problem with 10000 steps of alternating gradient descent using the adam optimizer (Kingma
and Ba, 2014) in optax (Babuschkin et al., 2020) with a learning rate of 0.0001. The learned
representation is then fixed, and the target training data is used to optimize F (H+1).

• Direct Imitation Learning: We compare multi-task learning to direct learning, which does not
leverage the source data. In particular, given the target data, direct learning solves the problem

minimizeF (H+1)

∑N1
i=1

∑T−1
t=0

∥∥∥F (H+1)y
(H+1)
i [t]− u

(H+1)
i [t]

∥∥∥2 6. In this setting, we let Φ̂ = I50.

6. Note that another baseline leverages the fact that a k dimensional representation of the state exists, and learns it

using target task data only by solving minimizeF (H+1),Φ

∑N1
i=1

∑T−1
t=0

∥∥∥F (H+1)Φy
(H+1)
i [t]− u

(H+1)
i [t]

∥∥∥2

. For
the current example, however, nu < k, so this approach is less efficient than the direct learning approach proposed.

9
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Figure 2: We plot the tracking error between trajectories from the expert and learned controllers,
max

1≤t≤Ttest
∥ŷ[t]− y⋆[t]∥2, the parameter error,

(∥∥∥F̂ (H+1)Φ̂− K̄(H+1)
∥∥∥
F

)
, and the percent of stable

closed-loop systems for varying amounts of target task data to compare multi-task IL to directly learn-
ing the controller from target task data only. Similar to the setting of multi-task IL for transfer to a new
task, leveraging all source data to learn the controller for a single source task provides a significant
benefit in all three metrics over direct IL.

Note that a 2 × 50 controller has nu × nx = 100 parameters to learn from the target data.
Meanwhile, multi-task imitation learning needs to learn a total of k×nu+k×nx = 208 parameters
for the target controller, but the k × nu parameters are learned using source task data. This leaves
only 8 parameters to learn using target task data.

Figure 1 plots three metrics that provide insight into the efficacy of these approaches: the imita-
tion gap given by max1≤t≤Ttest ∥ŷ[t]− y⋆[t]∥2 for length Ttest = 100 observation trajectories ŷ and
y⋆ rolled out under the learned controller and expert controller, respectively, with the same noise
realizations; the parameter error,

∥∥∥F̂ (H+1)Φ̂− K̄(H+1)
∥∥∥
F

; and the percentage of trials where the
learned controller is stabilizing. The trials are over ten realizations of G, as well as ten realizations
of the noise, for a total of 100 trials. For each trial, N1 = 10, while N2 sweeps values in [20]. The
medians for the imitation gap and parameter error are shown, with the 20%−80% quantiles shaded.

In Figure 2, we additionally plot these metrics on one of the H source training tasks (arbitrarily
chosen as h = 7) for varying amounts of training data to demonstrate the efficacy of the approach for
multi-task learning. Here, N1 ranges from 1 to 10. We compare the controller F̂ (h)Φ̂ resulting from
the shared training in Problem (1) with the controller from directly training a controller on this task
without leveraging source task data. We note that our theoretical results, with mild modification,
also support the efficacy of this simultaneous training of a representation and task weights.

5. Conclusion and Future Work
We study the sample complexity of multi-task imitation learning for linear systems. We find that if
the different sets of expert demonstrations share a low dimensional representation, and the demon-
strations are sufficiently diverse, then doing multi-task representation learning will lead to a smaller
tracking error when deploying the learned policy in closed-loop, compared to learning a policy only
from target task data. Our results are a first step towards understanding how the performance of a
controller trained on multi-task data relates to the characteristics of the multi-task training data and
the system being controlled. Some exciting directions for future work would be to extend our anal-
ysis to nonlinear systems and nonlinear representation functions, as well as other types of learning
algorithms such as model-based and model-free RL.
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