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Abstract

This paper considers multi-agent reinforcement learning (MARL) where the rewards are received after delays and the delay time varies across agents and across time steps. Based on the V-learning framework, this paper proposes MARL algorithms that efficiently deal with reward delays. When the delays are finite, our algorithm reaches a coarse correlated equilibrium (CCE) with rate \( \tilde{O}(\frac{H^2\sqrt{SA}\sqrt{T_K}}{K^3} + \frac{H^2\sqrt{S\tau}}{T_K}) \) where \( K \) is the number of episodes, \( H \) is the planning horizon, \( S \) is the size of the state space, \( A \) is the size of the largest action space, and \( T_K \) is the measure of total delay formally defined in the paper. Moreover, our algorithm is extended to cases with infinite delays through a reward skipping scheme. It achieves convergence rate similar to the finite delay case.
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1. Introduction

Multi-agent reinforcement learning (MARL) finds extensive applications such as recommendation systems (Zhao et al., 2020), medical treatments (Li et al., 2022; Martinho et al., 2021), multi-agent robotics systems (Brambilla et al., 2013; Malus et al., 2020; Choi and Ahn, 2010), autonomous driving (Kiran et al., 2021), etc. In these multi-agent problems, individuals aim to learn to interact with the environment under the influence of other agents.

Motivated by the empirical success of MARL, there is a recent surge of studies on MARL algorithms with theoretical convergence guarantees such as V-learning, V-learning OMD, SPoCMAR, etc (Jin et al., 2021; Song et al., 2021; Daskalakis et al., 2022; Mao and Başar, 2022). In these algorithms, agents rely heavily on real-time observations of reward values to update their policies or value functions. However, in real-life MARL applications, rewards generally come with delays. One example is the medical treatment process (Li et al., 2022), where the effectiveness of a treatment strategy cannot be observed immediately. It generally takes a long time for a patient to respond and recover. Similar reward delays also widely exist in recommendation systems (Aldhahri et al., 2015), autonomous driving (Chen et al., 2019), neuroscience (Kobayashi and Schultz, 2008), etc. Another example is the reward delays due to communication latency in all kinds of distributed systems (Duan et al., 2022; Joulani et al., 2013; Liu, 2007) where even infinite delays are common due to packet loss and network failure. Reward delays in these applications are typically time-varying, depending on factors including the patient’s physiological state, the status of communication channels, etc. All the examples suggest that it is crucial to understand how reward delays affect the learning process and how to design MARL algorithms that could accommodate the delays efficiently.
In existing empirical work on MARL with reward delays, different approaches are proposed to handle delays, including but not restricted to learning temporal structures (Hauwere et al., 2011), predicting strategic interactions (Tang et al., 2018), evaluating curiosity (Shao et al., 2019), and predicting the environment (Firoiu et al., 2018) with neural networks. However, from the theoretical perspective, few results are known for MARL. We acknowledge the lines of work studying state or action delays in MARL (Agarwal and Aggarwal, 2021; Bouteiller et al., 2020b; Chen et al., 2020), but the settings are different and out of the scope of this paper. Other related settings include single-agent reinforcement learning (SARL) and multi-arm bandit (MAB). For SARL, recent work (Lancewicki et al., 2022; Jin et al., 2022) studies adversarial reward delays. Unfortunately, their methods suffer from the curse of dimensionality when directly extended to MARL. Other work (Walsh et al., 2009; Katsikopoulos and Engelbrecht, 2003) only focuses on constant reward delays. For MAB, Gyorgy and Joulani (2021); Zimmert and Seldin (2020); Gael et al. (2020) tackle adversarial reward delays while Cesa-Bianchi et al. (2016); Neu et al. (2010) focus on constant delays.

Our Contributions. In this paper, we focus on a specific MARL model, the general-sum Markov games (Shapley, 1953; Littman et al., 2001). We propose the delay-adaptive multi-agent V-learning (DA-MA VL) to learn coarse-correlated equilibria (CCEs) under time-varying reward delays, where the learning of the agents can be finished in a fully decentralized manner. Namely, every agent runs its own learning algorithm without communicating with others. Note that this is nontrivial because different agents may receive the same reward at different episodes due to the heterogeneous delays among them. Without careful design, fully distributed learning might lead to misalignment and divergent behavior. Our DA-MA VL algorithm circumvents this problem by carefully selecting proper reward information for learning and therefore aligning the behavior of the agents.

For finite delays, our algorithm achieves the CCE-gap as small as \( \tilde{O} \left( \frac{H^3 \sqrt{STK}}{K} + \frac{H^3 \sqrt{SAX}}{\sqrt{K}} \right) \) with samples from \( K \) episodes (Theorem 1). Here \( H \) is the planning horizon, \( S \) is the size of the state space, \( A = \max_m |A_m| \) is the largest size of one agent’s action space, and \( T_K \) can be seen as a measure of the total delay. In the worst case, \( \sqrt{TK} \) is the order of \( O(\sqrt{Kd_{max}}) \), where \( d_{max} \) is the largest possible delay. This implies that the CCE-gap is as small as \( O \left( \frac{1}{\sqrt{K}} \right) \). This dependence of \( K \) matches the original result of V-learning (Jin et al., 2021; Song et al., 2021), indicating that DA-MAVL successfully aligns the behavior of the agents. Moreover, both terms are independent of the number of agents, meaning that DA-MAVL scales nicely with the system size. Our proposed DA-MAVL algorithm can be extended to settings with infinite delays. With a novel skipping metric inspired by Zimmert and Seldin (2020), our algorithm can skip the infinite delays without prior knowledge of the delay sequence and achieve the CCE-gap similarly to the finite delay case (Theorem 2). To the best of our knowledge, our results give the first convergence rate guarantee for general-sum MGs under time-varying reward delays.

Due to the space limit, we defer related work, some of the algorithms, proofs, and simulation settings to the appendix of our full paper (Zhang et al., 2022).

2. Problem Setup & Preliminary

2.1. Markov Games with Reward Delays

We study general-sum Markov games (MGs, also called stochastic games in Shapley (1953)) with reward delays. In its episodic and tabular form, an MG can be defined by the following tuple:

\[
\mathcal{MG} \left( H, S, \{A_m\}_{m \in [M]}, \{P_h\}_{h \in [H]}, \{r_{m,h}\}_{m \in [M], h \in [H]}, \{d_{m,h}(s)\}_{m \in [M], h \in [H], s \in S, n \in [K]} \right).
\] (1)
Here we use \([i]\) to denote set \(\{1,\ldots,i\}\) for any integer \(i\). In the subscripts, \(m \in [M]\) stands for the agents, \(k \in [K]\) stands for the episode, \(h \in [H]\) stands for the time step over the finite horizon. \(\mathcal{S}\) is a global state space with cardinality \(|\mathcal{S}|\). \(\mathcal{A}_m\) is the action space of agent \(m\). Define \(A = \max_{m \in [M]} |\mathcal{A}_m|\). The joint action space is given by \(\mathcal{A} = \mathcal{A}_1 \times \cdots \times \mathcal{A}_M\), and the joint action is given as \(\alpha = (a_1,\ldots,a_M)\). \(\mathbb{P}_h(s'|s,\alpha)\) with \(s,s' \in \mathcal{S}\), \(\alpha \in \mathcal{A}\) is the transition function for step \(h\).

\(r_{m,h}(s,\alpha)\) is a deterministic reward for agent \(m\) at step \(h\) when the current state and joint action are \(s\) and \(\alpha\) respectively. The sequence \(\{d_{m,h}^n(s)\}_{m \in [M], h \in [H], s \in \mathcal{S}, n \in \mathbb{N}}\) represents reward delays which will be detailed in later paragraphs. Without loss of generality, we assume every episode \(k\) starts from a fixed initial state \(s_1\).

At every step \(h\), every agent observes the current state \(s_h\) and \(\mathcal{A}_i\). At every step \(h\), every agent observes the current state \(s_h\), takes action \(a_{m,h}^k\). The environment transits to the next state \(s_{h+1}\) according to \(\mathbb{P}_h\) until step \(H + 1\) is reached.

**Visits & happening order:** When the agents visit state \(s\) at step \(h\) for the \(n\)-th time, we say that the \(n\)-th visit of \((h, s)\) happens, and \(n\) is the happening order of this visit.

**Reward delays:** We allow the reward delays to be heterogeneous among different agents \(m\), different visits \((h, s)\) and different happening orders \(n\). In specific, for the \(n\)-th visit of \((h, s)\) which happens at episode \(k\), agent \(m\) will receive its reward \(r_{m,h}(s, \alpha)\) by the end of episode \(k + d_{m,h}^n(s)\).

When \(d_{m,h}^n(s) = 0\) for all \(m \in [M], h \in [H], s \in \mathcal{S}, n \in \mathbb{N}\), our setting reduces to a classic MG.

**Unreceived visits:** When the reward of a visit has been received, we call the visit a received visit; otherwise, we call it an unreceived visit. It is worth mentioning that visits that happen early are not necessarily received early.

**Unusable visits:** We denote the episode when the \(n\)-th visit of \((h, s)\) happens as \(k^n_h(s)\). At the beginning of episode \(k^n_h(s)\), for agent \(m\), some of the first \(n - 1\) visits of \((h, s)\) may not be received because of the reward delays. In this case, we define index \(e_{m,h}^n(s)\) as the earliest unreceived visit:

\[
e_{m,h}^n(s) := \min \left\{ j : d_{m,h}^j(s) + k_h^j(s) > k^n_h(s) - 1, j \in [n - 1] \right\}. \tag{2}
\]

If all of the first \(n - 1\) visits have been received, we define

\[
e_{m,h}^n(s) := n. \tag{3}
\]

It means that all the visits of \((h, s)\) that happen earlier than the \(e_{m,h}^n(s)\)-th visit have been received at the beginning of episode \(k^n_h(s)\); but the \(e_{m,h}^n(s)\)-th visit has not been received yet. We call a received visit as usable if all visits happening earlier have all been received. The rest of the received visits are called unusable. At the beginning of episode \(k^n_h(s)\), the usable visits of \((h, s)\) have happening orders \(1, 2, \ldots, e_{m,h}^n(s) - 1\). The unusable visit of \((h, s)\), if \(e_{m,h}^n(s) < n\), have happening orders \(e_{m,h}^n(s), \ldots, n - 1\).

In our algorithms, to ensure that the agents are aligned, we only use the usable visits. Consequently, the performance of our algorithms strongly relates to the number of unusable and unreceived visits, for which we define a counting sequence \(\mathcal{T}_{m,h}^n(s)\): \(\mathcal{T}_{m,h}^n(s) = 0\) for all \(m \in [M], h \in [H], s \in \mathcal{S}, n \in \mathbb{N}\).

\[
\mathcal{T}_{m,h}^n(s) := \sum_{i=1}^{n} (i - e_{m,h}^i(s)) = \sum_{i=1}^{n} \left( i - \min \left\{ j : d_{m,h}^j(s) + k_h^j(s) > k_h^i(s) - 1 \right\} \right). \tag{4}
\]

\(\mathcal{T}_{m,h}^n(s)\) counts the accumulated number of unusable and unreceived visits of \((h, s)\) till the \(n\)-th visit. Note that in the classic MG setting without reward delays, we have \(\mathcal{T}_{m,h}^n(s) = 0\) for all \(m \in [M], h \in [H], s \in \mathcal{S}, n \in \mathbb{N}\).

---

1. For any MG with initial distribution \(\mu\), one can always add a step with only one state as the first time step and let the transition function be \(\mu\) for all actions. This leads to an equivalent MG with a fixed initial state.
2. Without causing any confusion, we will use “at the beginning of episode \(k\)” and “by the end of episode \(k - 1\)” interchangeably.
2.2. Learning Objective - Coarse Correlated Equilibrium

Agent $m$’s policy is denoted as $\pi_m = \{\pi_{m,h}\}_{h \in [H]}$. The policy at step $h$ is $\pi_{m,h} : \Omega \times (S \times A)^{h-1} \times S \rightarrow \Delta_{A_m}$, where $\pi_{m,h}$ maps a random sample $\omega_h$ from probability space $\Omega$ and a trajectory $(s_1, a_1, \ldots, s_h)$ to a point in probability simplex $\Delta_{A_m}$. An important subclass of policy is the independent Markov policy, with $\pi_{m,h} : S \rightarrow \Delta_{A_m}$ maps the current state to a point in probability simplex $\Delta_{A_m}$.

A joint policy $\pi$ is a set of policies $\{\pi_m\}_{m \in [M]}$ of all agents. If the random samples $\{\omega_h \in \Omega\}_{h \in [H]}$ are shared among all agents, policies of all agents are correlated. In this case, we denote the joint policy $\pi$ as $\pi = \pi_1 \circ \pi_2 \circ \ldots \circ \pi_M$, and call $\pi$ as a correlated policy. We also use $\pi_{-m} = \pi_1 \circ \ldots \circ \pi_{m-1} \circ \pi_{m+1} \circ \ldots \circ \pi_M$ to denote the policy excluding agent $m$. If the randomness of $\pi_m$ is independent of other policies $\pi_{-m}$, i.e., the random samples $\{\omega_h \in \Omega\}_{h \in [H]}$ are shared among agents except agent $m$, we denote the joint policy as $\pi = \pi_m \times \pi_{-m}$.

For a joint policy $\pi$, we define its value function for agent $m$ as:

$$V_{m,h}^\pi(s_h) := \mathbb{E}_\pi \left[ \sum_{h'=h}^H r_{m,h'}(s_{h'}, a_{h'}) | s_h \right], \forall m \in [M].$$

(5)

Given policy $\pi_{-m}$, the best response for agent $m$ is defined as the best policy that maximizes the value function for agent $m$, i.e., $\pi_m = \mathop{\arg\max}_{\pi_m} V_{m,1}^{\pi_m \times \pi_{-m}}$. For notation simplicity, we denote the value function of the best response as $V_{m,1}^{\pi_m, \pi_{-m}} = V_{m,1}^{\pi_m \circ \pi_{-m}}$. Our objective is to find a joint policy $\pi$ that is an $\epsilon$-coarse correlated equilibrium (CCE) defined as follows:

**Definition 1 (Coarse Correlated Equilibrium (CCE (Young, 2004)))** We define the CCE-gap of a joint policy $\pi$ as:

$$\text{CCE-gap}(\pi) := \max_{m \in [M]} \left( V_{m,1}^{\pi_m, \pi_{-m}} - V_{m,1}^{\pi} \right)(s_1).$$

(6)

A joint policy $\pi$ is a CCE if the CCE-gap is zero:

$$\text{CCE-gap}(\pi) = 0.$$  

(7)

A joint policy $\pi$ is an $\epsilon$-CCE if the CCE-gap satisfies:

$$\text{CCE-gap}(\pi) \leq \epsilon.$$  

(8)

When the agents reach a CCE, they have no incentive to deviate to any independent policy.

3. Delay-Adaptive Multi-Agent V-Learning

In this section, we present our main algorithm: Delay-Adaptive Multi-Agent V-Learning (DA-MAVL). Similar to V-learning in Jin et al. (2021); Song et al. (2021), DA-MAVL contains two consecutive algorithms - i) the training algorithm (Algorithm 1), where the agents learn and store a set of independent Markov policies $\{\hat{\pi}_{m,h}^k\}_{m \in [M], h \in [H], k \in [K]}$, and ii) the output algorithm (Algorithm 2) that constructs the final output policies (which can be correlated and non-Markov) $\{\pi_m\}_{m \in [M]}$ from the set of independent Markov policies $\{\hat{\pi}_{m,h}^k\}_{m \in [M], h \in [H], k \in [K]}$.

The training algorithm is fully decentralized, i.e., the agents update their own policies with their own delayed reward information without communication with each other. The algorithm framework resembles the V-learning algorithm but comes with a mechanism that carefully chooses usable visits for learning. This mechanism enables agents to align their behaviour under the influence of heterogeneous reward delays and leads the algorithm toward convergence (see more discussions at the end of next subsection).
Recall that $k^m_i(n)(s)$ is the episode when the agents visit $(h, s)$ for the $n$-th time. For agent $m$, we also define $\overline{M}^m_{m,h}(s)$ as the count of happened visits of $(h, s)$ and define $\underline{M}^m_{m,h}(s)$ as the count of usable visits of $(h, s)$ at the beginning of episode $k$.

### 3.1. The Training Algorithm

We now present the training algorithm of DA-MAVL for agent $m$ (Algorithm 1). The algorithm contains three major processes, which we name as ‘Preparation’, ‘Learning’ and ‘Sampling’. At each episode $k$, for every step $h$, the three processes are carried out iteratively:

- **In the ‘Preparation’ process**, we keep track of three important sets, namely the set of *visits to be used* $F_{m,h}(s)$ (including all usable visits that have not been used previously), the set of *unusable visits* $M^+_m(s)$ and the set of *unreceived visits* $M^-_{m,h}(s)$. Usable visits in $F_{m,h}(s)$ will be fed into later processes and will no longer be used again in future episodes. Unusable and unreceived visits in $M^+_m(s) = M^+_m(s) \cup M^-_{m,h}(s)$ are stored in memory until they become usable.

  For set $M = M^+_m(s)$ (or $M = M^-_{m,h}(s)$), whose entries are tuples $(i, a, \hat{\pi}, V', V', r)$ (or $(i, a, \hat{\pi}, \overline{V}', \overline{V}', r)$) indexed by the first element $i$, we define $\arg \{M\} := \{i\}$ as the set of indices.

- **In the ‘Learning’ process**, visits in $F_{m,h}(s)$ are fed into subroutines ‘VALUE_UPDATE’ and ‘POLICY_OPT’ (Algorithm 3 and Algorithm 4 in Appendix C.1 in Zhang et al. (2022)) consecutively in their happening orders. Subroutine ‘VALUE_UPDATE’ updates an “optimistic” value estimate $\overline{V}_{m,h}(s)$ by using all visits in $F_{m,h}(s)$ with parameters $\{\alpha_i\}_i$ and $\{\beta_i\}_i$, where $\alpha_i$ can be viewed as the learning rate and $\beta_i$ is a bonus term. Subroutine ‘POLICY_OPT’ runs an adversarial-bandit-type algorithm (similar to the algorithm in Zimmert and Seldin (2020)) to update the policy, where the bandit loss is calculated using the optimistic value estimates $\overline{V}_{m,h}(s)$.

  Note that in Algorithm 1 and Subroutine ‘VALUE_UPDATE’, we also introduce a pessimistic value estimate $\underline{V}_{m,h}(s)$. This pessimistic estimate is an auxiliary variable that is not needed for running the algorithm but is used in the proof.

- **In the ‘Sampling’ process**, every agent chooses its action based on the updated policy, and the next state is sampled. Finally, every agent stores related information, receives delayed rewards and moves on to the next step $h + 1$.

**Discussions - The role of usable visits.** As previously mentioned, one key challenge for the decentralized learning algorithm is to avoid misalignment due to heterogeneous reward delays among different agents. Our algorithm addresses this challenge by only using usable visits for learning in subroutines ‘VALUE_UPDATE’ and ‘POLICY_OPT’. The main intuition is to ensure that the happening order of the visits is also the order in which they are used in the subroutines. Consequently, although rewards of the visits might be received and used in different episodes for different agents, the order in which they are used remains the same among agents. This design leads to cooperative policies among the agents without any communication in the training algorithm.

To better understand the role of usable visits, we also compare our algorithm numerically with the naive algorithm, where visits are immediately fed into subroutines once they are received (see Appendix C.2 in Zhang et al. (2022) for details). In the naive algorithm, the reward of the same visit may be used in different orders among agents, which causes extra misalignment among the agents. The numerical results are discussed in Section 6, where we indeed observe that with the notion of usable visits, our algorithm outperforms the naive algorithm. However, it remains an open question to prove or to disapprove whether the naive method would converge to a CCE.
We also note that the notion of usable visits alone is not sufficient to fully align all agents, nor does it reduce the problem to MARL without reward delays. This is because different agents still have different amount of information in the episodes. This information mismatch is further addressed by a critical modification in Algorithm 2 in the following subsection.

Algorithm 1: DA-MAVL Training for Agent $m$

```
Init: $\forall (h, s), \pi_{m,h}^0(s) \leftarrow 0, M_{m,h}^0(s) \leftarrow 0, F_{m,h}(s) \leftarrow \emptyset, M_{m,h}(s) \leftarrow \emptyset;
for Episode $k = 1, \ldots, K$ do
    Receive initial state $s_k^0$;
    for Step $h = 1, \ldots, H$ do
        // Preparation
        $s \leftarrow s_k^h$;
        for $(i, a, \hat{\pi}, V', V''', r) \in M_{m,h}^+(s)$ do
            if $\forall j < i, j \notin \text{arg}\{M_{m,h}(s)\}$ then
                Save $(i, a, \hat{\pi}, V', V''', r)$ to $F_{m,h}(s)$; Remove $(i, a, \hat{\pi}, V', V''', r)$ from $M_{m,h}(s)$;
            $\pi \leftarrow \pi_{m,h}^k(s) = \pi_{m,h}^{k-1}(s) + 1$; $n \leftarrow n_{m,h}^k = n_{m,h}^{k-1}(s) + |F_{m,h}(s)|$;
            $T_{m,h}(s) \leftarrow T_{m,h}^{k-1}(s) + |M_{m,h}(s)|$;
        // Learning
        $V_{m,h}(s), V_{m,h}^k(s) \leftarrow \text{VALUE UPDATE}_{m,h,s}(F_{m,h}(s), \pi)$;
        $\hat{\pi}_{m,h}^k(s) \leftarrow \text{POLICY OPT}_{m,h,s}(F_{m,h}(s), \pi)$;
        // Sampling
        Take action $a_{m,h}^k \sim \hat{\pi}_{m,h}^k(\cdot|s)$; Observe next state $s_{h+1}^k$;
        for $s' \in S \setminus s$ do
            $\pi_{m,h}^k(s') \leftarrow \pi_{m,h}^{k-1}(s')$; $\pi_{m,h}^k(s') \leftarrow \pi_{m,h}^{k-1}(s')$;
            $V_{m,h}(s') \leftarrow V_{m,h}^{k-1}(s')$; $V_{m,h}^k(s') \leftarrow V_{m,h}^{k-1}(s')$; $\hat{\pi}_{m,h}^k(\cdot|s') \leftarrow \hat{\pi}_{m,h}^{k-1}(\cdot|s')$;
        for Step $h = 1, \ldots, H$ do
            Save $(\pi_{m,h}^k(s_k^h), a_{m,h}^k, \hat{\pi}_{m,h}^k(a_{m,h}^k|s_k^h), V_{m,h+1}^k(s_{h+1}^k), V_{m,h+1}^k(s_{h+1}^k))$ to $M_{m,h}^-(s_k^h)$;
    Receive delayed rewards for all states $s$;
    for Delayed Reward $(m, h, s, i, r)$ do
        Extract and remove $(i, a, \hat{\pi}, V', V''')$ from $M_{m,h}^-(s)$;
        Save $(i, a, \hat{\pi}, V', V''')$ to $M_{m,h}^+(s)$;
```

3.2. Execution of the Output Policy

Algorithm 2: DA-MAVL Output for Policy $\pi_m$

```
Sample $k \sim \text{Uniform}([K])$;
for step $h = 1, \ldots, H$ do
    Observe current state $s_h$; $n \leftarrow \max_m n_{m,h}^k(s_h)$;
    Sample $i$ from $[n]$ with probability $a_n^i$; $k \leftarrow k_h^i(s_h)$;
    Take action $a_{m,h} \sim \hat{\pi}_{m,h}(\cdot|s_h)$;
```

Algorithm 1 outputs a set of independent Markov policies $\{\hat{\pi}_{m,h}^k\}_{m \in [M], h \in [H], k \in [K]}$. Based on this policy set, we now construct joint policy $\pi = \{\pi_m\}_{m \in [M]}$ as the output of DA-MAVL. The
policy is defined by its execution in Algorithm 2. Notice that all random samples (line 1 and line 4) are shared across all agents.

This algorithm follows V-learning in Jin et al. (2021); Song et al. (2021) except for the critical modification in line 3. Intuitively speaking, choosing \( n = \max_m \sum_{m,h}^k \) ensures that agent \( m \) is aware of the extra information that the most informed agent possesses, and therefore guarantees that the output policy of agent \( m \) is compatible with that of the most informed agent. Technically speaking, it ensures the optimistic value estimates in Algorithm 1 upper bound the policy performance.

4. Performance Guarantee and Proof Sketch

Recall that the counting sequence \( \{\mathcal{T}^n_m(s)\}_{m \in [M], h \in [H], s \in \mathcal{S}, n \in [K]} \) (Equation (4)) is agent \( m \)’s accumulated count of unusable and unreceived visits till the \( n \)-th visit of \((h, s)\). Also, recall that \( \overline{n}_{m,h}^k(s) \) is the count of usable visits of \((h, s)\) at the beginning of episode \( k \). Using the two notations, we define \( \mathcal{T}_K := \max_{m,h} \sum_{s \in \mathcal{S}} \mathcal{T}^n_{m,h}(s) \) which will be used in bounding the CCE-gap after \( K \) episodes. We also assume that the reward delays of the MG are upper bounded by some constant.

**Assumption 1** The delays are bounded by \( d_{\text{max}} \), that is, \( \max_{m \in [M], h \in [H], s \in \mathcal{S}, n \in [K]} [\overline{n}_{m,h}^n(s) \leq d_{\text{max}}] \).

Now we are ready to present the performance guarantee for DA-MAVL:

**Theorem 1** Under Assumption 1, for any \( \delta \in (0, 1), K \geq d_{\text{max}}^2 S / \delta^3 \) where \( \ell = \log(4MHSAK/\delta) \), suppose Algorithm 1 is run for \( K \) episodes, then the following equation holds for the output policy \( \pi \) of Algorithm 2 with probability at least \( 1 - \delta \):

\[
\text{CCE-gap}(\pi) = \max_{m \in [M]} \left( V_{m, 1}^{1, \pi - m} - V_{m, 1}^\pi \right) (s_1) \leq H^3 \sqrt{STK / K^2 \ell^2} + H^3 \sqrt{SA \ell / K}. \tag{9}
\]

Under Assumption 1, it can be shown (with Lemma 7 in Appendix E.1 in Zhang et al. (2022)):

\[
\mathcal{T}_K = \max_{m,h} \sum_{s \in \mathcal{S}} \mathcal{T}^n_{m,h}(s) = \max_{m,h} \sum_{s \in \mathcal{S}} \sum_{n=1}^{\overline{n}_{m,h}^k(s)} (n - e_{m,h}^n(s)) \leq d_{\text{max}} \sum_{m,h} \overline{n}_{m,h}^k(s) \leq Kd_{\text{max}}.
\]

Substituting it into Theorem 1 gives the CCE-gap of order \( \tilde{O}(H^3 \sqrt{Sd_{\text{max}} + H^3 \sqrt{SA}}) \). In other words, in the worst case where the delays are always \( d_{\text{max}} \) and every \((h, s)\) is visited for \( K \) times, at most \( K = \tilde{O}(H^3 Sd_{\text{max}} + A) \) episodes are needed for an \( \epsilon \)-CCE. The influence of the reward delays is linearly bounded by term \( \tilde{O}(H^6 S d_{\text{max}}) \) and tends to 0 when \( d_{\text{max}} \) goes to 0. Note that our result bears an extra factor \( H \) compared with V-learning (Jin et al., 2021; Song et al., 2021), even when all delays are zero. This is because we have to choose the parameters generously so that our algorithm is adaptive to potential delays.

4.1. Proof Sketch of Theorem 1

The proof can be broken down into the following three steps.

**STEP 1: Bound the ‘Policy Optimization Regret’**. For every pair \((m, h, s, n)\), we first define the policy optimization regret \( R^n_{m,h}(s) \). For notational simplicity, we let \( k_n \) denote \( k_n^h(s) \).

\[
R^n_{m,h}(s) = \max_{a_n \in \mathcal{A}_m} \sum_{i=1}^{n} \alpha_n^i \left[ \mathbb{E} \left( r_{m,h}(s, a) + \nabla_{m,h+1}^{k_i}(s') \right) - \left( r_{m,h}^{k_i} + \nabla_{m,h+1}^{k_i}(s_{h+1}^{k_i}) \right) \right], \tag{10}
\]
where \( a = (a_m, a_{-m}) \), \( a_n^k \) is the weight which we define in Equation (22) in Appendix D in Zhang et al. (2022), and the expectation is taken over \( a_{-m} \sim \pi_{-m, h}^k(s) \) and \( s' \sim \mathbb{P}_h(s, a) \). Intuitively, it measures the performance of the first \( n \) outputs of subroutine ‘POLICY\_OPT\_m,h,s’ in Algorithm 1, i.e. Markov policies \( \{\pi_{m, h}^i(s)\}_{i \in [n]} \). Under Assumption 1, we give the following upper bound:

**Lemma 1** Let Assumption 1 holds. For \( \forall (m, h, s, k) \in [M] \times [H] \times \mathcal{S} \times [K] \), the following inequality holds with probability at least \( 1 - \delta/2 \)

\[
R_{m,h}^n \leq 12H^2 \sqrt{\frac{nA + T_{m,h}^n(s)}{n^2}} + 2H^2 \frac{d_{\text{max}}}{n^2}.
\]

In this lemma, the key difference from V-learning, and main technical difficulty, is that the subroutine needs to learn the \( n \)-th output, i.e. \( \pi_{m,h}^k(s) \), without access to all reward information of the first \( n - 1 \) visits of \((h, s)\) due to the reward delays. We have to measure the influence of the delays on outputs. By comparing it with the no-delay versions, we can show that the influence of the delays can be reflected by term \( \sqrt{T_{m,h}^n(s)/n^2} \) and \( d_{\text{max}}/n \) in Equation (11).

**STEP 2: Optimism and Pessimism.** Utilizing the regret defined above, we carefully design bonuses \( \beta_{m,h}^n \) and \( \beta_{m,h}^n \) in subroutine ‘VALUE\_UPDATE’ as follows:

\[
\beta_{m,h}^n(s) = R_{m,h}^n + 2H^2 \frac{d_{\text{max}}}{n^2} + 2H^2 \frac{d_{\text{max}}}{n^2}.
\]

With the bonuses, we can show that the value estimates \( V_{m,h}^k(s) \) and \( V_{m,h}^k(s) \) in Algorithm 1 upper and lower bound the performance of policy \( \pi_{m,h}^k \).

**Lemma 2** Let Assumption 1 holds. For \( \forall (m, h, s, k) \in [M] \times [H] \times \mathcal{S} \times [K] \), the following inequality holds with probability at least \( 1 - \delta \)

\[
V_{m,h}^k(s) \geq V_{m,h}^k(s), \quad V_{m,h}^k(s) \leq V_{m,h}^k(s).
\]

In this lemma, policy \( \pi_{m,h}^k(s) \) can be seen as part of the output policy \( \pi(s) \) in Algorithm 2, that is used from step \( h \) to \( H \). It is formally defined in Algorithm 12 in Appendix D in Zhang et al. (2022).

We note that it is technically difficult to ensure optimism and pessimism under the influence of heterogeneous reward delays among agents. Notice that \( V_{m,h}^k(s) \) and \( V_{m,h}^k(s) \) are calculated only with information of agent \( m \). However, the output policy \( \pi_{m,h}^k \), as in \( V_{m,h}^k(s) \) and \( V_{m,h}^k(s) \), is a correlated policy that takes information of all agents into consideration. This information mismatch makes it technically challenging for \( V_{m,h}^k(s) \) and \( V_{m,h}^k(s) \) to upper or lower bound \( V_{m,h}^k(s) \) and \( V_{m,h}^k(s) \), and breaks the original optimism and pessimism results in V-learning (Jin et al., 2021; Song et al., 2021). Here we carefully design Algorithm 2 (especially line 3) to ensure that every agent is aware of the extra information of the most informed agent. Then with the carefully designed bonuses as in Equation 13, we are able to tackle this difficulty and ensure optimism and pessimism.

**STEP 3: Bound the CCE-gap.** Finally, given Lemma 2, it suffices to bound the gap between the optimistic and pessimistic value estimates \( \sum_{k=1}^{K} (V_{m,h}^k(s) - V_{m,h}^k(s)) \).

As is mentioned in Step 2, the value estimates \( V_{m,h}^k(s) \) and \( V_{m,h}^k(s) \) are calculated without access to all information due to the reward delays. This fact increases the variance of the value estimates. In the proof of this theorem, we carefully analyze the number of unreceived and unusable visits for every episode and analyze its cumulative influence across all episodes.
5. Extension to Infinite Delays

5.1. The Skipping Scheme

The performance of the DA-MAVL algorithm in Section 3 heavily relies on the assumption that delays are finite. One single infinite delay could prevent the algorithm from convergence because all visits that happen later are unusable. In this case, it is worth skipping some of the rewards for better performance. Following the intuitions of Zimmert and Seldin (2020), we extend DA-MAVL and design a new skipping metric to deal with infinite delays in MARL. Details for the extended algorithm (DA-MAVL with Reward Skipping) are presented in Appendix C.3 in Zhang et al. (2022).

The critical part of the ‘Skipping’ process is to determine when to skip a visit. When the \(n\)-th visit of \((h, s)\) happens, we maintain the skipping metric \(\phi_{m,h}^{i,n}(s) = \sum_{j=i+1}^{n} (j - i)\) if the \(i\)-th visit of \((h, s)\) is unreceived. Intuitively speaking, \(\phi_{m,h}^{i,n}(s)\) upper bounds the contribution of the \(i\)-th visit to \(T_{m,h}^{n}(s)\). It is beneficial to skip the \(i\)-th visit if \(\phi_{m,h}^{i,n}(s)\) becomes large enough. Following the intuition of previous reward skipping method in Zimmert and Seldin (2020) in the adversarial bandit setting, we skip the \(i\)-th visit if \(\phi_{m,h}^{i,n}(s)\) exceeds threshold \(\sqrt{T_{m,h}^{n}(s)}\).

However, we would like to point out that our design of the skipping metric \(\phi_{m,h}^{i,n}(s)\) is not a direct generalization of previous skipping method. Unlike the multi-agent setting considered in this paper, the adversarial bandit setting does not need to consider the heterogeneity of reward delays among agents, thus their algorithm update does not need to wait for visits to become usable. Correspondingly, the skipping metric \(n - i\) in previous method would fail in our setting, because it no longer upper-bounds the contribution of the \(i\)-th visit to \(T_{m,h}^{n}(s)\).

5.2. Performance Guarantee for DA-MAVL with Reward Skipping

Recall the notation \(k_h^n(s)\) stands for the episode when \(n\)-th visit of \((h, s)\) happens. With the skipping scheme, we can also relax Assumption 1 to the following:

**Assumption 2** For \(\forall (m, h, s, n) \in [M] \times [H] \times \mathcal{S} \times [K]\), there exists a constant \(C\) satisfying:

\[
|\{i \leq n : d_{m,h}(s) + k_h^n(s) \geq k_h^n(s)\}| \leq C. \tag{14}
\]

Intuitively, Assumption 2 requires that for every pair \((m, h, s, n)\), there are at most \(C\) unreceived visits before the \(n\)-th visit of \((h, s)\) for agent \(m\). This implies that either large delays do not appear too many times or delays are not large enough to influence performance. It is worth noting that the finite delay Assumption 1 implies Assumption 2 with \(C = d_{max}\). But Assumption 2 is more general than Assumption 1 because Assumption 2 holds even if there are less than \(C\) infinite delays.

Given a subset of visit indices \(\mathcal{L} \subset [K]\), at episode \(k_h^n(s)\) when the \(n\)-th visit of \((h, s)\) happens, we define variable \(e_{m,h}^{n,\mathcal{L}}(s)\) as the earliest unreceived visit outside of \(\mathcal{L}\):

\[
e_{m,h}^{n,\mathcal{L}}(s) := \min \left\{ j : d_{m,h}(s) + k_h^n(s) > k_h^n(s) - 1, j \in [n - 1] \setminus \mathcal{L} \right\}. \tag{15}
\]

If all of the first \(n - 1\) visits are received, we let \(e_{m,h}^{n,\mathcal{L}}(s) = n\). Now we define \(T_{m,h}^{n,\mathcal{L}}(s)\) as follows:

\[
T_{m,h}^{n,\mathcal{L}}(s) := \sum_{i=1}^{n} i - e_{m,h}^{n,\mathcal{L}}(s). \tag{16}
\]

It counts the accumulated number of unusable and unreceived visits outside of \(\mathcal{L}\) for the first \(n\) visits of \((h, s)\). Finally, we also define \(T_{m,h}^{K,\mathcal{L}} := \sum_{s \in \mathcal{S}} T_{m,h}^{n,\mathcal{L}}(s)\). Intuitively, it counts the accumulated number of unusable and unreceived visits outside of \(\mathcal{L}\) during the \(K\) episodes.

Now we are ready to present the performance guarantee for DA-MAVL with Reward Skipping:
Theorem 2  Under Assumption 2, for any \( \delta \in (0, 1) \), \( K \geq C^6S^3\iota^3 \) where \( \iota = \log(4MHSAK/\delta) \), suppose Algorithm 9 is run for \( K \) episodes, then the following equation holds for the output policy \( \pi \) of Algorithm 2 with probability at least \( 1 - \delta \)

\[
CCE\text{-}gap(\pi) \lesssim CH^3 \max_{m,h} \min_{L} \left\{ \frac{S|L|}{K} + \sqrt{\frac{ST_{m,h}L}{K^2}} \iota^2 + H^3 \sqrt{\frac{SA}{K^2}} \right\}.
\]  

(17)

Theorem 2 implies that DA-MAVL with Reward Skipping can still obtain convergence to CCE when there are infinite delays. Consider the case where all delays are upper bounded by constant \( d_{max} \), except for \( C \) infinite delays for every \((h, s)\). Let \( L_{m,h} = \{ n : \exists s, d_{m,h}(s) = \infty \} \) denote all visit indices where the delay is infinite for some state \( s \) and fixed pair \((m, h)\). We then have \( |L_{m,h}| \leq CS \) and \( T_{m,h}^{K,L_{m,h}} \leq Kd_{max} \). Substituting into Theorem 2 gives CCE-gap of order \( \tilde{O}(H^3\sqrt{Sd_{max}+H^3\sqrt{SA}}) \), which is exactly the same as the result of Theorem 1.

6. Simulations

We simulate our algorithms in a simple MG with \( M = 3, S = 3, A = 2, H = 2 \). Due to the space limit, the simulation settings are deferred to Appendix B in Zhang et al. (2022). We only present the simulation results in Figure 1. We can see that our algorithm outperforms the naive algorithm (mentioned in Section 3) when delays are finite. Moreover, our novel skipping metric outperforms previous skipping method (mentioned in Section 5.1) when delays are infinitely large.

Figure 1: **Left**: CCE-gap for Output Policy of DA-MAVL (Our Method) and the Naive Algorithm (Naive Method); **Center**: CCE-gap for Output Policy of DA-MAVL under Different Delay Sequences; **Right**: CCE-gap for Skipping Metrics in DA-MAVL with Reward Skipping (Our Method), in Previous Work (Zimmert and Seldin, 2020) (Previous Method) and No Skipping (Naive Method).

7. Conclusion

This paper studies MARL with reward delays. For finite delays, we propose MARL algorithms with a novel mechanism to choose proper visits for learning, so that agents can reach a CCE even when facing heterogeneous delays. We also adapt our algorithm to cases with infinite delays using a novel reward skipping metric. High probability bounds are given on the CCE-gap of our algorithms. There are many interesting future directions, such as proving or disproving the convergence of the naive algorithm (Appendix C.2 in Zhang et al. (2022)), providing lower bounds on the CCE-gap for MARL with reward delays, relaxing Assumption 2 for infinite delays, extending current results to MGs with function approximation, etc.
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