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Appendix

Appendix A. Additional Discussion of Related Work

The study of differentially private fair learning algorithms was initiated by Jagielski et al.
(2019). Jagielski et al. (2019) considered equalized odds and proposed two DP algorithms:
1) an e-DP post-processing approach derived from Hardt et al. (2016a); and 2) an (e, d)-
DP in-processing approach based on Agarwal et al. (2018). The major drawback of their
post-processing approach is the unrealistic requirement that the algorithm have access to
the sensitive attributes at test time, which Jagielski et al. (2019) admits “isn’t feasible (or
legal) in certain applications.” Additionally, post-processing approaches are known to suffer
from inferior fairness-accuracy tradeoffs compared with in-processing methods. While the
in-processing method of Jagielski et al. (2019) does not require access to sensitive attributes
at test time, it comes with a different set of disadvantages: 1) it is limited to binary clas-
sification; 2) its theoretical performance guarantees require the use of the computationally
inefficient (i.e. exponential-time) exponential mechanism (McSherry and Talwar, 2007);
3) its theoretical performance guarantees require computations on the full training set and
do not permit mini-batch implementations; 4) it requires the hypothesis class H to have
finite VC dimension. In this work, we propose the first algorithm that overcomes all of
these pitfalls: our algorithm is amenable to multi-way classification with multiple sensitive
attributes, computationally efficient, and comes with convergence guarantees that hold even
when mini-batches of m < n samples are used in each iteration of training, and even when
VC(H) = . Furthermore, our framework is flexible enough to accommodate many notions
of group fairness besides equalized odds (e.g. demographic parity, accuracy parity).

Following Jagielski et al. (2019), several works have proposed other DP fair learning
algorithms. None of these works have managed to simultaneously address all the shortcom-
ings of the method of Jagielski et al. (2019). The work of Xu et al. (2019) proposed DP and
fair binary logistic regression, but did not provide any theoretical convergence/performance
guarantees. The work of Mozannar et al. (2020) combined aspects of both Hardt et al.
(2016a) and Agarwal et al. (2018) in a two-step locally differentially private fairness al-
gorithm. Their approach is limited to binary classification. Moreover, their algorithm re-
quires n/2 samples in each iteration (of their in-processing step), making it impractical for
large-scale problems. More recently, Tran et al. (2021b) devised another DP in-processing
method based on lagrange duality, which covers non-binary classification problems. In a
subsequent work, Tran et al. (2021a) studied the effect of DP on accuracy parity in ERM,
and proposed using a regularizer to promote fairness. Finally, Tran et al. (2022) provided
a semi-supervised fair “Private Aggregation of Teacher Ensembles” framework. A short-
coming of each of these three most recent works is their lack of theoretical convergence
or accuracy guarantees. In another vein, some works have observed the disparate impact
of privacy constraints on demographic subgroups (Bagdasaryan et al., 2019; Tran et al.,
2021c¢).
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Appendix B. Equalized Odds Version of ERMI

If equalized odds (Hardt et al., 2016b) is the desired fairness notion, then one should use
the following variation of ERMI as a regularizer Lowy et al. (2022):

ﬁR(i} S‘Y) — | ﬁf/,S\Y(?v S|Y) .
| | g1y (VY )by (S[Y)
GGG Py gyUirly)? ry) —
B ;; g Pyy Uly)ps)y (r )’ vy~ 1 (4)

Here ﬁf/,S\Y denotes the empirical joint distribution of the predictions and sensitive at-

tributes (f/, S) conditional on the true labels Y. In particular, if DR(}A/; S|Y) = 0, then Y
and S are conditionally independent given Y (i.e. equalized odds is satisfied).

Appendix C. Complete Version of Theorem 4

Let (i3 6) < {0, 1}! and s; € {0, 1}* be the one-hot encodings of (i, 0) and s;, respectiyely:
€., s\lj(xi;e) = ﬂ{y(xu@) J} and Sz'r = ﬂ{s *r} forj € [l],?“ € [k] AISO’ denote PS -
diag(ps(1),...,Ds(k))
of attribute r (r € [k]
min-max problem:

Theorem 6 (Lowy et al. (2022)) (FERMI obj.) is equivalent to

, where pg(r) := + = i1 Igs,—r} = p > 0 is the empirical probability
). Then we have the following re-formulation of (FERMI obj.) as a

- B = £0) 1 2L S0,
min max {F(@,W) =L(0) + )\n Z z((9,W)} , (5)
where
bi(0,W) := — Te(WE[ (i, )3 (x:,0)T |z ]WT)
+ 2T (WE[y (24: 0)s! | x4, 8] P Y?) — 1,

B[y (2i;0)y (z:;0)T |z;] = diag(Fi(x,0), ..., Fi(z,0)), and E[y(z;0)s!|zi,8;] is a k x
matriz with [y (z;;0)s! |z, 8], = si.,F;(2:,0).

Strong concavity of 72)\2 is shown in Lowy et al. (2022).

Appendix D. DP-FERMI Algorithm: Privacy

We begin with a routine calculation of the derivatives of 1@, which follows by elementary
matrix calculus:

Lemma 7 Let (6, W) = — Te(WE[§ (2, 0)3 (2:, ) || WT ) +2 Te(WE[§ (5; 0)sT a5, 5,1 P %)~
1, where E[§(xs;0)3 (zi; )!xd——dwgcfﬂ 0), ..., Fi(z:,0)) and E[§(z:;0)s] |zi,5:] is a

k x | matriz with B[y (z;;0)sT | i, silr; = sirF. (xz,ﬂ). Then,
(

7
Voi(8, W) = —Vg vec(E[§ (z:,0)F (zi,0) |2:])T vec(WTW)

o\ -1/2
+ 2V vec(E[s;¥ (21, 0)7 |4, 54]) vec (WT (PS> )
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and

Vouthi(0, W) = —2WE[§ (2:,0) (21, 0) " |i] + 255 *Els:3 (21, 0)T |2, 54].

Using Lemma 7, we can prove that Algorithm 1 is DP:

Theorem 8 (Precise Statement of Privacy Claim in Theorem 5) Lete < 21n(1/J),

2
€ (0,1), and T > (ninfb) . Assume F(-,x) is Lg-Lipschitz for all x, and |(Wy), ;| < D

2
for all t € [T],r € [k],j € [[]. Then, for o2 > %&/5) W, Al-

gorithm 1 is (e,0)-DP with respect to the sensitive attributes for all data sets contain-
ing at least p-fraction of minority attributes. Further, if o2 > $20In(1/3) (% + D2> and

€2n2
2 N2 471272
O'g > 64L0€2;§£1/6)T + 32D Liénj;ln(l/é), then Algorithm 1 is (€,9)-DP (with respect to all

features) for all data sets containing at least p-fraction of minority attributes.

and Jg =

Proof First consider the case in which only the sensitive attributes are private. By the
moments accountant Theorem 1 in Abadi et al. (2016), it suffices to bound the sensitivity

8D2L2
0 2 8
T and A7 < R Here

of the gradient updates by Ag <

2
1 D [vea(e),w;zi) —WZ(&W;Z%)]

m

Z~2'0W [T Sh

AZ = sup ‘

and Z ~ Z' means that Z and Z' are two data sets (both with p-fraction of minority
attributes) that differ in exactly one person’s sensitive attributes: i.e. s; # s, for some
unique 7 € [n], but z; = 2} for all j # i and (z;,y;) = (27,;). Likewise,

2

1 ~ ~
A'L2L) = sup H Z [Vuﬂf)(ea Wa Zi) - vw’(vb(ev W? Z;)]
Z~z'0W | TR,

Now, by Lemma 7,

Voti(0, W) = =V vec(E[§ (i, 0)F (2, 0) )" vec(WT W)

A\ —1/2
+ 2Vg vec(E[s;y (s, H)T\xi, si]) vec (WT <P5> > ,
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and notice that only the second term depends on S. Therefore, we can bound the fo-
sensitivity of the #-gradient updates by:

A2 = sup
Z~Z'\W.,0

Z 2V vec(E[s;¥ (i, 0)T |24, 5i]) vec <WT (]35>—1/2>

2
PN Y
— 2V vec(E[s.y (x,0)T |2, s1]) vec (WT (PS/) H

4 ko1 . ! ’
Sir 7,7
< — 2 Z Z |V9.F 9 T H r] B ~
x,84,8), W9 r=1j=1 \/PS \/PS"(T)
< % sup le Hvefj(gyfﬁ)HZWer
pm I,W,g ]:1 7
8D2L%
pm?

using Lipschitz continuity of F(-, z), the assumption that VW has diameter bounded by D,
the assumption that the data sets have at least p-fraction of sensitive attribute r for all
r € [k]. Similarly, for the W-gradients, we have

Vothi (0, W) = —2WE[§ (z:, 0)F (s, 0)T |2:] + 2P5 *B[s;5 (s, 0)T |, 1]

by Lemma 7. Hence

4 ~
Ajy = sup mQH — Wdiag(Fi1(0,z;),...,Fi(0,2;)) + P 1/2E[Sz'yz‘($i;9t)T\iUz‘,8i]
Q,VV,SMS;

2
+ Wdiag(F1(0, 2), ., Ful0, 1)) — Pg,*E[S' i3 (w3 00) i, 7]

2
l

4
<—2 sup Z]: (0, x;)

k
Z Si,r o Sg,r
B A P W e e

< —

)

since Zé’:l Fi(0,2:)? < Z§‘=1 F;(6,x;) = 1. This establishes the desired privacy guarantee
with respect to sensitive attributes for Algorithm 1.

Now consider the case in which all features are private. We aim to bound the sensitivities
of the gradient updates to changes in a single sample z; = (s;,2;,¥;). Denote these new
sensitivities by

A@ = sup H Z [VQdJ 9 W Zz) VQ&J\(G,W,Z;)] )
Z~210W | M

18
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where we now write Z ~ Z’ to mean that Z and Z’ are two data sets (both with p-fraction
of minority attributes) that differ in exactly one person’s (sensitive and non-sensitive) data:
i.e. z; # z for some unique i € [n]. Likewise,

y 1 ~ ~
Aw = swp | 3 [Vud(0, W3 2) - (6, W3 2)) ||
Z~Z'0W | ™M B,
Then
i1 ~ ~ T\ T T ~ T
Ag = po- sup — Vg vec(E[y(zs,0)y (z:,0)" [i])" vec(W* W) + 2Vg vec(E[s;y (xi, 0)" |74, 5i])
2i,2},0,W,5~S'

N\ —1/2
vec <WT (P5> / > + Vo vec(E[y (%, 0)3 (2}, 0)T |2])T vec(WTW)
R N —12
— 2V vec(E[s,y (), H)T\:E;, s;]) vec (WT (Pg) ) H

_ 2LglD

+ Ag.

~ 212 N2
Thus, Ag < 4L222D +2A§. Therefore, by the moments accountant, the collection of all 8; up-

272 27272 272
dates in Algorithm 1 is (¢, §)-DP if 0’3 = 52D ﬁngnlgn(l/d)+8D L"GZQZQIH(I/(S) = 8L9D6§;LIQH(1/5) (% + lz).

Next, we bound the sensitivity Aw of the W-gradient updates. We have

~ 4 ~_ ~
A% = sup | — Wdiag(Fi(0,z,),..., Fi(0,2:)) + Py *Elsi¥i(wi; 0)7 |z, 5:]

2
avmz’ivzl‘ m

k3

2
+ Wdiag(FL(0, 23, ..., Fi(0, %)) — Py *E[s' 57 (2} 6,) |}, 5]

8
< 2AI2/V +— sup
m 0,W,x; 2,

Wdlag(‘Fl (9’ xl) - A (97 l‘;), oo 7‘7}(9’ xl) - ]:l(ea $;))

16D2 ’
<20%, + ———sup Z Fi(0, ;)
m 0,x; j=1
16 D2
<203, + —
Therefore, by the moments accountant, the collection of all W; updates in Algorithm 1 is
(¢,6)-DP if 02 > %ﬁ/‘” (% + D2>. This completes the proof.

Appendix E. DP-FERMI Algorithm: Utility

To prove the convergence guarantee in Theorem 5, we will first derive a more general result.
Namely, in Appendix E.1, we will provide a precise upper bound on the stationarity gap of
noisy DP stochastic gradient descent ascent (DP-SGDA).
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E.1. Noisy DP-SGDA for Nonconvex-Strongly Concave Min-Max Problems

Consider a generic (smooth) nonconvex-strongly concave min-max ERM problem:

0cR weW

min maX{F(Q,w) = % Z f(9,w;zi)} , (6)

where f(0,-;2) is p-strongly concave® for all 8,z but f(-,w;z) is potentially non-convex.
We propose Noisy DP-SGDA* (Algorithm 2) for privately solving (6), which is a noisy DP

Algorithm 2 Noisy Differentially Private Stochastic Gradient Descent-Ascent (DP-SGDA)

1: Input: data Z, 6y € R%, wy € W, step-sizes (19, 1w), privacy noise parameters oy, oy,
batch size m, iteration number T > 1.

: fort=0,1,...,T—1do

Draw a batch of data points {z;}*; uniformly at random from Z.

Update 011 <« 6; — ng (% St Vo f (0, we; 2i) + ug), where up ~ N(0,0314,) and

wiy1 < Iy [wt + N (% Dt Vo f (0, wy; z;) + Ut)], where v, ~ N(0,021y,).

: end for

. Draw @7 uniformly at random from {6;}7_,.

7: Return: éT

oW

[e2 NN

variation of two-timescale SGDA (Lin et al., 2020). Now, we provide the first theoretical
convergence quarantee for DP non-conver min-max optimization:

Theorem 9 (Privacy and Utility of Algorithm 2, Informal Version) Lete <2In(1/d), é€
(0,1). Assume: f(-,w;z) is Lg-Lipschitz’ and f(0,-;2) is Ly-Lipschitz for all 6,w, z; and

W < R% s a convex, compact set. Denote ®(0) = maxyeyy F(0,w). Choose 02, =
%, 03 = %, and T > n%y Then, Algorithm 2 is (€,8)-DP. Fur-
ther, if f(-,+;2) has Lipschitz gradients and f(0,-; z) is strongly concave, then 3 T, ng,ny
such that

E|V®(0r)|? = O (‘”ﬁf“‘”) ,

where d = max(dyg, dy). (The expectation is solely over the algorithm.)

In our DP fair learning application, f(0, W; z;) = £(0, x;,y;) + Aqu(e, W) and the strong
concavity assumption on f in Theorem 9 is automatically satisfied, by Lowy et al. (2022).
The Lipschitz and smoothness assumptions on f are standard in optimization literature
and are satisfied for loss functions that are typically used in pracdtice. In our application
to DP-FERMI, these assumptions hold as long as the loss function ¢ and F are Lipschitz
continuous with Lipschitz gradients. Our next goal is to prove (the precise, scale-invariant
version of) Theorem 9. To that end, we require the following notation.

Notation and Assumptions: Let f : R% xR%™ x Z — R, and F(0,w) = L1 37 | (6, w; %)
for fixed training data Z = (z1,--,2,) € Z". Let W C R% be a convex, compact set.

3. We say a differentiable function g is p-strongly concave if g(a) + (Vg(a),a’ — a) — &|a —o'|* = g(o)
for all o, .

4. DP-SGDA was also used in Yang et al. (2022) for conver and PL min-max problems.

5. We say function g is L-Lipschitz if |g(a) — g(a/)|| € L|a — &/|| for all a, .
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For any 6 € R, denote w*(f) € argmax,ey F'(f,w) and ®(6) = maxyey F(0,w). Let
Agp = P(0p) — infg Pz (#). Recall that a function h is S-smooth if its derivative Vh is
B-Lipschitz. We write a < b if there is an absolute constant C' > 0 such that a < Cb.

Assumption 1
1. f(-,w;z) is Lg-Lipschitz and Bg-smooth for allwe W,z € Z.

2. f(0,-;2) is Ly-Lipschitz, By,-smooth, and p-strongly concave on W for all@ e R%, » e
Z.

5. |Vuf(0,w;2) = V(0w 2)| < Bouwll — €' and [Vof(0,w;z) — Vof(0,w';2)] <
Bow|w — w'| for all 6,0, w,w', z.

4. W has £y diameter bounded by D = 0.

5. VuF(0,w*(0)) =0 for all 8, where w*(6) denotes the unconstrained global minimizer
of F(0,-).

The first four assumptions are standard in (DP and min-max) optimization. The fifth
assumption means that W contains the unconstrained global minimizer w*(0) of F(0,-) for
all . Hence (6) is equivalent to

min max F(0,w).
feR% weRdw
This assumption is not actually necessary for our convergence result to hold, but we will need
it when we apply our results to the DP fairness problem. Moreover, it simplifies the proof
of our convergence result. We refer to problems of the form (6) that satisfy Assumption 1
as “(smooth) nonconvex-strongly concave min-max.” We denote k,, := % and Kgy 1= 597‘”
We can now provide the complete, precise version of Theorem 9:

Theorem 10 (Privacy and Utility of Algorithm 2, Formal Version) Lete <2In(1/4), 0 €

2 2
(0,1). Grant Assumption 1. Choose o2, = % 03 = %22(1@7 and T = <n%> )
Then Algorithm 2 is (e,0)-DP. Further, if we choose ng = m, N = ﬁ, and

T~ \//ﬂ)w A (By + Bowkow) + B, D?]enmin <L9\l/%’ Bewaxw/nwdw>’ then

E|ve(@dr)| < \/A<I> (Bo + Bowkiow)kw + Kuwl3g,D?) [Le do In(1/0) (6"“”\/@) Lo/ 111(1/5)]

en B en
. 1{7;;@} ( 2 ﬁwﬁng%,> .

B2
In particular, if m > min enLg enLoy/Fw
p 7 f <\/d9fiw [A¢(69+69w’{9w)+63wD2], Bewﬁw\/d“’ﬁw [Aq) (59+ﬁ9w59w)+63wD2] ’
then

EHV@(GT H2 < \//iw Ag(Bo + Bowkow) -l-ﬁZ DQ] ( 6(1/6 ) (L \/74- <59wﬁ\u{%> Lw\/%> .
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The proof of Theorem 10 will require several technical lemmas. These technical lemmas,
in turn, require some preliminary lemmas, which we present below.
We begin with a refinement of Lemma 4.3 from Lin et al. (2020):

Lemma 11 Grant Assumption 1. Then ® is 2(8p + Powkow)-smooth with V®(0) =
VoF(0,w*(0)), and w*(-) is ky-Lipschitz.

Proof The proof follows almost exactly as in the proof of Lemma 4.3 of Lin et al. (2020),
using Danskin’s theorem, but we carefully track the different smoothness parameters with
respect to w and € (and their units) to obtain the more precise result. |

Lemma 12 (Lei et al. (2017)) Let {ai}e[n) be an arbitrary collection of vectors such
that 3", a; = 0. Further, let S be a uniformly random subset of [n] of size m. Then,

Ly

leS

-m 1g 2 _ Lm<n) | 2
= T 2 fal” < 2 Yl
I=1 I=1

Lemma 13 (Co-coercivity of the gradient) For any 5-smooth and convez function g,
we have

[Vg(a) = Vg(0)|* < 26(g(a) - g(b) —{g(b),a — b)),

for all a,b e domain(g).

Having recalled the necessary preliminaries, we now provide the novel technical ingre-
dients that we’ll need for the proof of Theorem 10. The next lemma quantifies the progress
made in minimizing ® from a single step of noisy stochastic gradient descent in 6 (i.e. line
4 of Algorithm 2):

Lemma 14 For allt € [T], the iterates of Algorithm 2 satisfy

E®(0)) < ®(0h-1) = (5 =280 + Bouriow)ni ) EIVR(6,-1)]?

+ (4 2080 + Bourou EIVR(Br 1) ~ VoF (Bur, we1) )

2 2 4L§
+ (BoBowriow)ny | doog + - Lim<ny )5

conditional on 0;_1,wi_q.

Proof Let us denote § := %2111 Vof(0i—1,wi—1;2;) + w1 := g+ wp—1, so O = 6,1 —
npg- First condition on the randomness due to sampling and Gaussian noise addition. By
smoothness of ® (see Theorem 11), we have

D(0y) < ©(1-1) — 16<F, V(0e—1)) + (By + Bowrow)ny 3]
= ®(0r—1) — 9| VP (01—1)|> — no(G — VP(01—1), VO (1)) + (B + Bowrew)ni | 7]
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Taking expectation (conditional on 6;_1,w;_1),

E[®(6:)] < (6:-1) — 1| VO(0r—1)|* — 0oV F (01, wi—1) — VO(0; 1), VO(6:-1))
+ (B + Bowtow)ns [doog + Elg — VoF (0—1, we1)|* + [VoF (0i—1, wi—1)[?]
< ®(0i—1) — no| VR(0—1) | — 1oV o F (-1, we—1) — VO(0i—1), VE(61-1))

[ 412
+ (/89 + B@wRGw)ng deﬂg + Wel{m<n} + ‘VBF(Ht—lawt—l)z]
< ®(0p—1) — 0o VR(0—1) | — 1o(VoF (-1, we—1) — VO(0i—1), VE(6:—1))
o o 4L 2 2|
+ (Bo + Bowkiow)1l | dooy + = Lim<n) + 2[VoF (-1, w—1) = VE(Or-1)[" + 2[V2(0e-1)]

®(0;—1) — 1o V(6:—1)]* + % [IV®(0:—1) — VoF (611, we—1)|* + [V (6:—1)[?]

: L :
+ (Bo + Bowkiow)ns | Aoy + —ELimany + 2 VoF (Br1,wi-1) = VO(Or1)|* + 2] V(0r1)?

©(0-1) — (5 = 2080 + Bouron)} ) [VO(0,1)]?

+ (29 + 2(59 + Bﬂw/{ﬂw)ne) HV(I)(et*ﬂ B VGF(etil’wtil)w

5 412
+ (By + Bowkow)ms | doog + —2 ]l{m<n}

In the first inequality, we used the fact that the Gaussian noise has mean zero and is
independent of (6;—1,w;—1, %), plus the fact that Eg = VyF(0;—1,w;—1). In the second
inequality, we used Theorem 12 and Lipschitz continuity of f. In the third and fourth
inequalities, we used Young’s inequality and Cauchy-Schwartz. |

For the particular 7y prescribed in Theorem 10, we obtain:

Lemma 15 Grant Assumption 1. Ifng =
satisfy (Vt =0)

m, then the iterates of Algorithm 2

3 5 4L2
E2(641) <E [wt) = 5ol R ()] + g <ﬁgww*(9t) wil* + dgor + - ﬂ{m}ﬂ

Proof By Theorem 14, we have

B®(0111) < E(0) — ("2 — 2(5p + Bpuriou )i ) EIVD(0,)

4L%
+ (5 + 2038 + BourouJEIV(6:) = VoF (61, w)|2) + (BoBourou )i (dgoz + m“’ﬂ{m})

3 5 412
< E®(6;) — §779]E||Vq’(9t)|\2 + g [E|V<I>(9t) — VoF (0, wy)|* + dgo + ,rneﬂ{m<n}:|

3 5 412
<E®(0:) - gﬁoEHV‘I’(@)HQ + g [ﬁgwElw*(Gt) — wy|? + dgog + ?ne]l{m<n}j| :
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In the second inequality, we simply used the definition of 79. In the third inequality, we
used the fact that V®(0;) = Vo F(0:, w*(0:)) (see Theorem 11) together with Assumption 1
(part 3). [ |

Next, we describe the progress made in the w; updates:

Lemma 16 Grant Assumption 1. If n, = B%U’ then the iterates of Algorithm 2 satisfy

(Vt=0)

1 2 [4L2
Elw*(0p41) — wesa|* < (1 To. T 4’%5310773/331[;) Elw* () — we|* + B2 ( 1 i<y + duoy, )

+ 4nw/<;§wng (EHV@(Gt)HQ + dgag) )

Proof Fix any t and denote &; := E|w*(0;) — w;|? := E|w* — w|?>. We may assume
without loss of generality that f(6,:;2) is u-strongly conver and that w11 = Ihy[w —
B% (% S Ve f (0, wis 2) + vy)] = Ihy[wy — ,B%U (Vh(wy) + vy)] = yyl|w, — th(wt)].
Now,

1. 2
Ejuwisr — w|? = B ]nw[wt - ﬁ*wm)] o

w

<E|

1 -
wy — ?Vh(wt) —w*

w

2 -
— Elwr — w*? + — [E|VA(w)[? + duwo?] - 5 E <wt —w*, Vh(wt)>

5
< Eljwy — w*H2

L [EIVAw)|? + duo?] - E|F(01,wi) = F(0rw*) + Sy — w

82 5w
E|Vh(w)[?  duwos

<5, (“éi)‘gwla[ (e, we) = F(6r w™)] + ——5—— + ="

Further,

E[Vh(wy)|* = E[[VA(we) = VuF (0, we) |* + [V F (01, wr) ]

4L2 2
< ﬂ{m<n} + EHVwF(Qta wt)H

2
g]1{m<n} + 2Bu[F (01, we) — F (0, w*(61))],

using independence and Theorem 12 plus Lipschitz continuity of f in the first inequality
and Theorem 13 (plus Assumption 1 part 5) in the second inequality. This implies

1 1 412
w
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Therefore,

41 = E|wis1 — w*(0;) + w*(0y) — w* (041

Elwes1 — w*(60)? + 2xuEfw* (6) — w* (Br41)|?

2 412
5 + — | dwos + Wﬂ{mm} + 26 B w* (6;) — w*(0;11)]

b
Rw w L |
1 2 [ 412 1
<1 + 1 (1 - K;,w> (575 + 29 dwO',?U + Wﬂ{m<n} + 2I€wl€§w]EHOt — 9t+1H2
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by Young’s inequality, (7), and Theorem 11. Since (1 + ﬁ) (1 — i) <1- i, we
obtain
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|

412

2 ’LU
[%ﬁﬁ- nm@4+%w%mHVMwP+@ﬁL

ﬁ?

as desired. u

1
5t+1 (1 — 42 + 4/4’“—}'%9107796910) (St +
K

We are now prepared to prove Theorem 10.

Proof [Proof of Theorem 10] Privacy: This is an easy consequence of Theorem 1 in
Abadi et al. (2016) (with precise constants obtained from the proof therein, as in Bassily
et al. (2019)) applied to both the min (descent in ) and max (ascent in w) updates.
Unlike Abadi et al. (2016), we don’t clip the gradients here before adding noise, but the
Lipschitz continuity assumptions (Assumption 1 parts 1 and 2) imply that the ¢>-sensitivity
of the gradient updates in lines 4 and 5 of Algorithm 2 are nevertheless bounded by 2Lg/m
and 2L,,/m, respectively. Thus, Theorem 1 in Abadi et al. (2016) still applies.
Convergence: Denote ¢ :=1 — ﬁ + Ak, a0, & = E|w*(0;) — w|?, and

2 (412
C, = 52 ( Lneny + dwo? ) + Ak kb, (EHVQD(@)HQ + dgag) ,

so that Theorem 16 reads as
0t < (6p—1 + C—1 (8)
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for all t € [T]. Applying (8) recursively, we have

t—1
0 < (G0 + ) Crjrl?
j=0

< D% + kw3, e Z SRV (6)))?

= N[ 2 (4L
+ (2 Ct_l_J) {52 ( — L eny + dyo?, ) + 4/{wﬁ§wngd003] .
j=0

w

Combining this inequality with Theorem 15, we get

3 5| 5 , AL}
E®(0;) <E | ®(0;—1) — gm)HV@(Gt_OH + g7 do0 + — = Lim<n)

5 =N
. 8n953w{CtD2 A, 3 IRV (0;)
Z

= N[ 2 /4L
+ (2 Ct_l_]> {52 ( — L eny + dyo?, > + 4/%%;3“)773(1903] }

Jj=0

Summing over all ¢ € [T'] and re-arranging terms yields

3 & 5 412 I
E®(07) < ®(0) — 37 Z E|V®(6,-1)]* + §779T <d60,52 + ma]l{m<n}> + neﬁaw (Z ) D?
t=1 t=1
T -1

+ A3 Bk, Y, . ¢RIV E(6;))?

t=14j=0
T t—1 9
5 s 2 (4L
+ 3 (Z Z Ct ! j) Ueﬂgw [2 ( mw ]l{m<n} + dwa > + 4Hngwn3d903:| .

Now, ( <1— m, which implies that

Z ¢" < 4Ky and
t=
T t—1
DI <R, T
t=1;=0

—_

Hence

() —E®(07)] 5 412 752 D2k,
— Y E|V®(9)]? < 3l S dyo? + —21
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Since 1382, K2 K2, < ﬁ, we obtain

dgL3TIn(1/5) 1

A JAN Y
E[V(0r)|* £ =5 (B0 + Bowriow) +

ngDz R
—

kB La, ) " KB, L2, dyT In(1/6)

—1 Lj
e (15 28 Ben?

€2n?
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Our choice of T then implies

EIVO(0r)|® < /Do (Bo + Bowroun)in + huByD?) [LGW i (Pl Lo/ 0(1/0) ]

. 1{7;@@} <L§ N ﬂwﬁngi> '

B

Finally, our choice of sufficiently large m yields the last claim in Theorem 10. |

E.2. Proof of Theorem 5

Theorem 5 is an easy consequence of Theorem 9, which we proved in the above subsection:

Theorem 17 (Re-statement of Theorem 5) Assume the loss function ((-, x,y) and F(z,-)
are Lipschitz continuous with Lipschitz gradient for all (z,y), and ]35(7“) =p>0Vre
[k]. In Algorithm 1, choose W to be a sufficiently large ball that contains W*(0) :=
argmaxyy ﬁ(@, W) for every 0 in some neighborhood of 6* € argming maxyy, ﬁ(@, W). Then
there exist algorithmic parameters such that the (e,0)-DP Algorithm 1 returns O with

/max(dg, k1) In(1 /5))

E|VFERMI(67)|? = © <

en
treating D = diameter(W), A, p, I, and the Lipschitz and smoothness parameters of £ and
F as constants.

Proof By Theorem 9, it suffices to show that f(0,W;z;) := £(0,z;,vy;) + A@i(G,W)
is Lipschitz continuous with Lipschitz gradient in both the # and W variables for any
zi = (zi,vi, 8;), and that f(0,-;z;) is strongly concave. We assumed ¢(-, z;,y;) is Lipschitz
continuous with Lipschitz gradient. Further, the work of Lowy et al. (2022) showed that
(0, z) is strongly concave. Thus, it suffices to show that ;(0, W) is Lipschitz continuous
with Lipschitz gradient. This clearly holds by Lemma 7, since F(z, -) is Lipschitz continuous
with Lipschitz gradient and W € W is bounded. |

Appendix F. Numerical Experiments: Additional Details and Results
F.1. Measuring Demographic Parity and Equalized Odds Violation

We used the expressions given in (9) and (10) to measure the demographic parity violation
and the equalized odds violation respectively. We denote ) to be the set of all possible
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output classes and S to be the classes of the sensitive attribute. P[E] denotes the empirical
probability of the occurrence of an event E.

max _|P[g =y|s = s1] — P[§ = y'|s = s2]| 9)
y'€),s1,526S

max max(|P[j =¢|s = s,y =y]— Pl =y|s = 52,y = ]|,
y'e),s1,52€S (10)

Pl =y|s=s1,y#y]—Plg=1|s =s2,y #¥]|)

F.2. Tabular Datasets
F.2.1. MODEL DESCRIPTION AND EXPERIMENTAL DETAILS

Demographic Parity: We split each dataset in a 3:1 train:test ratio. We preprocess the
data similar to Hardt et al. (2016a) and use a simple logistic regression model with a sigmoid
output O = o(Wz+b) which we treat as conditional probabilities p(y = i|z). The predicted
variables and sensitive attributes are both binary in this case across all the datasets. We
analyze fairness-accuracy trade-offs with four different values of € € {0.5,1,3,9} for each
dataset. We compare against state-of-the-art algorithms proposed in Tran et al. (2021a)
and (the demographic parity objective of) Tran et al. (2021b). The tradeoff curves for DP-
FERMI were generated by sweeping across different values for A € [0,2.5]. The learning
rates for the descent and ascent, 1y and 7,,, remained constant during the optimization
process and were chosen from [0.005,0.01]. Batch size was 1024. We tuned the ¢» diameter
of the projection set W and #-gradient clipping threshold in [1, 5] in order to generate stable
results with high privacy (i.e. low €). Each model was trained for 200 epochs. The results
displayed are averages over 15 trials (random seeds) for each value of e.

Equalized Odds: We replicated the experimental setup described above, but we took /5
diameter of W and the value of gradient clipping for € to be in [1,2]. Also, we only tested
three values of € € {0.5, 1, 3}.

F.2.2. DESCRIPTION OF DATASETS

Adult Income Dataset: This dataset contains the census information about the individ-
uals. The classification task is to predict whether the person earns more than 50k every
year or not. We followed a preprocessing approach similar to Lowy et al. (2022). After
preprocessing, there were a total of 102 input features from this dataset. The sensitive
attribute for this work in this dataset was taken to be gender. This dataset consists of
around 48,000 entries spanning across two CSV files, which we combine and then we take
the train-test split of 3:1.

Retired Adult Income Dataset: The Retired Adult Income Dataset proposed by Ding
et al. (2021) is essentially a superset of the Adult Income Dataset which attempts to counter
some caveats of the Adult dataset. The input and the output attributes for this dataset is
the same as that of the Adult Dataset and the sensitive attribute considered in this work
is the same as that of the Adult. This dataset contains around 45,000 entries.
Parkinsons Dataset: In the Parkinsons dataset, we use the part of the dataset which
had the UPRDS scores along with some of the features of the recordings obtained from
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individuals affected and not affected with the Parkinsons disease. The classification task
was to predict from the features whether the UPDRS score was greater than the median
score or not. After preprocessing, there were a total of 19 input features from this dataset
and the sensitive attribute for this dataset was taken to be gender. This dataset contains
around 5800 entries in total. We took a train-test split of 3:1.

Credit Card Dataset: This dataset contains the financial data of users in a bank in
Taiwan consisting of their gender, education level, age, marital status, previous bills, and
payments. The assigned classification task is to predict whether the person defaults their
credit card bills or not, essentially making the task if the clients were credible or not. We
followed a preprocessing approach similar to Lowy et al. (2022). After preprocessing, there
were a total of 85 input features from this dataset. The sensitive attribute for this dataset
was taken to be gender. This dataset consists of around 30,000 entries from which we take
the train-test split of 3:1.

UTK-Face Dataset: This dataset is a large scale image dataset containing with an age
span from 0 to 116. The dataset consists of over 20,000 face images with details of age,
gender, and ethnicity and covers large variation in pose, facial expression, illumination,
occlusion, resolution. We consider the age classification task with 9 age groups similar to
the experimental setup in Tran et al. (2022). We consider the sensitive attribute to be the
ethnicity which consists of 5 different classes.

F.2.3. DEMOGRAPHIC PARITY

Adult Results: See Fig. 6 for complete results on Adult data set.

Retired Adult Results: See Fig. 7 for our results on Retired Adult Dataset. The results
are qualitatively similar to the reusults reported in the main body: our algorithm (DP-
FERMI) achieves the most favorable fairness-accuracy tradeoffs across all privacy levels.

Credit Card Results: See Fig. 8 for our results on Credit Card Dataset. DP-FERMI
offers superior fairness-accuracy-privacy profile compared to all applicable baselines.

Additional Results for Parkinsons Dataset: More results for Parkinsons are shown
in Fig. 9. DP-FERMI offers the best performance.

F.2.4. EQuaLIZED ODDS

Equalized Odds Variation of DP-FERMI Algorithm: The (FERMI obj.) minimizes
the Exponential Renyi Mutual Information (ERMI) between the output and the sensitive
attributes which essentially leads to a reduced demographic parity violation. The equalized-
odds condition is more constrained and enforces the demographic parity condition for data
grouped according to labels. For the equalized-odds, the ERMI between the predicted and
the sensitive attributes is minimized conditional to each of the label present in the output
variable of the dataset. So, the FERMI regularizer is split into as many parts as the number
of labels in the output. This enforces each part of the FERMI regularizer to minimize the
ERMI while an output label is given/constant. Each part has its own unique W that is
maximized in order to create a stochastic estimator for the ERMI with respect to each of
the output labels.
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Figure 6: Private, Fair (Demographic Parity) logistic regressmn?)n Adult Dataset.

Adult Results: Results for the equalized odds version of DP-FERMI on Adult dataset
are shown in Fig. 10. Our approach outperforms the previous state-of-the-art methods.

Retired Adult Results: (Initial) Results for the equalized odds version of DP-FERMI
on the retired-adult dataset are shown in Fig. 11. Our approach outperforms Tran et al.
(2021b) and we are currently tuning our non-private and/or non-fair versions of our models
along with Jagielski et al. (2019).

F.3. Image Dataset (UTK-Face)

We split the dataset in a 3:1 train:test ratio. Batch size was 64. 128 x 128 normalized
images were used as input for our model. We tuned the ¢y diameter of W and the value
of gradient clipping for 6 to be in [1,2] and learning rates for the descent and ascent, 7y
and 7, remained constant during the optimization process and were chosen as 0.001 and
0.005 respectively. We analyze the fairness-accuracy trade-offs with five different values of
e € {10,25,50,100,200}. The results displayed were averaged over observations obtained
from 5 different randomly chosen seeds on each configuration of € and a dataset. Each model
was trained for 150 epochs. The tradeoff curves for this set of experiments were obtained
by sweeping across different values for A € [0,500]. Complete results are given in Fig. 12.
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Figure 7: Private, fair logistic regression on the Retired Adult Dataset

Appendix G. Societal Impacts

In this paper, we considered the socially consequential problem of privately learning fair
models from sensitive data. Motivated by the lack of scalable private fair learning methods
in the literature, e developed the first differentially private (DP) fair learning algorithm that
is guaranteed to converge with small batches (stochastic optimization). We hope that our
method will be used to help companies, governments, and other organizations to respon-
sibly use sensitive, private data. Specifically, we hope that our DP-FERMI algorithm will
be useful in reducing discrimination in algorithmic decision-making while simultaneously
preventing leakage of sensitive user data. The stochastic nature of our algorithm might
be especially appealing to companies that are using very large models and datasets. On
the other hand, there are also some important limitations of our method that need to be
considered before deployment.

One caveat of our work is that we have assumed that the given data set contains fair
and accurate labels. For example, if gender is the sensitive attribute and “likelihood of
repaying a loan” is the target, then we assume that the training data accurately describes
everyone’s financial history without discrimination. If training data is biased against a
certain demographic group, then it is possible that our algorithm could amplify (rather
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Figure 9: Private, Fair (Demogrpahic Parity) Logistic regression on Parkinsons Dataset

than mitigate) unfairness. See e.g. Kilbertus et al. (2020); Bechavod et al. (2019) for
further discussion.
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Figure 10: Results obtained for applying DP-FERMI with equalized odds violation on lo-
gistic regression on the Adult Dataset
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Figure 11: Results obtained for applying DP-FERMI with equalized odds violation on lo-
gistic regression on the Retired Adult Dataset

Another important practical consideration is how to weigh /value the different desiderata
(privacy, fairness, and accuracy) when deploying our method. As shown in prior works
(e.g., Cummings et al. (2019)) and re-enforced in the present work, there are fundamental
tradeoffs between fairness, accuracy, and privacy: improvements in one generally come at a
cost to the other two. Determining the relative importance of each of these three desiderata
is a critical question that lacks a clear or general answer. Depending on the application,
one might be seriously concerned with either discrimination or privacy attacks, and should
calibrate € and A accordingly. Or, perhaps very high accuracy is necessary for a particular
task, with privacy and/or fairness as an afterthought. In such a case, one might want to
start with very large ¢ and small A to ensure high accuracy, and then gradually shrink e
and/or increase A to improve privacy/fairness until training accuracy dips below a critical
threshold. A thorough and rigorous exploration of these issues could be an interesting
direction for future work.
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Figure 12: DP-FERMI on a Deep CNN for Image Classification on UTK-Face
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