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Abstract

This paper studies stochastic processes under probability bounding, using nonstandard conditional lower previsions within the framework of internal set theory. Following Nelson’s approach to stochastic processes, we introduce elementary processes which are defined over a finite number of time points and that serve to approximate any standard process, including processes over continuous time. We show that every standard process can be represented by an elementary process, and that the shadow of every elementary process constitutes again a standard process. We then move to demonstrate how elementary processes can be used to define imprecise Markov chains both in discrete and continuous time. To demonstrate the benefits and downsides of this approach, we show how to recover some basic results for continuous time Markov chains through analysis of a nonstandard elementary process.
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1. Introduction

The theory of imprecise Markov chains has been an active area of research and applications for nearly two decades [15, 2, 13, 3, 1, 6]. Moving from discrete time to continuous time however presents an analytical challenge, similar to the challenges encountered for precise stochastic processes. Nelson [9] developed an approach to stochastic processes based on internal set theory, which simplifies the analysis of continuous time, by introducing the notion of nearby stochastic processes, which comprise nonstandard discrete representations of continuous time processes that can be used to study continuous time processes in a far more algebraic manner, with fewer technicalities involved, at the expense of nonstandard logic.

This paper aims to explore Nelson’s ideas as applied to stochastic processes described by probability bounding, or more precisely, by Williams coherent lower previsions. We introduce a Nelson-inspired approach to representing arbitrary imprecise stochastic processes by means of elementary (discrete) ones. As applications, we state a basic definition for imprecise Markov chains which covers both discrete and continuous time simultaneously, and we recover a standard result from imprecise continuous time Markov chains using simple algebraic means via Nelson’s nonstandard logic. In doing so, we find (see Definition 17) that imprecise continuous time Markov chains can be defined as an envelope of precise processes that need not be ‘well behaved’ (with ‘well behaved’ in the sense of [6]), thereby making a modest generalisation to the existing theory.

Section 2 gives a brief introduction to internal set theory. Section 3 states a few useful results on convergence within internal set theory. Section 4 defines stochastic processes, and Section 5 studies discrete representations of such processes. Section 6 briefly touches upon how convergence within such discrete representations can be handled. Section 7 applies the theory to imprecise Markov chains, with Section 8 focusing on the continuous case, where we recover the well-known expression for the expectation in terms of the exponential of the lower rate operator. Section 9 concludes.

2. Internal Set Theory

In this section, we give a brief introduction to internal set theory. For a more in-depth treatment, we refer to for instance [8, 9, 4, 10].

2.1. Basic Concepts

In a nutshell, internal set theory:

• introduces a new predicate for sets, called ‘standard’ (so, each set can be either standard or not; one could imagine that each set now carries a colour, ‘standard’ or ‘not standard’), and

• extends ZFC (the axioms of Zermelo-Fraenkel set theory plus the axiom of choice) by three new axiom schemata which govern the use of the predicate ‘standard’.

Formulae that use ‘standard’ (such as “there is a standard natural number”) are called external, and those that do not (such as “one is larger than zero”) are called internal. All ZFC axioms are internal formulae, and all of mathematics that follows from ZFC is internal.

We note that, in ZFC, every object is a set, including numbers, functions, etc. For instance, a function is identified
with its graph, i.e. in ZFC, a function \( f : X \to Y \) is a subset of \( X \times Y \) such that for each \( x \in X \) there is a unique \( y \in Y \) such that \((x, y) \in f\). So, since functions are sets, we can also talk about them being standard or not, and we will do so regularly in what follows.

Finally, we emphasize that the ZFC axiom of specification is not extended to external formulae, as doing so would lead to an inconsistent theory. This means that we cannot form sets using external formulae, and doing so is called illegal set formation. For example, we cannot form the set \( \{ n \in \mathbb{N} : n \text{ is standard} \} \), since ‘\( n \) is standard’ involves the predicate ‘standard’ and is therefore external. However, we can use nonstandard parameters to form sets. For example, we can form the set \( \{ n \in \mathbb{N} : n \leq N \} \) for some nonstandard \( N \in \mathbb{N} \). This works because the formula \( n \leq N \) is internal.

Next, we cover each of the three new axioms, interspersed with some important results that will be used in the remainder of the paper.

### 2.2. Transfer

We start with the **transfer principle**, which states that for every internal formula \( A(x, t_1, \ldots, t_k) \) with free variables \( x, t_1, \ldots, t_k \) (and no other free variables) we have that

\[
\forall^{\mathbb{I}} t_1 \cdots \forall^{\mathbb{I}} t_k (\forall^\mathbb{I} x : A(x, t_1, \ldots, t_k)) \implies \forall x : A(x, t_1, \ldots, t_k)
\]  

(1)

Here, we used ‘\( \forall^\mathbb{I} \ldots \)’ as an abbreviation for ‘\( \forall x (x \text{ standard} \implies \ldots) \)’. We also have a dual version of transfer:

\[
\forall^{\mathbb{I}} t_1 \cdots \forall^{\mathbb{I}} t_k (\exists^\mathbb{I} x : A(x, t_1, \ldots, t_k)) \implies \exists x : A(x, t_1, \ldots, t_k)
\]  

(2)

where we used ‘\( \exists^\mathbb{I} \ldots \)’ as an abbreviation for ‘\( \exists x (x \text{ standard} \land \ldots) \)’.

For example, for every standard function \( f \) and standard \( x \) in the domain of \( f \), it follows that \( f(x) \) is standard. Indeed,

\[
\forall f : X \to Y \forall x \in X \exists y \in Y : f(x) = y
\]  

(3)

implies, by transfer (provided \( X \) and \( Y \) are standard),

\[
\forall f : X \to Y \forall^\mathbb{I} x \in X \exists^\mathbb{I} y \in Y : f(x) = y
\]  

(4)

As yet another important example, if there is a unique \( x \) such that some internal formula \( A(x, t_1, \ldots, t_k) \) holds, then, provided \( t_1, \ldots, t_k \) are standard, it follows that \( x \) must be standard. Consequently, all sets used in conventional mathematics, such as \( \mathbb{N}, \mathbb{R}, 0, 1, \pi, \log, \exp, \sin, \ldots \) are all standard, because they can be uniquely characterized by internal formulae. For instance, one of the ZFC axioms states that there is a unique set \( \emptyset \) such that “\( \forall x : x \not\in \emptyset \)”, so \( \emptyset \) is standard because “\( \forall x : x \not\in \emptyset \)” is internal. From the ZFC axioms, one can show that there is a unique set \( N \) satisfying

\[
N = \cap \{ X : (\emptyset \in X \land (\forall x \in X : x \cup \{ x \} \in X)) \}
\]  

(5)

This unique set \( N \) must be standard because this formula is internal and \( \emptyset \) is a standard parameter; \( N \) is the set of natural numbers \( \mathbb{N} \), where \( 0 \) is identified with \( \emptyset \), \( 1 \) with \( \emptyset \cup \{ \emptyset \} \), and so on [11, §1.47, p. 31]. So we have shown that \( \mathbb{N} \) is standard, and that \( 0 \) is standard. But we know that every natural number has a unique successor:

\[
\forall n \in \mathbb{N} : \exists! m \in \mathbb{N} : m = n + 1
\]  

(6)

so by transfer,

\[
\forall^\mathbb{I} n \in \mathbb{N} : \exists!^\mathbb{I} m \in \mathbb{N} : m = n + 1
\]  

(7)

or in other words, if \( n \) is standard then its successor \( n + 1 \) is also standard.

Interestingly, these observations do not imply that all elements of \( \mathbb{N} \) are standard, and therefore do not exclude the existence of nonstandard elements in \( \mathbb{N} \). At first, this may seem counterintuitive. However, as we shall see next, we can do this because we do not extend the axiom of specification to external formulae.

### 2.3. Idealisation

The axiom of idealisation is somewhat involved, however for the purpose of this paper, we really only need a few consequences of this axiom [8, Theorems 1.1 & 1.2]. Before we state these consequences, we remind the reader that we say that a set \( A \) is **finite** whenever there is a natural number \( n \in \mathbb{N} \) and a bijection between \( A \) and the set \( \{ m \in \mathbb{N} : m < n \} \) [11, §2.16]. This is the usual definition that most readers will be familiar with, and we want to emphasize here that nothing is changed about what it means for a set to be finite.

**Theorem 1** All elements of a set \( A \) are standard if and only if \( A \) is a finite standard set.

**Theorem 2** For every set \( A \), there is a finite subset \( B \) of \( A \) such that \( B \) contains all standard elements of \( A \).

Remember that every object in ZFC is a set (including numbers, functions, etc.), so every element of a set is also a set, thus it makes sense to talk about the standard elements of a set.

As an obvious consequence, there is a finite subset of \( \mathbb{N} \) containing all standard elements of \( \mathbb{N} \). Let \( N \) denote the maximum of this set. Then \( N + 1 \) must be nonstandard. In fact, \( N \) must also be nonstandard, since if it were standard, we would conclude that its successor \( N + 1 \) would be standard too (by the proof given earlier).
So, if we depict \( \mathbb{N} \), we have all standard naturals on the left (starting from 0), and all nonstandard naturals on the right, but we cannot say where the nonstandard naturals start as we are forbidden from forming the largest standard natural. Indeed, ‘n is standard’ is an external formula, and we are disallowed from forming the set of all standard naturals. At first this seems limiting. However, the idea that we cannot form certain sets turns out to be a very useful fact that can be used in proofs.

Let us now investigate the structure of \( \mathbb{R} \) within internal set theory. We say that \( x \in \mathbb{R} \) is infinitesimal, and write \( x \approx 0 \), if for all standard \( n \in \mathbb{N} \) we have that \( |x| \leq \frac{1}{n} \). We write \( x \approx y \) if \( x - y \approx 0 \). We say \( x \in \mathbb{R} \) is unlimited if for all standard \( n \in \mathbb{N} \) we have that \( |x| \geq n \). We write \( x \sim \infty \) if \( x \) is unlimited and positive. We saw that naturals are unlimited if and only if they are nonstandard. However, whilst every unlimited real is nonstandard, as we will see shortly, not all limited reals are standard (for instance, \( x + \epsilon \) for standard \( x \) and infinitesimal \( \epsilon \neq 0 \)).

Before we move on, now is perhaps a good time to reflect on Theorem 2. This theorem applies to every set, regardless of its cardinality: \( \mathbb{N}, \mathbb{Q}, \mathbb{R}, \mathbb{R}^2 \), etc. To aid with intuition, ‘standard’ is sometimes understood to mean ‘at any stage we will ever compute. If we assume humanity will perish one day, this collection is finite, though unimaginably large. Similarly, the collection of reals that will ever be uniquely defined’ [4, §1.1.1, p. 2]. For example, take the collection of standard rationals to be the collection of all rationals that humanity can only write finitely many internal formulae. Idealization abstracts this idea. In general, if a set \( A \) is infinite, then one can easily show that any finite set \( B \) containing all standard elements of \( A \) must necessarily have nonstandard cardinality, i.e. though finite, \( B \) will be unimaginably large, as desired.

2.4. Standardisation

Finally, we have the standardisation principle. As with idealisation, this axiom is quite involved, and here we will only state its main consequences that we need further. We already said that every unlimited real is nonstandard. To complete the picture of the reals, the following result follows from the standardisation principle [8, Theorem 1.4]:

**Theorem 3** For every limited real \( x \) there is a unique standard real \( y \), called the shadow of \( x \), such that \( x \approx y \).

There is also a more general version of this theorem that applies to real-valued functions (the formulation here is a special case of [8, Theorem 1.3]):

---

1We might say more precisely, ‘uniquely defined using an explicitly written internal formula’.

---

**Theorem 4** Assume \( X \) is standard, and let \( f : X \to \mathbb{R} \) be a function (standard or nonstandard) such that for every standard \( x \in X \), we have that \( f(x) \) is limited. Then there is a unique standard function \( f_0 : X \to \mathbb{R} \), called the shadow of \( f \), such that for all standard \( x \in X \) we have that \( f(x) \approx f_0(x) \).

Together with Theorem 2, this theorem permits us to use nonstandard functions on finite domains to represent standard functions on arbitrary domains. We thus arrive at the following generalization of Theorem 4:

**Theorem 5** Assume \( X \subseteq X_0 \) where \( X_0 \) is standard and such that \( X \) and \( X_0 \) have the same standard elements. Let \( f : X \to \mathbb{R} \) be a function such that for every standard \( x \in X \), we have that \( f(x) \) is limited. Then there is a unique standard function \( f_0 : X_0 \to \mathbb{R} \), called the shadow of \( f \), such that for all standard \( x \in X \) we have that \( f(x) \approx f_0(x) \).

**Proof** Define \( g : X_0 \to \mathbb{R} \) as follows: \( g(x) := f(x) \) for all \( x \in X \), and \( g(x) := 0 \) for all \( x \in X_0 \setminus X \). Note that \( g(x) \) is limited for all standard \( x \in X_0 \). By Theorem 4, \( g \) has a shadow, say \( f_0 \), and for this shadow we have that \( f(x) = g(x) \approx f_0(x) \) for all standard \( x \in X \).

To prove uniqueness, let \( f'_0 : X_0 \to \mathbb{R} \) be any other standard function such that \( \forall x \in X : f(x) \approx f'_0(x) \). By the previous part of the proof, we already know that \( \forall x \in X : f(x) \approx f_0(x) \). So,

\[
\forall x \in X : f_0(x) \approx f(x) \approx f'_0(x) \tag{8}
\]

but, since \( f_0 \) and \( f'_0 \) are standard, it follows that \( f_0(x) \) and \( f'_0(x) \) are also standard for all standard \( x \in X \), so

\[
\forall x \in X : f_0(x) = f'_0(x) \tag{9}
\]

Now note that \( \forall x \in X \) is the same as \( \forall x \in X_0 \). Since the formula is internal, we can apply transfer to conclude that \( f_0(x) = f'_0(x) \) for all \( x \in X_0 \), establishing uniqueness.

For example, let \( X_0 = \mathbb{N} \) and \( X = \{0, \ldots, 2N\} \) for some nonstandard \( N \in \mathbb{N} \). The shadow of the function \( f(n) := 1/n \) for \( n \in \{0, \ldots, N\} \) and \( f(n) := n \) for \( n \in \{N + 1, \ldots, 2N\} \) is the function \( f_0(n) = 1/n \) for \( n \in \mathbb{N} \), because \( f_0 \) is standard (as it is defined using an internal formula) and \( f(n) = f_0(n) \) for all standard \( n \in X \). Note that the shadow of \( f \) does not depend on the choice of \( N \): different functions can have the same shadow.

In Section 4 and further, we will use Theorem 5 to represent continuous time processes through discrete time ones.

3. Convergence of Sequences

The next two results are canonical; for instance see [10, Theorems 3.4.1 & 3.4.9(b)].
Lemma 6  For every standard sequence \((x_n)_{n \in \mathbb{N}}\),
\[
\lim_{n \to \infty} x_n = 0 \iff (\forall n \sim \infty: x_n \approx 0) \quad (10)
\]

Lemma 7 (Robinson’s Lemma)  For every sequence \((x_n)_{n \in \mathbb{N}}\),
\[
(\forall n: x_n \approx 0) \iff (\exists N \sim \infty: \forall n \leq N: x_n \approx 0) \quad (11)
\]

We will also need the next result later, which allows us to study the limit of a standard sequence from a ‘nearby’ nonstandard finite sequence. It resembles Robinson’s lemma (and indeed that lemma is used to prove both directions). It does not appear to be a canonical result from the literature, therefore a proof is provided.

Lemma 8  Let \((x_n)_{n \in \mathbb{N}}\) be a standard sequence, and let \((y_n)_{n \in \mathbb{N}}\) be a finite sequence for some nonstandard \(N\) such that
\[
(\forall n: x_n \approx y_n) \quad (12)
\]

Then
\[
\lim_{n \to \infty} x_n = 0 \iff \exists M \sim \infty, M \leq N: \forall n \sim \infty, n \leq M: y_n \approx 0 \quad (13)
\]

Proof  First note that by Lemma 7 applied on the sequence \(x_n - y_n\),
\[
(\exists M' \sim \infty: \forall n \leq M': x_n - y_n \approx 0) \quad (14)
\]

‘only if’. Assume \(\lim_{n \to \infty} x_n = 0\). Then, by Lemma 6,
\[
(\forall n \sim \infty: x_n \approx 0) \quad (15)
\]

By Equation (14), with \(M \coloneqq \min\{M', N\}\), the right-hand side of Equation (13) must hold.

‘if’. Assume the right-hand side of Equation (13) holds. By Equation (14), with \(M'' \coloneqq \min\{M', M\}\), we conclude that
\[
(\forall n \sim \infty, n \leq M'': x_n \approx 0) \quad (16)
\]

and consequently,
\[
(\forall n \leq M'': \forall \epsilon > 0: (|x_n| > \epsilon \implies n \ll \infty) \quad (17)
\]

Fix any standard \(\epsilon > 0\), and consider the set
\[
N_\epsilon \coloneqq \{n \in \{0, \ldots, M''\}: \forall m \in \{n, \ldots, M''\}: |x_m| \leq \epsilon\} \quad (18)
\]

This set is non-empty by Equation (16), so it has a minimum:
\[
n_\epsilon \coloneqq \min N_\epsilon \leq M'' \quad (19)
\]

and
\[
n_\epsilon = 0 \text{ or } |x_{n_\epsilon - 1}| > \epsilon \quad (20)
\]

Either way, by Equation (17), we must have that \(n_\epsilon\) is standard too. So,
\[
(\forall \epsilon > 0: \exists n_\epsilon: \forall m \in \{n_\epsilon, \ldots, M''\}: |x_m| \leq \epsilon) \quad (21)
\]

But \(\{n_\epsilon, \ldots, M''\}\) contains all standard \(m \geq n_\epsilon\), so
\[
(\forall \epsilon > 0: \exists n_\epsilon: \forall m \geq n_\epsilon: |x_m| \leq \epsilon) \quad (22)
\]

Now use transfer to conclude that \(\lim_n x_n = 0\).

In Lemma 8, though we only require that \(x_n \approx y_n\) for standard \(n\), we can say something about the limit of \(x_n\) by studying \(y_n\) for nonstandard \(n\). This is due to a phenomenon called overspill [9, pp. 18-19], and excellently demonstrates the power of nonstandard analysis.

Note that the limiting number 0 in the above results can be replaced by any standard real number \(z\), since \(\lim_n x_n = z\) if and only if \(\lim_n (x_n - z) = 0\).

4. Stochastic Processes

We are now ready to turn to the main topic of the paper.

Consider a finite state space \(X\) (for instance, \(\{1, \ldots, n\}\) for some natural number \(n\)), representing the set of values that a process can take. The state space \(X\) is fixed throughout the paper, and is assumed to be a standard finite set; this implies that its cardinality is standard, and that all of its elements are standard too (see Theorem 1). We also need a totally ordered index set \(T_0 \subseteq \mathbb{R}_+\), interpreted as a set of time points at which we can observe the state of the process.

We assume \(T_0\) to be standard.

Finally, we let \(\Omega\) denote a possibility space. Throughout, we assume that \(\Omega\) is a standard (though not necessarily finite) set. As with the state space, the possibility space is fixed throughout the paper.

Next, we fix a standard function \(\xi: T_0 \times \Omega \to X\). This function describes the time evolution of the process: given outcome \(\omega\) and time \(t\), the state of the process is \(\xi(t, \omega)\).

We aim to study discrete versions of the process, that is, we want to study the process for (usually, finite) subsets \(T\) of \(T_0\). Informally, a stochastic process on an index set \(T\) is a function \(\xi': T \times \Omega \to X\) where \(\xi' = \xi|_T\) along with some description of uncertainty on \(\Omega\) pertaining to \(\xi'\).

This paper is concerned with stochastic processes under severe uncertainty. Therefore, we will take uncertainty to be described by probability bounds rather than a probability measure. More specifically, we assume uncertainty on \(\Omega\) to be described by a coherent conditional lower prevision, with coherence in the sense of Williams [16] [17, Section 3] (see Definition 9 further). Such approach includes the usual measure theoretic approaches, and more general approaches that allow finite additivity as well as probability bounding. Before we can formally define this, we need some notation.
to adequately describe the domain of the conditional lower prevision that we will be working with. For this paper, we keep our structures intentionally simple, as this will ease the nonstandard representation further.

First, let $\mathcal{A}(T)$ denote the algebra (or field) generated by events of the form $\{\xi(t) = x\}$ for $t \in T$ and $x \in X$. For example, if $B$ is a subset of $X$ and $t \in T$ then

$$\{\xi(t) \in B\} := \{\omega \in \Omega : \xi(t, \omega) \in B\} \quad (23)$$

is an element of $\mathcal{A}(T)$, representing the event that the state at time $t$ is in $B$ (note this works for arbitrary $B \subseteq X$ because $X$ is finite).

The indicator function of an event $A$ is the function $I_A : \Omega \to \{0, 1\}$ which takes value 1 on $A$ and 0 elsewhere. By $\mathcal{L}(T)$ we denote the linear span of the set of indicator functions induced by events in $\mathcal{A}(T)$. An element of $\mathcal{L}(T)$ is called a gamble on $\xi$, or simply a gamble if the process is clear from the context. For example, if $g \in \mathbb{R}^X$ then $g(\xi(t))$ is the gamble

$$\sum_{x \in X} g(x) I_{\{\xi(t) = x\}} \quad (24)$$

Finally, we define

$$\mathcal{K}(T) := \mathcal{L}(T) \times (\mathcal{A}(T) \setminus \{\emptyset\}) \quad (25)$$

This domain is simpler but slightly larger than the one considered in [6, Definition 4.3].

The general characterisation of Williams coherence of conditional lower previsions can be found in [17, Propositions 1 & 2]. For the domain considered here, the following properties (also due to [17, p. 370]) are necessary and sufficient; for a proof see for instance [14, Thm. 13.33].

**Definition 9 (Coherence)** $\mathbb{E} : \mathcal{K}(T) \to \mathbb{R}$ is said to be coherent if for all $f, g \in \mathcal{L}(T)$, all $A, B \in \mathcal{A}(T)$ such that $\mathbb{A} \cap \mathbb{B} \neq \emptyset$, and all $\lambda \geq 0$, we have that

- $\mathbb{E}(f \mid A) \geq \inf \{f \mid A\}$
- $\mathbb{E}(f + g \mid A) \geq \mathbb{E}(f \mid A) + \mathbb{E}(g \mid A)$
- $\mathbb{E}(\lambda f \mid A) = \lambda \mathbb{E}(f \mid A)$
- $\mathbb{E}(I_{A}(f - \mathbb{E}(f \mid A \cap \mathbb{B})) \mid \mathbb{B}) = 0$

**Definition 10 (Self-Conjugacy)** We say that $\mathbb{E}$ is self-conjugate when $\mathbb{E}(f \mid A) = -\mathbb{E}(-f \mid A)$ for all $(f, A) \in \mathcal{K}(T)$.

It is known that a self-conjugate coherent lower prevision $\mathbb{E}$ is an expectation operator induced by a conditional finitely additive probability measure in the sense of Dubins [5, Section 3], and is usually denoted by $\mathbb{E}$ (without the lower bar).

We can now formally define stochastic processes:

**Definition 11** A (stochastic) process on $T$ is a coherent conditional lower prevision $\mathbb{E}$ defined on $\mathcal{K}(T)$. If $T$ is finite, then we say that the process is elementary. If $\mathbb{E}$ is self-conjugate, then we say that the process is precise.

We will show that, under certain conditions, every elementary process on $T$ can be turned into a standard one on $T_0$. To do so, first, we prove a simple yet very useful lemma:

**Lemma 12** Assume $T \subseteq T_0$ and $T$ contains all standard elements of $T_0$. Then,

$$\forall^s(f, A) \in \mathcal{K}(T_0) : (f, A) \in \mathcal{K}(T) \quad (26)$$

**Proof** Recall that $X$ is standard and finite, so all elements $x$ of $X$ are standard too (see Theorem 1).

If $A \in \mathcal{A}(T_0)$ then $A$ can be written through a finite number of unions and complements on sets of the form $\{\xi(t) = x\}$ with $t \in T_0$ and $x \in X$. If, additionally, $A$ is standard, then, by transfer, $A$ can be expressed through a standard finite number of such unions and complements, where all $t$ (and $x$) involved in these operations must be standard too. But that means that $t \in T$ for all these sets. Consequently, $A$ is generated from sets of the form $\{\xi(t) = x\}$ with $t \in T$ and $x \in X$. In other words, $A \in \mathcal{A}(T)$.

Similarly, for $f \in \mathcal{L}(T_0)$ to be standard, by transfer, it must be a standard linear combination of indicator functions of standard events in $\mathcal{A}(T_0)$. Since all those standard events are in $\mathcal{A}(T)$ by the previous part, it follows that $f \in \mathcal{L}(T)$.

To satisfy the conditions of Lemma 12, for example, if $T_0 = \mathbb{N}$, we can take $T := \{0, 1, \ldots, N\}$ for some nonstandard $N$.

**Theorem 13** Assume $T \subseteq T_0$ and $T$ contains all standard elements of $T_0$. Let $\mathbb{E} : \mathcal{K}(T) \to \mathbb{R}$ be any process. Then there is a unique standard process $\mathbb{E}_0 : \mathcal{K}(T_0) \to \mathbb{R}$, called the shadow of $\mathbb{E}$, satisfying

$$\forall^s(f, A) \in \mathcal{K}(T_0) : \mathbb{E}(f \mid A) = \mathbb{E}_0(f \mid A) \quad (27)$$

Note that the theorem needs that all standard elements in $\mathcal{K}(T_0)$ belong to $\mathcal{K}(T)$. This is guaranteed by Lemma 12.

**Proof** Since $\mathbb{E}((f \mid A)) \leq \sup (\{f\})$, it follows that $\mathbb{E}$ is limited for all standard $(f, A) \in \mathcal{K}(T)$ (because $\sup (\{f\})$ is standard, and therefore limited, for standard $f$). Therefore, there is a unique function $\mathbb{E}_0$ satisfying the conditions of the theorem by the standardisation principle (see Theorem 5).

Is the function $\mathbb{E}_0$ coherent? Indeed, for all standard $f, g \in \mathcal{L}(T_0)$, all standard $A, B \in \mathcal{A}(T_0)$ such that $A \cap B \neq \emptyset$, and all standard $\lambda \geq 0$, we have$^2$

$^2\text{We rely on some properties of infinitesimal calculus; notably for standard $a$ and $b$, one can show that if $a + e = b$ for some infinitesimal $e$ then $a = b$, and if $a + e \geq b$ for some infinitesimal $e$ then $a \geq b$.}$

This ends Troffaes’s paper on stochastic processes and lower previsions.
• \(E_0(f \mid A) \approx \mathbb{E}(f \mid A) \geq \inf(f \mid A) \) so \(E_0(f \mid A) \geq \inf(f \mid A)\) since both sides are standard.

• \(E_0(f + g \mid A) \approx \mathbb{E}(f + g \mid A) \geq \mathbb{E}(f \mid A) + \mathbb{E}(g \mid A) = E_0(f \mid A) + E_0(g \mid A)\) so \(E_0(f + g \mid A) \geq E_0(f \mid A) + E_0(g \mid A)\) since both sides are standard.

• \(E_0(\lambda f \mid A) = \lambda E_0(f \mid A) = \lambda E_0(f \mid A)\) so \(E_0(\lambda f \mid A) = \lambda E_0(f \mid A)\) since both sides are standard.

• Note that
\[
E_0(I_A(f - E_0(f \mid A \cap B)) \mid B) = \mathbb{E}(I_A(f + \epsilon - E_0(f \mid A \cap B)) \mid B) \quad (28)
\]
where \(\epsilon := E_0(f \mid A \cap B) - E_0(f \mid A \cap B) = 0\). It suffices to show that the right hand side of Equation (28) is infinitesimal. Indeed, by coherence
\[
0 - |\epsilon| = \mathbb{E}(I_A(f - E_0(f \mid A \cap B)) \mid B) - |\epsilon| \quad (29)
\]
\[
\leq \mathbb{E}(I_A(f + \epsilon - E_0(f \mid A \cap B)) \mid B) \quad (30)
\]
\[
\leq \mathbb{E}(I_A(f - E_0(f \mid A \cap B)) \mid B) + |\epsilon| \quad (31)
\]
\[
= 0 + |\epsilon| \quad (32)
\]
and so, the conclusion follows since \(\epsilon \approx 0\).

Note that we used Lemma 12. Apply transfer to conclude that \(E_0\) is coherent on all of \(\mathcal{K}(T_0)\).

The above proof, though short and simple, is one of the main contributions of the paper, as without it we could not construct nonstandard representations of standard processes. Indeed, the shadow of a function generally does not inherit all properties of that function. For example, the shadow of a countably additive probability measure may not retain countable additivity, and only retains finite additivity. In this sense, Nelson’s radically elementary probability theory [9] is a theory of finite additivity (even though this fact is not mentioned in [9]). For this reason, it appears that internal set theory is generally not used in nonstandard probability, in favour of other approaches that stay within the realm of countable additivity such as those based on Loeb spaces [7]. However, coherent lower previsions are not bound by countable additivity, and that gives us the flexibility needed to stay within internal set theory.

5. Nearby Elementary Processes

This paper aims to study standard processes by means of ‘nearby’ (usually, nonstandard) elementary processes. Note that, by idealisation, for any standard \(T_0\), we know there always is a finite (and usually nonstandard) subset \(T\) of \(T_0\) which contains all standard elements of \(T_0\), so we can always find a set \(T \subseteq T_0\) such that \(T\) contains all standard elements of \(T_0\) (see Theorem 2).

There are various ways in which we can define a notion of ‘nearby’. Here is one, using the shadow introduced in Theorem 13:

Definition 14 A standard process \(E_0\) on \(T_0\) is said to be nearby an elementary process \(E\) on \(T\) if \(T \subseteq T_0\), \(T\) contains all standard elements of \(T_0\), and \(E_0\) is the shadow of \(E\).

Definition 14 differs from Nelson’s definition [9, p. 81] in several ways. Besides the obvious difference that ours applies to coherent conditional lower previsions and not just to probability measures, ours is more restrictive in that we do not allow perturbations of the process \(\xi\) itself (for standard indices \(t\)). This would only make sense if we studied real-valued processes like Nelson, but we do not in this paper: our processes only take values in a standard finite set. Secondly, we allow perturbations of our uncertainty structure, whereas Nelson does not: Nelson’s elementary process has the same probability measure as the standard process (though restricted to a finite algebra). Our definition permits a nonstandard elementary definition of continuous-time imprecise Markov chains further in the paper: in this application, the lower previsions of the induced standard process are only approximately equal to the lower previsions of the elementary process. Despite these differences, we have opted for the same terminology, as the overall intention is identical: study of processes through elementary approximation.

We already know that every elementary process has a unique nearby standard process (namely, its shadow). Conversely, every standard process also has a nearby elementary process:

Theorem 15 If \(E_0\) is a standard process on \(T_0\), \(T\) is finite with \(T \subseteq T_0\), and \(T\) contains all standard elements of \(T_0\), then \(E_0\mid_{\mathcal{K}(T)}\) is an elementary process nearby \(E_0\).

Proof Using Lemma 12, it is immediately verified that \(E := E_0\mid_{\mathcal{K}(T)}\) satisfies the condition of Theorem 13.

By transfer, every internal statement that holds for all standard processes extends to all processes. Therefore, it suffices to study standard processes only. But every standard process has nearby elementary processes, and every elementary process determines a standard process. So, it suffices to study elementary processes only.

As these processes are defined on a finite index set \(T\), their study is much easier. For instance, if for any \(x \in X^T\) and \(X \subseteq X^T\), we use the notation
\[
\{\xi = x\} := \{\omega \in \Omega: (\forall t \in T)(\xi(t)(\omega) = x(t))\} \quad (33)
\]
\[
\{\xi \in X\} := \bigcup_{x \in X}\{\xi = x\} \quad (34)
\]
then, since $T$ is finite,
\[ \mathcal{A}(T) = \{ \{ \xi \in X \}: X \subseteq X^T \} \] (35)
\[ \mathcal{L}(T) = \left\{ \sum_{x \in X^T} g(x)I_{\xi=x}: g: X^T \to \mathbb{R} \right\} \] (36)

So, for an elementary process $\xi$, events correspond to arbitrary sets of paths (of which there are only finitely many), and gambles correspond to arbitrary real-valued functions of paths. Because $\mathcal{A}(T)$ forms a finite algebra, $\mathcal{L}(T)$ forms a finite dimensional vector space. Obviously, this comes at the expense of the more complicated nonstandard logic.

For the remainder of this paper, $E_0$ will denote a standard process and $E$ will denote a nearby elementary process.

6. Convergence of Processes

As a simple example, let us show how convergence of a standard process with index set $T_0 = \mathbb{N}$ translates to a nearby elementary process. All the hard work for this has been done in Lemma 8.

**Theorem 16** Let $T_0 = \mathbb{N}$ and $T = \{0, 1, \ldots, N\}$ for some nonstandard $N \in \mathbb{N}$. Let $E_n$ be a standard coherent lower prevision on $\mathbb{R}^X$. Then for all $f \in \mathbb{R}^X$ and all $x \in X$ we have that
\[ \lim_{n \to \infty} E_0(f(\xi(n))) | \xi(0) = x) = E_0(f) \] (37)
if and only if for all standard $f \in \mathbb{R}^X$ and all $x \in X$,

\[ \exists M \in T, M \to \infty: \forall n \in T, n \to \infty, n \leq M: \]
\[ E(f(\xi(n))) | \xi(0) = x) \approx E_0(f) \] (38)

**Proof** Immediate from Lemma 8, since for all standard $n \in \mathbb{N}$ we have that
\[ E_0(f(\xi(n))) | \xi(0) = x) \approx E_0(f(\xi(n))) | \xi(0) = x) \] (39)

To make a statement for more general $T_0$, for instance, one can use a standard sequence $(t_n)_{n \in \mathbb{N}}$ in $T_0$ and replace $\xi(n)$ with $\xi(t_n)$ in the above theorem.

As another quick example, consider a (precise) discrete time Markov chain with transition matrix $P = P_0$ for some standard stochastic matrix $P$. Then, $\lim_{n \to \infty} P^n_0$ converges to a standard stochastic matrix $P$ if and only if there is an $M \to \infty$ such that $P^n = P$ (element-wise) for all $n \to \infty$, $n \leq M$. So, we can use nonstandard powers of $P$ to study the convergence properties of $P_0$.

7. Imprecise Markov Chains

We now assume that:

- $T_0 \subseteq \mathbb{R}$, with $\min T_0 = 0$, and
- $\Omega = X^{T_0}$ with $\xi(t, \omega) := \omega(t)$ (i.e. we work in the so-called canonical representation).

As before, $T$ is a finite subset of $T_0$ containing all standard elements of $T_0$. In particular, $0 \in T$. For any function $f$ on $T$ and $t \in T$, by $\phi(0 : t)$ we denote the restriction of $\phi$ to $[0, t] \cap T$. Define $T' := T \setminus \{\max T\}$. If $t \in T'$ then $t + dt$ denotes the successor of $t$ in $T$, i.e.
\[ dt := \min\{t' \in T: t' > t\} - t \] (40)

Let $\mathbb{I}$ be a coherent lower prevision on $\mathbb{R}^X$. For each $x \in X$, and $t \in T'$, let $\mathbb{I}_x(t)$ be a coherent lower prevision on $\mathbb{R}^X$, or in other words, for each $t \in T'$, let $\mathbb{I}_x$ be a lower transition operator. So, $\mathbb{I}_x: \mathbb{R}^X \to \mathbb{R}$ and $\mathbb{I}_x: \mathbb{T}' \to (\mathbb{R}^X \to \mathbb{R}^X)$.

**Definition 17** We say that a precise elementary process $E$ on $T$ is compatible with $(\mathbb{I}, \mathbb{T})$ if for all paths $x: T' \to X$, all $t \in T'$, and all $f \in \mathbb{R}^X$,
\[ E(f(\xi(0))) \geq \mathbb{I}(f) \] (41)
\[ E(f(\xi(t + dt))) | \xi(0) = x) \geq \mathbb{I}_x(f(x(t))) \] (42)

If $E$ denotes the lower envelope of all these compatible precise elementary processes, then $E$ is called the elementary imprecise Markov chain induced by $(\mathbb{I}, \mathbb{T})$. Its shadow is called the imprecise Markov chain induced by $(\mathbb{I}, \mathbb{T})$.

The definition of compatibility is identical to the one given for imprecise time Markov chains in [2, p. 605] (here formulated in terms of expectations instead of probability mass functions). The only new element in the above definition is that we also consider the shadow of elementary imprecise Markov chains to be an imprecise Markov chain.

Besides the shadow, we emphasize that all other parts of the definition are completely internal as $T$ can be any arbitrary finite set. In particular, the formula for the set of compatible processes is internal, so we are not committing illegal set formation, and we can take the lower envelope.

This single definition encompasses both continuous and discrete time imprecise Markov chains. For discrete time, take the above definition with $T = \{0, 1, \ldots, N\}$ for some nonstandard natural number $N$, whereas for continuous time, take $T$ to be a finite subset of $\mathbb{R}_+$ containing all standard $t \geq 0$.

In continuous time, the definition allows for processes whose shadow depends on the details of how $T$ approximates $T_0$, as in the following example.
Example 1 Let \( T := \{ t_0, t_1, \ldots, t_N \} \) contain all standard non-negative reals, and let \( X := \{ 0, 1 \} \). Set

\[
\mathbb{E}(f(\xi(0))) := f(0) \quad (43)
\]

\[
\mathbb{E}(f(\xi(t + dt)) | \xi(0 : t) = x(0 : t)) := f(1 - x(t)) \quad (44)
\]

This models a precise (even deterministic) process which starts at state 0 and then changes state at every time point in \( T \). The state of the system at time 1 therefore depends on the details of \( T \). However, it is compatible with \((\mathbb{I}, \mathbb{T})\) where:

\[
\mathbb{I}(f) := \inf f \quad (45)
\]

\[
\mathbb{T}_n(f)(x) := \inf f \quad (46)
\]

Is this problematic? Whilst many of the compatible precise processes \( \mathbb{E} \) may depend on unspecified details of \( T \), since our inferences about the lower envelope \( \mathbb{I} \) will be expressed in terms of \( \mathbb{I} \) and \( \mathbb{T}_n \), there is no issue for us to allow such precise processes, as long as \( \mathbb{I} \) and \( \mathbb{T}_n \) are sufficiently regular so that the shadow of \( \mathbb{E} \) does not depend on how \( T \) was constructed from \( T_0 \). One way of doing so will be described in Section 8.

In the literature, imprecise continuous time Markov chains have been defined as the envelope of ‘well behaved’ processes [6, Definition 6.4]. Could we, in principle, restrict the envelope to processes whose shadow is ‘well behaved’ and thereby, hopefully, remove the issue seen in the above example? Whilst this would allow us to study the connection with standard definitions of continuous time Markov chains, the nonstandard definition here leads to the same inferences found in the literature, at least for the events and gambles that we are studying here. So, although there might be a way to make a strong connection, it complicates the analysis for no immediate benefit, and we will not further explore this connection here. One of the contributions of this paper is that there is no need to restrict the precise processes in the envelope to well-behaved processes when dealing with imprecise continuous time Markov chains.

Because an elementary imprecise Markov chain is simply a non-homogeneous finite horizon discrete time imprecise Markov chain indexed by \( T \), it follows from the usual discrete time theory (in the canonical representation) that the bounds are coherent, in the sense that [2, Section 3]:

\[
\mathbb{E}(f(\xi(0))) = \mathbb{I}(f) \quad (47)
\]

\[
\mathbb{E}(f(\xi(t + dt)) | \xi(0 : t) = x(0 : t)) = \mathbb{T}_n(f)(x(t)) \quad (48)
\]

For an arbitrary gamble \( g : X^T \to \mathbb{R} \), we can recursively calculate the following for all paths \((x_0, \ldots, x_{\max T})\) and all \( t \in T’ \) [2, Section 3]:

\[
g_{\max T}(x_0, \ldots, x_{\max T}) \equiv g(x_0, \ldots, x_{\max T}) \quad (49)
\]

\[
g_t(x_0, \ldots, x_t) := \mathbb{T}_n(g_{t+dt}(x_0, \ldots, x_t, X_{t+dt}))(x_t) \quad (50)
\]

where \( g_{t+dt}(x_0, \ldots, x_t, X_{t+dt}) \) is considered as a gamble on \( x_{t+dt} \in X \) for fixed \( x_0, \ldots, x_t \). One can show that

\[
\mathbb{E}(g(\xi) | \xi(0) = x) = g_0(x) \quad (51)
\]

and consequently [2, Eq. (21)],

\[
\mathbb{E}(f(\xi(t)) | \xi(0) = x) = \left( \prod_{s < t} \mathbb{T}_n^{-1}(f)(x) \right) \quad (52)
\]

where the product considers \( s \in T’ \) in increasing order (and \( s < t \)).

As an important special case, if \( T = \{ 0, 1, \ldots, N \} \) and \( \mathbb{T}_n \) does not depend on \( n \), then for all \( f \in X \) and \( n \in T \),

\[
\mathbb{E}(f(\xi(n)) | \xi(0) = x) = \mathbb{T}_0^n(x)(f) \quad (53)
\]

where \( \mathbb{T}_0^n \) denotes the \( n \)-th power of \( \mathbb{T}_0 \).

8. Imprecise Continuous Time Markov Chains

Let now \( T_0 = \mathbb{R}_+ \). As before, let \( T \) be any finite subset of \( T_0 \) containing all standard elements of \( T_0 \). We must have that \( dt = 0 \) for all limited \( t \in T’ \). Indeed, if \( dt \) were non-infinitesimal, then the open interval \((t, t + dt)\) would necessarily contain the shadow of \( t + \max\{dt/2, 1\} \), contradicting our assumption that \( T \) contains all standard elements of \( T_0 \). Without loss of generality, we can assume that \( dt = 0 \) for all \( t \in T’ \) (i.e. even unlimited). Indeed, if \( T \) does not satisfy this requirement, simply pick any natural number \( N \geq \max T \) (\( N \) is necessarily nonstandard since \( T \) contains all standard reals), and add all rationals of the form \( n/N \) for \( 0 \leq n \leq N^2 \). This set is still finite and leaves no non-infinitesimal gaps between points.

Let \( I \) denote the identity operator on \( \mathbb{R}^X \).

Definition 18 The lower rate operator \( \mathbb{Q} : T’ \to (\mathbb{R}^X \to \mathbb{R}^X) \) induced by \( \mathbb{T} : T’ \to (\mathbb{R}^X \to \mathbb{R}^X) \) is defined as:

\[
\mathbb{Q} := \mathbb{T}^{-1} - \frac{I}{dt} \quad (54)
\]

We are now interested in the case where \( \mathbb{Q} \) is standard and does not depend on \( t \); we will simply write \( \mathbb{Q} \) and omit the time index. Note that \( \mathbb{T}_n \) may still depend on \( t \), as the points in \( T \) cannot be chosen in an equidistant manner (doing so would prevent \( T \) from covering all standard elements of \( \mathbb{R}_+ \)). Another way of saying this is that we fix a standard function \( \mathbb{Q} : \mathbb{R}_+ \to \mathbb{R}^X \) and define

\[
\mathbb{T}_n := I + dt \mathbb{Q} \quad (55)
\]

Because \( dt = 0 \) for all \( t \in T’ \), and \( \mathbb{Q} \) is standard, it follows that \( \mathbb{T}_n \) is a coherent lower prevision for every \( t \in T’ \) and \( x \in X \), provided \( \mathbb{Q} \) satisfies the properties listed in the following definition:
**Definition 19** A function \( Q : \mathbb{R}^X \rightarrow \mathbb{R}^X \) is called a lower rate operator whenever

\[
\forall \mu \in \mathbb{R} : Q(\mu) = 0
\]

\[
\forall x, y \in X, x \neq y : Q(I_x) \geq 0
\]

\[
\forall f, g \in \mathbb{R}^X : Q(f + g) \geq Q(f) + Q(g)
\]

\[
\forall f \in \mathbb{R}^X : \forall \lambda \geq 0 : Q(\lambda f) = \lambda Q(f)
\]

The proof of the following result is an easy exercise (for instance, see [1, Propositions 5 & 6] and note that the norm of a standard \( Q \) is standard).

**Theorem 20** A standard function \( Q : \mathbb{R}^X \rightarrow \mathbb{R}^X \) is a lower rate operator if for at least one infinitesimal \( \delta > 0 \) we have that \( I + \delta Q \) is a lower transition operator. In such case, \( I + \delta Q \) is a lower transition operator for all infinitesimal \( \delta > 0 \).

With this notation, for all \( t \in T' \) we have

\[
\mathbb{E}(f(\xi(t + dt)) \mid \xi(0 : t) = x(0 : t)) = (I + dtQ)(f)(x(t))
\]

and

\[
\mathbb{E}(f(\xi(t)) \mid \xi(0) = x) = \left( \prod_{s < t} (I + dsQ) \right) (x(f))
\]

**Definition 21** For any non-negative \( t \in \mathbb{R} \) and lower rate operator \( Q : \mathbb{R}^X \rightarrow \mathbb{R}^X \), the exponential of \( tQ : \mathbb{R}^X \rightarrow \mathbb{R}^X \) is:

\[
e^tQ(f)(x) := \lim_{n \to \infty} \left( I + \frac{1}{n} tQ \right)^n (f)(x)
\]

It can be shown that the above limit always exists, and that \( e^tQ \) is a lower transition operator; see for instance [1, Section 6].

We now need just three simple algebraic results to establish our main result for this section. First,

**Lemma 22** For all non-negative \( t_1, \ldots, t_n \),

\[
\prod_{i=1}^n e^{t_i Q} = e^{\sum_{i=1}^n t_i Q}
\]

**Proof** This is the semi-group property; see for instance [1, Eq. (10)] or [6, Proposition 7.13]. For fun, we give a quick sketch of a non-standard proof, for the case where all \( t_i \) are rational. We may assume that all \( t_i > 0 \). By transfer, we may assume that \( n \) and \( t_1, \ldots, t_n \) are standard. Pick any non-standard natural number \( N \) such that all \( Nt_i \) are natural. Define \( k_i := Nt_i \). Note that all \( k_i \sim \infty \). Then, since \( n \) is standard, and by Lemma 6,

\[
\prod_{i=1}^n e^{k_i Q} \approx \prod_{i=1}^n \left( I + \frac{1}{k_i Q} \right)^{k_i} = \prod_{i=1}^n \left( I + \frac{1}{N Q} \right)^{Nt_i}
\]

where \( M = N \sum_{i=1}^n t_i \sim \infty \). The case for non-rational \( t_i \) follows from a continuity argument (omitted here, but this can also be done using nonstandard arguments).

For any (non-negatively homogeneous) operator \( \Phi : \mathbb{R}^X \rightarrow \mathbb{R}^X \) (such as a lower transition or lower rate operator), let \( \|\Phi\| \) denote its operator norm:

\[
\|\Phi\| := \sup\{\|\Phi(f)\| : f \in [-1, 1]^X\}
\]

Since this definition is internal, \( \|\Phi\| \) is standard whenever \( \Phi \) is. Note that \( \|T\| = 1 \) for lower transition operators \( T \) [6, LT4], and \( \|Q\| < +\infty \) for lower rate operators \( Q \) [6, LR5].

**Lemma 23** For all \( n \in \mathbb{N} \) and all infinitesimal \( \delta > 0 \),

\[
\left\| I + \delta Q - \left( I + \frac{1}{n} \delta Q \right)^n \right\| \leq \delta^2 \|Q\|^2
\]

**Proof** This is a special case of [6, Lemma E.5].

**Lemma 24** For any two finite sequences of lower transition operators \( T_1, \ldots, T_n \) and \( S_1, \ldots, S_n \),

\[
\left\| \prod_{i=1}^n T_i - \prod_{i=1}^n S_i \right\| \leq \sum_{i=1}^n \|T_i - S_i\|
\]

**Proof** See [6, Lemma E.4].

We can now formulate and prove the following key result:

**Theorem 25** Assume \( Q \) is a standard lower rate matrix. Then for all \( x \in X \), \( f \in \mathbb{R}^X \), and \( t \geq 0 \),

\[
\mathbb{E}_D(f(\xi(t)) \mid \xi(0) = x) = e^{tQ}(f)(x)
\]

**Proof** The statement is trivial for \( t = 0 \). Assume \( t > 0 \). By transfer, we only need to establish the equality for standard \( t \). By Equation (61), it suffices to show that

\[
\left\| \prod_{s < t} (I + dsQ) - e^{tQ} \right\| \approx 0
\]

Indeed, by Lemma 22,

\[
\left\| \prod_{s < t} (I + dsQ) - e^{tQ} \right\| = \left\| \prod_{s < t} (I + dsQ) - \prod_{s < t} e^{dsQ} \right\|
\]
and so by Lemma 24,

$$\leq \sum_{s < t} \| I + ds Q - e^{dsQ} \|$$  \hspace{1cm} (73)

and so by Lemma 23 with $n \to \infty$, together with Definition 21 and Lemma 6,

$$\leq \sum_{s < t} (ds)^2 \| Q \|^2$$  \hspace{1cm} (74)

and with $\delta := \max_{s < t} ds$,

$$\leq \sum_{s < t} (ds)\delta \| Q \|^2 = t\delta \| Q \|^2 \approx 0$$  \hspace{1cm} (75)

since $t$ and $\| Q \|$ are standard and therefore limited, and $\delta \approx 0$.

Note the final bound in the above proof closely resembles the right hand side of [6, Lemma E.6], to no surprise.

So, we have shown that an elementary stochastic process with infinitesimal time step $\delta$ and standard lower rate operator $Q$ can capture key behaviour of continuous-time Markov chains, using mostly simple algebraic means.

9. Conclusion

We have explored an application of internal set theory to imprecise stochastic processes. It is known that every internal result that can be proved within internal set theory can also be proved within ZFC, therefore there are no fundamentally new mathematical insights to be gained [8]. Yet, whilst the axioms of internal set theory are unusual and take some time to digest, the theory has allowed us to simplify definitions and proofs concerning imprecise stochastic processes. We coincidentally (and, modestly) generalized the theory of continuous time imprecise Markov chains: we found that the compatible precise processes need not be well behaved.

Continuous time processes are often explained in terms of small time increments. Internal set theory allows us to fully formalize that intuition, and allows the mathematical work to focus on the key algebraic elements, which are subjectively more pleasant than the analytic details. This was shown in the unified definition between discrete and continuous time imprecise Markov chains, as well as in some proofs at the end of the paper. Readers familiar with the literature may appreciate these simplifications.

There are some limitations. First, the notion of a 'nearby elementary process' takes quite a bit of effort to set up. It would be interesting to see if Nelson’s definition could be incorporated with probability bounds. We did not do so here to keep things simpler. Another obstacle is that Nelson’s approach is inherently one of finite additivity. The theory of lower previsions, and especially, Williams’s approach (as opposed to Walley’s), fully embraces finite additivity, giving the flexibility needed, and it worked for the results needed in this paper. But without resorting to external sets (such as in the approach of Loeb [7]) it is unclear how the theory could deal with conglomerability, or with the Shafer-Vovk-Ville formulae for stochastic processes under probability bounding [12, 3].
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