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A COMPUTATIONAL COST ANALYSIS

The time cost of generating adversative camouflage is mainly concentrated in the training phase. We compared MFA
with the FCA[Wang et al., 2022b] on an NVIDIA RTX 1080Ti 12GB GPU. Table 1 lists the results of computational
cost statistics. our method is nearly equivalent to FCA in terms of speed. This is because FCA modifies the three loss
functions of yolov3[Redmon and Farhadi, 2018] to serve as adversarial losses. Its training process is consistent with that
of yolov3 and does not involve post-processing operations. In contrast, our method employs post-processing to filter out
target objects, avoiding redundancy of targets. Our method includes some additional operations, such as feature attribution,
but the reduced number of objects being operated on results in no significant additional time

Table 1: The results of computational cost statistics.

Method Epoch1 Epoch2 Epoch3 Epoch4 Epoch5 Total

FCA 3:06:50 3:06:11 3:06:18 3:06:56 3:06:51 15:33:06
MFA 3:05:22 3:03:03 3:02:50 3:03:04 3:03:15 15:17:34

B SOURCE MODEL EXPERIMENT

We experimented with yolov5 as another source model to strengthen the effectiveness of the MFA. We select nine models
as target models to evaluate black box attacks. Specifically, SSD[Liu et al., 2016], Faster RCNN[Ren et al., 2015], Mask
RCNN[He et al., 2017], Cornernet[Law and Deng, 2018], FCOS[Tian et al., 2019], Swin Transformer[Liu et al., 2021],
TOOD[Feng et al., 2021], VFNet[Zhang et al., 2021] and yolov7[Wang et al., 2022a]. The comparison result of different
source models in the digital space are shown in table 2.

Table 2: The comparison result of different source models in the digital space.

Source model
ASR(%)

SSD Faster Mask Corner FCOS Swin TOOD VFNet yolov7 mASR

yolov3 96.39 92.69 92.98 85.62 98.86 87.81 94.01 82.64 89.96 91.22
yolov5 92.19 95.26 92.81 92.16 88.06 97.01 98.32 89.68 94.84 93.37
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