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Abstract

By recursively summing node features over entire neighborhoods, spatial graph convolution operators have been heralded as key to the success of Graph Neural Networks (GNNs). Yet, despite the multiplication of GNN methods across tasks and applications, the effect of this aggregation operation has yet to be analyzed. In fact, while most recent efforts in the GNN community have focused on optimizing the architecture of the neural network, fewer works have attempted to characterize (a) the different classes of spatial convolution operators, (b) their impact on the geometry of the embedding space, and (c) how the choice of a particular convolution should relate to properties of the data. In this paper, we propose to answer all three questions by dividing existing operators into two main classes (symmetrized vs. row-normalized spatial convolutions), and show how these correspond to different implicit biases on the data. Finally, we show that this convolution operator is in fact tunable, and explicit regimes in which certain choices of convolutions — and therefore, embedding geometries — might be more appropriate.

1 INTRODUCTION AND MOTIVATION

As the extension of the Deep Neural Network (DNN) machinery to the graph setting, Graph Neural Networks (GNN) offers a powerful paradigm for extending Machine Learning tools to the analysis of relational data, typically modeled through a graph \cite{Battaglia2018, Dong2020, Hamilton2017, Kipf2016, Wu2020, Zhou2020, Gama2018}. The recent impressive success of GNNs across tasks and applications \cite{Casas2019, Gaudelet2021, Gilmer2017, Li2021, Ma2019, Wu2020} in dealing with this complex data type has been attributed to their two main components: (a) a convolution operator $C$ (or propagation operator $Zhou2020$) that aggregates information contained in the neighborhood of any given node to create neighborhood-aware embeddings; and (b) a non-linear layer — or transformer $Zhou2020$ —, that multiplies the convolved features by a weight matrix before applying a non-linearity. All GNN parameters are typically trained in an end-to-end fashion and — as for Deep Neural Networks — have been deemed essential in creating powerful non-linear node embeddings that can be tailored to any downstream prediction task. Depending on the architecture of the network, such graph convolution blocks are then stacked and/or repeated to encode varying “receptive depths” \cite{Frasca2020, Kipf2016, Wu2019}. More formally, denoting as $H^{(k)}$ the output of the $k^{th}$ layer, GNNs can be broadly understood as a sequence of node convolutions of the form $H^{(k)} = \sigma(C_{N(u)}(H^{(k-1)}_u W_k + b_k))$, where $H^{(0)}_u = X_u$ are node $u$’s raw features, $\sigma$ is a non-linearity (e.g. ReLU), and $C_{N(u)}$ is the convolution operator applied to the neighborhood $N(u)$ of node $u$. The final layer is always taken to be linear and written as:

$$H^{(K)}_u = C_{N(u)}(H^{(K-1)}_u W^{(K)} + b^{(K)}) \quad (1)$$

The convolution operator. Most existing theoretical analyses of GNNs differentiate two main classes of convolution operators $C$ \cite{Zhou2020}: (i) spectral operators \cite{Defferrard2016, Dong2020, Gama2018, Henaff2015}, that build off of the eigenvectors of some version of the Graph Laplacian (defined in its unnormalized version as $L = D - A$, with $A$ the adjacency matrix and $D$ the degree matrix); and (ii) spatial operators, that recursively aggregate node features within a given neighborhood. While in practice, the dichotomy between the two is attenuated by their implementation (spectral methods usually resort to using low-order Chebychev polynomials of the Laplacian \cite{Defferrard2016, Shuman2011, Shuman2013}, thus effectively “localizing” the signal), these two approaches have different interpr-
tations and implications for downstream data analysis. In this paper, we propose to focus on spatial convolutions, as popularized by the framework of Kipf et al [Kipf and Welling [2016]]. In this case, the convolution operator usually amounts to summing nodes features over entire neighborhoods $N(u)$, so that the convolution becomes the function: $C: \{X_v\}_{v\in N(u)} \rightarrow C(\{X_v\}_{v\in N(u)}) = SX$, where $S$ is a weight matrix. Kipf and Welling [2016] suggest taking the summation is crucial in preserving permutation invariance over the neighborhood and in encoding long-range dependencies by repeatedly stacking GNN layers — thereby allowing information to percolate through the graph.

**Variations on the convolution operator.** While GNN methods have grown increasingly popular, the form of the spatial convolution operator seems to have received less attention from the community. Table 1 in Appendix A provides a summary of the main graph convolution operators that are currently available in the Pytorch geometric package [Fey and Lenssen [2019]] — here taken as a proxy for the most popular convolution choices. As observed from this table, all of the spatial operators rely on a (weighted) sum of neighborhood features, in line with the framework of Kipf et al [Kipf and Welling [2016]]. In fact, while GraphSage [Hamilton et al., 2017] has been attempted using alternative permutation-invariant aggregators (such as “max” pooling and an LSTM version of the convolution operator), the authors did not report any significant advantage of these methods over the simple sum. Similarly, in [Xu et al., 2018], the authors show that a simple summation is often sufficient to characterize a multiset. Thus, without loss of (practical) generality, we restrict our study to sum-based aggregators. In this setting, two additional variations have appeared over the recent years: (i) attention-based spatial convolutions [Brody et al., 2021; Velčković et al., 2017; Xie et al., 2020], which attempt to learn tailored edge weights; and more broadly, (ii) weighted spatial convolutions (e.g., using graphon weights, [Parada-Mayorga et al., 2021; Ruiz et al., 2020]), kernels [Nikolentzos and Vazirgiannis, 2020; Feng et al., 2022] among others [Zhang et al., 2020], that refine the adjacency matrix by endowing it with edge intensities. While efforts have thus focused on defining “the best edge weights”, little attention has been put on formally analysing the convolution itself. Yet, attention-based convolutions tend to be row-normalized, while previous methods (e.g., GCN [Kipf and Welling, 2016], GIN [Xu et al., 2018]) usually suggest weighted symmetrized adjacencies. Our purpose here is to show that this choice is not trivial, and translates into fundamental differences in the geometry of the embedding space.

**Prior work: studying the effect of the convolution operator.** The literature focusing on understanding the mechanisms behind the success of Graph Neural Networks has considerably expanded over the past few years. Most notably, an important body of work has focused on understanding the role of this convolution operator in phenomena such as oversmoothing [Oono and Suzuki, 2019; Cai and Wang, 2020; Chen et al., 2020] and oversquashing [Alon and Yahav, 2020; Topping et al., 2021]. Most of these analyses are led from a spectral perspective, relating the behavior of the embeddings to the convolution operator’s eigenvalues. However, to the best of our knowledge, none of these approaches have specifically focused on understanding the effect of the convolution operator on the organization of the underlying embedding space, nor has attempted to tie these properties to any topological features. While methods have tried to embed nodes in specific manifolds with desirable geometries (e.g., hyperbolic [Liu et al., 2019; Law, 2021]), no work seems to have studied the geometry induced by the convolution itself. We posit that such considerations are nonetheless fundamental in our understanding of GNNs and their stability.

**Contributions.** The objective of this paper is to answer three questions: (a) how does the choice of a particular convolution operator affect the organisation of the embedding space, (b) how does it relate to the original properties (i.e. node features, graph distances or topological attributes), and (c) what is the most appropriate convolution operator for a given dataset? We will attempt and answer all three questions by studying two larger families of row-normalized and symmetrized convolution operators (parametrized by the variables $\alpha \in [0, 1]$ and $\beta \in \mathbb{R}^+$), allowing us to show how the convolution operator itself is in fact tunable. In particular, we will show different values of $\alpha$ and $\beta$ impact the organization of the latent space (Section 3) and the inherent geometry of the embeddings (Section 4). Finally, we will characterize regimes in which certain choices of operators might be more relevant than others.

## 2 DEFINING A FAMILY OF CONVOLUTION OPERATORS

To analyse the impact of the convolution operator on the embedding geometry, we define two main families of spatial convolutions:

**a. Symmetrized Convolutions Operators**, defined as the family of operators of the form:

$$\mathcal{F} = \{ M_{\alpha, \beta} = D_\beta^{-\alpha}(A + \beta I)D_\beta^{-\alpha} | \alpha \in [0, 1], \beta \in \mathbb{R}^+, D_\beta = \text{diag}((A + \beta I)\mathbb{1}) \}. \tag{2}$$

Here, $D_\beta$ is the degree matrix associated with the $\beta$-augmented adjacency matrix $A + \beta I$. Note that this family is a generalization of the traditional GCN convolution $S_{GCN} = D^{-1/2}AD^{-1/2}$, which corresponds here to a choice of $\alpha = 0.5$ and $\beta = 1$. The choice $\alpha = 0.5$ and
\( \beta = 2 \) also feature amongst the default implementations in PyTorch Geometric [Fey and Lenssen, 2019]. Similarly, the convolution operator indexed by \( \alpha = 0, \beta = 1 \) corresponds to a version of the GIN convolution [Xu et al., 2018], and more generally, to the sum-based message-passing versions of GNNs [Battaglia et al., 2018].

b. **Row-normalized Convolution operators**, which we define as the general family of the form:

\[
M = \{ D_{(\alpha,\beta)}^{-1/2} M_{\alpha,\beta} D_{(\alpha,\beta)} = \text{diag}(M_{\alpha,\beta}) \}, \quad M_{\alpha,\beta} \in \mathcal{F},
\]

(3)

This family encompasses a number of operators, such as the sum-based convolution deployed in GraphSage [Hamilton et al., 2017] — and, to some extent, that of GAT [Veličković et al., 2017], which considers row-normalized convolutions of a “learned”, modified version of the adjacency matrix.

For both families of convolution operators, the parameter \( \alpha \) impacts the weights assigned to nodes as a function of their degree: as \( \alpha \) increases, high-degree nodes are increasingly penalised, so that their contribution to neighboring node embeddings decreases (relative to lower-degree nodes). On the other hand, \( \beta \) can be interpreted as capturing the amount of “innovation” or relevant information that the source node brings to the embedding with respect to its neighborhood. In particular, for high values of \( \beta \), the source node’s contribution to the node outweighs that of the neighborhood, so that the embedding becomes essentially identical to its source. Consequently, \( \beta \) allows us to interpolate between the traditional GNN regime (\( \beta = 1 \)) and the MLP setting. Table 1 in Appendix A lists a number of popular GNN convolutions, along with their associated families and parameters — thereby highlighting the ubiquity of this framework.

**Empirical consequences of a choice of operator.** While seemingly specious, the distinction between these two families corresponds in fact to different assumptions on the nature of the data. Consider the (potentially weighted) adjacency matrix with self-loops as a similarity matrix. GNN row-normalized convolutions bear a striking resemblance with the diffusion maps suggested by Coifman and Lafon [2006] for embedding nodes in the “featureless” case where \( X = I \). Diffusion maps are embeddings provided by the eigenvectors of the matrix: \( M = D_{(\alpha,\beta)}^{-1} M_{\alpha,\beta} \), \( M_{\alpha,\beta} \in \mathcal{F} \) for an appropriate choice of \( \beta \). Coifman and Lafon [2006] show indeed more generally that the eigenvectors of the matrix \( M^t, t \in \mathbb{R}^+ \) allow to recover the structure of manifold underlying the graph at larger and larger scales. The stacking of the different GNN convolutions without non-linearities (e.g. Wu et al. [2019]) can be compared to a variation of the diffusion process proposed by Coifman and Lafon [2006]; in the case of GNNs, \( t \in \mathbb{N} \) is discrete and corresponds to the depth of the network. This connection is interesting Coifman and Lafon [2006] emphasized indeed the importance of the choice of the \( \alpha \) if the data density is assumed to be uniform, then a choice of \( \alpha = 0 \) ensures that the operator is an unbiased estimate of the Laplace-Beltrami operator. Conversely, \( \alpha = 1 \) is better suited for manifold estimation with non-uniform sampling densities. While GNNs consider embeddings of both the graph and its node features, we posit that \( \alpha \) might have a similar effect on the estimation procedure. This comparison implicitly assumes that the data lives on some smooth Riemannian manifold, where the degree or centrality of a node corresponds to an assumption on the sampling distribution over \( M \): nodes with high degree correspond to “well-sampled” areas of the manifold. Therefore, in this setting, it is intuitively possible to get an accurate representation of the local information by averaging neighbourhood features: the higher the degree, the higher the amount of certainty around the node’s value. By contrast, symmetrized embeddings are weighted sums — but not convex combinations — of neighbours. Here, the sum simply plays the role of a permutation-invariant aggregation operator [Hamilton, 2020], and as we will see, is able to encode topological features (e.g. structural roles [Donnat et al., 2018]).

**Experiments.** Finally, to motivate our study before diving into more theoretical considerations, we propose to highlight the impact of the choice using standard benchmarks in the literature (we refer the reader to Appendix E for an overview of the properties of these datasets) Figure 1 highlights the impact of the value of \( \alpha \) and \( \beta \) on the classification accuracy for Cora. Note here that we are not suggesting the use of any particular tuple \( (\alpha, \beta) \) for Cora, but simply highlighting its influence on the performance of the algorithm. In particular, for the symmetric operator, the value of \( \alpha \) is the main driver of the difference in performance. By contrast, the choice of \( \beta \) affects less the performance of the GNN — unless \( \beta \) becomes too big and outweighs the rest of the neighbours. This effect might be due to the significant level of homophily in Cora: in this setting, the source node’s feature vector is fairly redundant with that of its neighbours. However, we show in Appendix E additional examples where the impact of \( \beta \) is much more substantial. Most strikingly, the choice of \( \alpha \) seems to have a significant effect on the performance of the symmetrized GNN, with a phase transition at \( \alpha = 0.5 \): for values of \( \alpha \) greater than this threshold, the performance drops quite substantially. Noticeably, in the “poor” performance region, the interaction between \( \alpha \) and \( \beta \) is more marked: choosing the low value of \( \beta \) (i.e., \( \beta = 0 \)) seems to mitigate the decrease in performance.

We emphasize here that the scope of this paper is not to suggest another convolution operator that would achieve state-of-the-art results. Rather, through this series of experiments, we hope to have convinced the reader that, empirically, the choice of convolution is important and can help gain up to almost 7% accuracy on traditional GNN approaches, with no modifications to the architecture of the network whatso-

---

1The code for the experiments can be found here.
ever. Motivated by these observations, the rest of this paper focuses on analysing these convolution operators, and their impact on the organization of the embedding space.

3 GEOMETRY OF GNN EMBEDDINGS IN LATENT SPACE

In this section, we analyse the effect of the convolution operator on the global organization of the latent space. Our objective is to (a) characterize the implicit constraints that these operators put on the geometry (in particular, that embeddings concentrate differently according to their degree and choice of the operator), and (b) identify the downstream consequences in terms of performance. This discussion is driven by considerations on nodes’ topical characteristics—rather than spectral arguments.

3.1 SYMMETRIC CONVOLUTIONS

We begin our study of the “absolute” latent geometry of our embeddings with the family of symmetric convolution $M_{\alpha, \beta}$ (see Equation 2). For each layer $K$, the embedding is defined as:

$$H^{(K)} = \Sigma \bar{N} (H^{(K-1)}W + b) = \sum_{u \in \mathcal{U}} \frac{A_{uv}}{A_{uv} + \beta (A_{uv} + \beta)^{\alpha}} Z_v$$

where $\mathcal{U} (u) = \mathcal{N} (u) \cup \{u\}$ denotes the neighborhood of node $u$, $A_{uv}$ is the (possibly weighted) adjacency matrix, with diagonal equal to $\beta$, and $Z_v = \sigma (H_v^{(K-1)} W + b)$.

As a first step to study the effect of the choice of convolution operator on the latent embedding space, we propose the following lemma.

**Lemma 3.1.** For any node $u$, the effect of the convolution

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Alpha</th>
<th>Symmetric</th>
<th>Row-Normalized</th>
<th>Symmetric</th>
<th>Row-Normalized</th>
<th>Symmetric</th>
<th>Row-Normalized</th>
<th>Symmetric</th>
<th>Row-Normalized</th>
<th>Symmetric</th>
<th>Row-Normalized</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cora</td>
<td>0.1</td>
<td>7.024±1.13</td>
<td>7.884±1.97</td>
<td>7.914±1.78</td>
<td>7.937±1.78</td>
<td>7.922±1.86</td>
<td>7.913±1.87</td>
<td>6.067±0.49</td>
<td>41.95±3.71</td>
<td>31.19±2.59</td>
<td>77.33±4.01</td>
</tr>
<tr>
<td>pubMed</td>
<td>0.2</td>
<td>7.824±2.27</td>
<td>7.084±2.01</td>
<td>7.797±2.16</td>
<td>7.782±2.07</td>
<td>7.734±1.91</td>
<td>7.734±2.24</td>
<td>77.33±4.21</td>
<td>77.44±2.01</td>
<td>77.14±2.27</td>
<td>77.33±4.01</td>
</tr>
<tr>
<td>Citeseer</td>
<td>0.3</td>
<td>75.41±3.14</td>
<td>76.92±3.48</td>
<td>76.63±2.07</td>
<td>75.43±3.12</td>
<td>68.26±8.84</td>
<td>54.62±8.52</td>
<td>54.11±5.36</td>
<td>40.75±2.13</td>
<td>39.3±0.09</td>
<td>73.42±3.44</td>
</tr>
<tr>
<td>Amazon Photos</td>
<td>0.4</td>
<td>74.23±3.82</td>
<td>74.62±3.76</td>
<td>74.74±3.65</td>
<td>75.14±3.44</td>
<td>74.68±4.35</td>
<td>74.26±3.83</td>
<td>73.92±3.36</td>
<td>73.73±3.36</td>
<td>73.42±3.44</td>
<td>73.42±3.44</td>
</tr>
<tr>
<td>Cora</td>
<td>0.5</td>
<td>65.06±2.74</td>
<td>65.52±2.97</td>
<td>65.11±2.49</td>
<td>65.32±3.04</td>
<td>67.32±5.64</td>
<td>65.53±3.58</td>
<td>60.78±3.17</td>
<td>51.44±4.83</td>
<td>58.25±3.07</td>
<td>88.25±3.07</td>
</tr>
<tr>
<td>Amazon Photos</td>
<td>0.6</td>
<td>66.92±2.87</td>
<td>56.78±2.62</td>
<td>66.79±2.65</td>
<td>66.99±3.03</td>
<td>67.74±7.33</td>
<td>66.91±2.94</td>
<td>66.76±2.92</td>
<td>66.96±2.92</td>
<td>66.76±2.92</td>
<td>66.96±2.92</td>
</tr>
<tr>
<td>Countour CS</td>
<td>0.7</td>
<td>93.80±2.37</td>
<td>92.90±2.41</td>
<td>92.32±2.44</td>
<td>90.04±1.54</td>
<td>89.00±0.91</td>
<td>90.24±1.05</td>
<td>90.24±1.05</td>
<td>90.24±1.05</td>
<td>90.24±1.05</td>
<td>90.24±1.05</td>
</tr>
<tr>
<td>Amazon Photos</td>
<td>0.8</td>
<td>89.94±1.33</td>
<td>90.03±0.94</td>
<td>89.54±1.1</td>
<td>87.44±1.7</td>
<td>84.04±1.11</td>
<td>87.24±1.7</td>
<td>87.24±1.7</td>
<td>87.24±1.7</td>
<td>87.24±1.7</td>
<td>87.24±1.7</td>
</tr>
<tr>
<td>Amazon Photos</td>
<td>0.9</td>
<td>62.56±5.01</td>
<td>62.56±5.01</td>
<td>51.9±4.16</td>
<td>66.66±2.99</td>
<td>66.68±2.99</td>
<td>66.66±2.99</td>
<td>66.68±2.99</td>
<td>66.68±2.99</td>
<td>66.68±2.99</td>
<td>66.68±2.99</td>
</tr>
<tr>
<td>Amazon Photos</td>
<td>1.0</td>
<td>37.29±10.91</td>
<td>37.29±12.09</td>
<td>37.29±14.56</td>
<td>37.29±12.09</td>
<td>37.29±14.56</td>
<td>37.29±12.09</td>
<td>37.29±14.56</td>
<td>37.29±14.56</td>
<td>37.29±14.56</td>
<td>37.29±14.56</td>
</tr>
</tbody>
</table>

Table 1. Results (accuracy) of node classification task for 12 benchmark datasets. The number of experiments differs by each dataset. Batch normalization has been applied to PATTERN, CLUSTER, WikiCS. Details for the experiments are provided in Table 3 in Appendix E.
can be characterized as follows:

\[
\|SZ\|_2 \leq \|Z\|_{2,\infty} \left( (d_u + \beta)^{1-2\alpha} - \alpha \frac{\bar{\Delta}_u}{(d_u + \beta)^{2\alpha}} + \frac{\alpha (\alpha + 1) M}{2} \frac{\bar{\Delta}^2_u}{(d_u + \beta)^{1+2\alpha}} \right)
\]

where \(\bar{\Delta}_u\) (respectively \(\bar{\Delta}^2_u\)) are the weighted averages of the degree differences (respectively, squared degree differences):

\[
\bar{\Delta}_u = \frac{\sum_{v \in \mathcal{N}(u)} A_{uv} (d_v - d_u)}{d_u + \beta}, \quad \bar{\Delta}^2_u = \frac{\sum_{v \in \mathcal{N}(u)} A_{uv} (d_v - d_u)^2}{d_u + \beta}
\]

In this equation, \(\|Z\|_{2,\infty} = \max_v \|Z_v\|_2\), and \(M = \frac{d_{\text{max}} + \beta}{\beta + 1}\), where \(d_{\text{max}}\) denote the maximal degree of the nodes in the network.

**Proof** The proof is simple (see Appendix B), and relies on the triangle inequality coupled with a MacLaurin expansion of the function \(d_u \to \frac{1}{(d_u + \beta)^\alpha}\).

Note that this bound is not necessarily tight. In particular, the proof relies on an application of the triangular inequality, along with Hölder’s inequality to separate the convolution from the embeddings. However, while potentially crude, this bound already allows us to shed more light on the behaviour of the embeddings as a function of the parameters \(\alpha\), \(\beta\), and their topology. In particular, this bound allows to highlight:

(a) The role of \(\alpha\). The leading term in inequality 4 is \(d_u^{1-2\alpha}\), and offers a first explanation for the change of phase we have observed in some of our experiments in the previous section. For values of \(\alpha < 0.5\), this term is an increasing function of the degree: after even a single convolution, nodes with a small degree have less leverage to spread, and will generally remain close to the origin; High-degree nodes, on the other hand, will enjoy greater variance after each convolution and be able to spread to greater radii. Conversely, if \(\alpha > 0.5\), the upper bound decreases for nodes with high degree — forcing them to concentrate around the origin. The parameter \(\alpha\), therefore, controls the “attraction” of nodes towards the origin as a function of their degree.

(b) The effect of \(\beta\). The coefficient \(\beta\), on the other hand, acts as added mass to the degree \(d_u\), and can be understood as the “strength” of the attraction: for \(\alpha > 0.5\), the attraction of high-degree nodes to the origin is an increasing function of \(\beta\). Conversely, for \(\alpha < 0.5\), the repulsion of the nodes from the origin is an increasing function of \(\beta\).

(c) The influence of the surrounding topology. As previously exhibited, the node degree plays a defining role in the variance of the embedding. The bound also exhibits a dependency on the neighborhood topology through the terms \(\bar{\Delta}_u\) and \(\bar{\Delta}^2_u\). Therefore, the more topologically homogeneous the neighborhood, the lesser the variance.

**Consequences.** The previous observations yield two main conclusions. First, the choice of the convolution vector drives the density of the embedding space: values of \(\beta\) and \(\alpha\) allow the embedding space to expand or contract around the origin, depending on the node degree.

The second consequence pertains to the accuracy of the recovery. Since the last layer of GNN is a linear classifier, we can use known results from statistical theory about the influence of the different points on the performance of the algorithm. In particular, in linear regression, it is known that high-leverage points (that is, points with “extreme” predictor values”) are more likely to be highly influential points [Weisberg 2005] (the same follows for generalized linear models, with some nuances). As such, by preventing high-degree nodes (respectively low-degree) from taking on extreme embedding value and concentrating them around the origin, the convolution operator implicitly limits the amount of trust, or leverage, that these points may have. We summarize these observations in the following lemma.

**Lemma 3.2** (Effect of symmetric convolutions on node embeddings). In networks with non-homogeneous degree distributions, the exponent \(\alpha\) constrains the leverage associated with each of the embeddings as a function of their degree and local topology:

- **For values of** \(\alpha > 0.5\): High-degree nodes are constrained to concentrate around the origin, allowing the performance of the algorithm to be driven by more peripheral (low-degree) nodes.
- **For values of** \(\alpha < 0.5\): Low-degree nodes need to lie closer to the origin than their high-degree counterparts, thereby allowing high-degree nodes to have higher leverage and potentially become more influential.

**Experiments.** To illustrate these bounds and check their validity, we perform a set of synthetic experiments. We generate a set of four cliques on 20 nodes (the “hubs”). To each node in each clique, we add a link to a sparse Barabasi-Albert network on 10 nodes (the “periphery”), with parameter \(m = 1\), so that the average degree of the periphery is low \((\approx 1)\). The peripheries are endowed with the same class label as their associated hub. Finally, we ensure that the network is connected by randomly connecting the hubs together (one new random link per hub). To generate node features, we take the first \(k = 4\) features to be the one-hot label vector, to which we concatenate 16 additional “dummy features” (random Gaussians). We finally add Gaussian noise with scale \(\sigma^2 = 4\) entrywise: the result is a feature vector that is only weakly indicative of the class.

The trained embeddings are presented in Figure 2. Note the lack of separability of the different classes based on their raw feature vectors, as captured by the PCA plot in the left column. As expected from our bounds, we observe an inversion of the geometry around the origin as \(\alpha\) increases: high-degree nodes shift from the outskirts of the plot to being concentrated around the origin as \(\alpha\) increases. We also
refer the reader to Appendix E.3.2, in which we also verify these phenomena in standard datasets by providing PCA and UMAP plots of the corresponding node embeddings.

In order to test lemma 3.1, we modify this experiment slightly, and now let the variance of the noise depend on the degree $d_u$ of the node: $\sigma^2_u = e^{3(-1.5+\log(d_u))}$. This means that low-degree nodes here have very small variance $\sigma < 1$, while high-degree noise is extremely noisy $\sigma \approx 9$. Consequently, we expect that the geometries in which the high-degree nodes are placed on the outskirts (and have more leverage), and low-degree nodes are constrained to lie close to the origin will perform poorly. Conversely, we flip this scenario (we choose $\sigma^2_u = e^{3(-1.5+\log(d_{n-u}))}$ where, if $d_u$ has rank $r_k(u)$, $d(n-r_k(u))$ is the degree of the $n-r_k(u)$ largest node), and expect the opposite phenomenon. The results are shown in Figure 3(a), and are well aligned with our expectations.

### 3.2 ROW-NORMALIZED CONVOLUTIONS

Let us now turn to the case of row-normalized convolutions. In this case, the convolutions write as:

$$SX = \frac{(d_u+\beta)^{\alpha}}{\sum_{v \in \mathcal{N}(u)} (d_v+\beta)^{\alpha}} \sum_{v \in \mathcal{N}(u) \cup \{u\}} \frac{1}{(d_v+\beta)^{\alpha}} X_v$$

The embedding now lies within the convex hull of its neighbors, whose contributions are inversely proportional to their degrees. This reduces the sensitivity of variance of the node embeddings to their degree. The decay of a neighbor’s contribution is fact an increasing function of $\alpha$. The latter can be compared to a form of attention that effectively filters out nodes with high-degree: here the discounting procedure is not learned but imposed ahead of time. Appendix E and Figure 3(b) show the result of the same experiments as in the last subsection. As in the previous part, the results are less dependent on the value of $\alpha$.

### 4 INHERENT EMBEDDING GEOMETRY

We now turn to the analysis of the evolution of the relative distances between embedding points. Graph Neural Networks can indeed be understood as a data integration method: the adjacency matrix and the node features provide two complementary views of the data, and GNNs provide a convenient way of combining this information to create informative embeddings. The amount to which these embeddings depend on one side of the data (i.e. graph vs node features) remains to be determined.

Let us try and study the effect of the different distances (graph and topology) through two toy examples controlling for feature similarity and node similarity separately.

**Toy example 1: Identical Topologies, Different features.** Consider two nodes $u$ and $v$ have structurally similar neighborhoods (i.e., there exists a mapping $\phi$ that transforms each node in the neighborhood of $v$ into its corresponding one in the neighborhood of $u$, see Appendix C (Figure 1), but whose feature vectors are different. Mathematically, we write:

$$\forall j \in N(v), \quad X_{j} = X_{\phi(j)} + \epsilon, \quad \epsilon_{jk} \sim N(0, \sigma^2).$$

**Lemma 4.1.** For symmetric convolution, with probability at least $1 - \delta$, with $M$ as in [37] we have:

$$||H_u - H_v||^2 \leq \mu + 2\sqrt{2\sigma}||W||2(d_u + \beta)^{1-2\alpha}$$

$$\times \left(1 + 2\alpha|\mathcal{X}_u| + \alpha(2\alpha + 1)\frac{M\mathcal{X}_u}{d_u} \log(1/\delta)\right)$$

where $\mu = \sigma^2||W||^2(d_u + \beta)^{2-4\alpha}(1 + 2\alpha|\mathcal{X}_u| + \alpha(2\alpha + 1)\frac{M\mathcal{X}_u}{d_u})$.

Conversely, for row-normalized embeddings:

$$||H_u - H_v||^2 \leq \mu + 2\sqrt{2\sigma}||W||2$$

$$\times \left(1 + \frac{\sum_{v \in \mathcal{N}(u)} (d_v + \beta)^{\alpha}}{1 + \beta} \leq \beta \sigma^2||W||^2 \text{ for } \beta \geq 1.\right)$$

The proof is in Appendix C. Symmetric embeddings will thus shrink distances between nodes depending on their topology, so that the cluster density is a function of the node degree. The impact of the topology is expected to be more marked at the extremities of the spectrum of $\alpha$. For row-normalized embeddings however, the degree of the node does not affect the distance between embeddings as much: row-normalized embeddings encode attributes, rather than topological information.

**Toy example 2: Identical Features, structurally different neighbourhoods.** Conversely, $u$ and $v$ have radically different neighborhoods from a topological perspective, but have similar features:

$$\forall j \in \mathcal{N}(u) \cup \mathcal{N}(u'), X_j = \tilde{X} + \epsilon$$

In this case, for row-normalized embeddings, the difference will be $0$: the embeddings are therefore more sensitive to the node feature values than the symmetric convolution. Conversely, for symmetric convolutions, we can also show (see Appendix C) that the leading term for the difference is of the order of $(d_u + \beta)^{1-2\alpha} - (d_u + \beta)^{1-2\alpha} = 0$ and is, therefore, a decreasing function of $\alpha$. 
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Figure 2. Symmetric Embeddings, plotted using the first two principal components (left), and the raw latent embeddings (or ‘latent components’ (LC), shown in the right three plots on each row). Note the inversion: the high-degree nodes migrate from the periphery of the latent space ($\alpha = 0.2$) to the origin ($\alpha = 0.7$). See Appendix E for the equivalent plot for row-normalized Embeddings.

**Experiments.** We illustrate these results by running a set of final experiments. We generate a structurally equivalent networks (see smaller replica in Figure 1a in Appendix C), and evaluate the distance between untrained embeddings (using a 2-layer GCN architecture). The mean distance over 100 experiments is presented in Appendix C in Figure 1b, and a visualization of the latent space for symmetric convolutions is shown in Appendix C, Figure 1c. As expected, the density of the cluster of structurally equivalent high-degree nodes (cliques on 40 nodes), in grey varies as a function of $\alpha$. In Appendix E.3.3, we also provide visualization of the interplay between node features and topologies on a subset of real datasets, using the Gromov Wasserstein distance as a way of measuring the distance of the embedding space with the original characteristics of the dataset (features and adjacency matrix).

**Toy Example 3: Degree corrected Stochastic SBM.** We conclude this section by considering a specific family of graphs: the degree-corrected Stochastic Block Model [Karrer and Newman 2011] on two classes of equal size $n$. Let each node have class $Z_i \in \{1, 2\}$, and denote $X_i = \mu(Z_i) + \epsilon_i$ its attributes. According to the DC-SBM model, each edge in the network is sampled according to a Bernoulli distribution: $A_{ij} \sim \text{Bernoulli}(\theta_i \theta_j \omega_{ij})$, where $\theta_i$ is a popularity parameter such that, for each group $g$: $\sum_i \theta_i Z_i = g = n$, where $\omega_{ij}$ is the parameter of the model corresponding to the probability of connection between group $i$ and $j$. Note that, under this model, the expected number of edges from community $(i)$ to $(j)$ is simply $m_{ij} = n^2 \omega_{ij}$. Therefore, picking $\forall i, \theta_i = 1$ corresponds to the traditional stochastic block model.

In this case, it is possible to show (see Appendix D) that the mean of the symmetric embeddings is directly proportional to their popularity parameter $\theta_i^{1-\alpha}$. Consequently, for $\alpha = 1$, the leading term is independent of $\theta_i$. Reciprocally, for $\alpha = 0$, the embedding is directly proportional to $\theta_i$. This means that the embeddings will on average have a norm that is proportional to their popularity: the embedding space thus capture the "popularity" of the embeddings through their degree.

To see this, we provide the following example. Consider a DC-SBM graph on 300 nodes with two classes, with connectivity parameters $\omega_{11} = \omega_{22} = 0.1$ and $\omega_{12} = \omega_{21} = 0.005$. The features here are taken to be multivariate normal with $\mu_1 = 2, \mu_2 = -2$ and standard deviation equal to 4. We generate the $\theta_i$ for each group from a lognormal distribution, with mean 0 and standard deviation 1 (see details in Appendix D). In the results (Fig 4 and Appendix D), we observe as predicted the high dependency of the embedding on the "popularity" parameter for low values of $\alpha$. 
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results for symmetric convolutions.

Figure 3. Results for 50 independent trials of our second experiment using symmetric (left) and row-normalized (right) convolutions. Note that the accuracy of the symmetric convolutions increases as $\alpha$ increases when the noise is higher in high-degree nodes, and decreases in the opposite scenario.

Figure 4. Embeddings after one convolution for two different values of $\alpha \in \{0, 1\}$, and $\beta = 1$. Note how the value of the popularity parameter $\theta$ drives the geometry of the embedding space when $\alpha = 0$.

5 DISCUSSION

To summarize, this paper has tried to explicit two main phenomena: (a) the dependency of the variance of the embeddings on the degree, choice of convolution operator and parameter $\alpha$; (b) The higher sensitivity of the symmetric embedding distances to topological features compared to that of the row-normalized one. We now conclude by discussing the practical impact of these observations. Consider the two following use cases:

(a) Learning user embeddings in a social network, such as for instance in Zitnik et al. [2018]. Here, the degree can be considered as an additional dimension of information: users with high degree might be more popular or sociable, and therefore more alike to one another. This information should be reflected in the embedding space. In the first, a symmetric embedding — which is typically more sensitive to distance between topological features — might be more suitable to the task. Moreover, using our results on the degree-corrected stochastic block model, the lower the $\alpha$ chosen, the higher the potential emphasis on the degree.

(b) Learning drug embeddings in biological network (e.g. Zitnik et al. [2018]). In this case, the degree of the node might not necessarily be as informative: some drugs may have been on the market for longer, and/or their mechanisms of actions are better understood. In that case, the features of a drug’s neighbors might be informative, but not necessarily their degree. Conversely, a row-normalized embedding might prove a better choice. Alternatively, the symmetric convolutions with $\alpha = 1$ would mitigate the effect of the sampling density. We note however that the rapid contraction of the embeddings towards 0 makes it difficult for the GNN to learn informative embeddings.

6 CONCLUSION

In conclusion, in this paper, we have shown that the choice of the convolution operator has fundamental consequences on the geometry of the embedding space: symmetric convolutions are generally more sensitive to the topology, and encode it in the embedding. In that case, the choice of $\alpha$ amounts to selecting “who to trust”: high-values of $\alpha$ push high-degree nodes towards the origin, thereby limiting their leverage. Conversely, row-normalized are more limited in the amount of topological information that they carry, and convolutions are more robust to the choice of $\alpha$ — this is probably a better choice when the data is assumed to be sampled from a manifold (e.g. point cloud data). Our analysis
— which we hope to be insightful — has room for further improvement. Our reasoning relies on upper bounds which, while providing intuition, are not extremely tight, and could be complemented with lower bounds to fully characterize the behavior of the geometry. All experiments resort to using GCN types of architectures. However, we believe that the intuition and guidelines that we derived from this analysis will nonetheless hold for other types of architectures.
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