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A EXPERIMENTAL CONFIGURATION

This section will provide detailed information about the datasets used for training, development, evaluation and detection. It
will also give the exact training and various hyperparameters used for all models.

A.1 DATASETS

We utilise two training sets WMT16/20, each with a pair of development and evaluation datasets based on newstest13/14
and newstest19/20. Additionally, we utilise three out-of-domain datasets for evaluating detection performance of a wide
range of transformer models, see Table 1. As stated previously, all data is cleaned and tokenized using Moses1. For WMT16,
a shared dictionary is learned using BPE with 32,000 merge operations. On WMT20 we learn disjoint dictionaries using
BPE with 40,000 merge operations. A consequence of the larger disjoint dictionary on WMT20 is the significantly lower
number of unknown tokens in the OOD datasets.

Table 1: Dataset information together with average source and target sentence sizes post tokenization and processing.
The OOD testsets Khresmoi, MTNT and KFTT have two quoted numbers for each field as they were processed using
either the En-De WMT16 or En-Ru WMT20 BPE based dictionaries. Additionally, only source side information is
provided for OOD sets as these are only used for unsupervised uncertainty estimation.

Dataset Type Number of Tokens per Sentence Fraction of Unknown
Sentences Source Target Tokens in Source

En-De WMT16 policy, news, web 4.5M 29.5 30.6 0.01%
En-De newstest13

news
3.0K 26.0 28.0 0.00%

En-De newstest14 3.0K 27.6 29.1 0.00%

En-Ru WMT20 policy, news, web 58.4M 27.8 27.5 0.00%
En-Ru newstest19

news
2.0K 29.9 33.4 0.00%

En-Ru newstest20 2.0K 30.9 32.5 0.00%

Khresmoi medical 1.0K 30.9/30.3 — 0.78%/0.00%
MTNT noisy reddit 1.4K 21.1/21.3 — 0.45%/0.06%
KFTT encyclopedia 1.2K 35.4/35.2 — 1.46%/0.01%

1github.com/moses-smt/mosesdecoder
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A.2 EN-DE WMT16 TRAINING

We use the base transformer from [Vaswani et al., 2017] implemented in fairseq [Ott et al., 2019] and train it using 4
NVIDIA© A100 with an update frequency of 32. This is virtually equivalent to training on 4× 32 = 128 GPUs. A per-gpu
batch has a maximum of 3584 tokens. Models are optimized with Adam [Kingma and Ba, 2015] using β1 = 0.9, β2 = 0.98,
and ε= 1e-8. We use a similar learning rate schedule to Vaswani et al. [2017], i.e., the learning rate increases linearly for
4000 warmup steps to a learning rate dependent on dmodel after which it is decayed proportionally to the inverse square root
of the number of steps:

η = (step · dmodel)−0.5 min

(
1,

step

warmup

)1.5

We use label smoothing with 0.1 weight for the uniform prior distribution over the vocabulary. The last 10 weight checkpoints
were averaged. Training was stopped after 31 epochs corresponding to approximately a total of 18 GPU-hours. At inference,
a beam of 4 with a length-penalty of 0.6 is used for all models. The Deep Ensemble consists of 5 of such models.

KD of Deep Ensemble: Knowledge distilled models are first initialised by one of the teacher members and then trained
using the knowledge distillation loss LKD provided in Section 2.2 with λ = 0.50. The student was trained with a warmup of
1026 steps (3 epochs), from η = 4.0× 10−4 to η = 7.0× 10−4 after which it decays for a total of 24 epochs. A temperature
of T = 0.8 was used in the KL-divergence loss as this was found to be mildly beneficial. All other hyperparameters match
the standard case above.

Snapshot Ensemble: The Snapshot Ensemble was generated by first starting from the last checkpoint of a standard trained
transformer. At this point, a cyclic triangular learning rate schedule [Smith, 2017] was employed oscillating between the
values of ηmin = 1.0× 10−4 and ηmax = 1.0× 10−3 with a period of 3 epochs. Note that the maximum learning rate in this
cyclic phase is notably larger than the peak learning rate (7.0× 10−4) during standard training This setting was run for 15
epochs generating an ensemble with 5 members.

KD of Snapshot Ensemble: This system was trained using the same parameters as the Deep Ensemble distilled students
but was however, trained for only 12 epochs since it converged faster.

EDD & L-EDD: All of the EDD and L-EDD systems were distribution distilled from the Snapshot Ensemble using the
same setup as "KD of Snapshot Ensemble". We chose β = 0.10 by evaluating the translation performance of a range of
values β ∈ {0.05, 0.10, 0.20, 0.50} on the development newstest-13 set, see Section 3.1.

A.3 EN-RU WMT20 TRAINING

We use the big transformer from Vaswani et al. [2017] again implemented in fairseq and trained using 4 NVIDIA©
A100 with an update frequency of 32. A per-gpu batch has a maximum of 5120 tokens. Dropout was set to a value of
0.10 and weight decay to 0.0001. In this case we train the model for 20 epochs, corresponding to 53960 update steps and
approximately 230 GPU-hours. The last 5 checkpoints were averaged leading to improved performance. At inference, a
beam of 5 with a length-penalty of 1.0 is used for all models.

Snapshot Ensemble: Based on the last checkpoint of a standard trained big transformer, a triangular cyclic learning rate is
utilised, oscillating between η = 5.0× 10−5 and η = 5.0× 10−4 every 2 epochs for 10 epochs. This results in an ensemble
with 5 members.

KD of Snapshot Ensemble: Similar to the previous section, the distillation student is initialised from its teacher but is
trained using a learning rate warmup of 2698 steps (one epoch) from η = 2.0 × 10−4 to η = 4.0 × 10−4 after which it
decays for a total of 12 epochs. The last 3 or 5 epochs are averaged, based on development newstest19 performance.

L-EDD: Following distillation, L-EDD (Laplace) models are trained using the same parameters. The best-found parameter
β = 0.10 in the WMT’16 experiments is to be used here. No hyperparameter search is performed at this stage.



B ABLATION STUDY: ENSEMBLE SIZE

Following the experimental setup in Section 5.1, we perform out-of-distribution detection of both Deep and Snapshot
Ensembles of increasing size, see Table 2. This shows that increasing the size of an ensemble, regardless of its nature, does
not improve its out-of-distribution detection notably.

Table 2: OOD detection performance (%AUROC ↑) for base transformer with ID dataset newtest-14 and OOD dataset
Khresmoi. Bold indicates best in a column, underline second best.

Ensemble Deep Ensemble Snapshot Ensemble
Size TU KU TU KU

2 48.3 61.5 48.7 61.5
3 48.2 61.7 48.8 61.9
5 48.0 61.9 49.0 62.6
7 48.0 61.9 49.0 62.6

10 48.0 62.7 49.1 62.6
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