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1 TECHNICAL PROOFS

1.1 NON C-GID CAUSAL EFFECTS

For proving Lemma 1, Lemma 4 and Lemma 7, it suffices to introduce two models that agree on the known distributions but
disagree:

• on the causal effect QrL1|L2s (for Lemma 1),

• on the causal effect Px1 pd|szdq (for Lemma 4),

• on the causal effect Px1 prd|szrdq (for Lemma 6).

To do so, we require a result from [Kivva et al., 2022] and couple of definitions and notations which we present in the next
section.

1.1.1 Baseline Models

In this section, we present two models which we use as our baseline models for proving the non-identifiability parts.

Theorem 1. Theorem 1 Kivva et al. [2022] Suppose qS Ď V is a single c-component. QrqSs is gID from pA,Gq if and only if
there exists A P A such that qS Ď A and QrqSs is ID in GrAs.

To introduce the baseline models, we use the models from the proof of Theorem 1 in [Kivva et al., 2022]. Note that in the
proof of Lemma 4 and 7, we use S1 and qS interchangeably, i.e., qS “ S1.

Suppose that QrqSs is not gID from pA,Gq and there exists i P r0,ms, such that qS Ă Ai. Without loss of generality, let
qS Ă Ai for i P r0,qks and qS ⊈ Ai for i P rqk ` 1,ms. This allows us to define a particular graph which we use throughout
our proof. More precisely, under these assumptions, Lemma 2 and the above theorem guarantee that for each i P r0,qks, there
exists a qS-rooted c-forest Fi over a subset of observed variables Bi (qS ⊊ Bi Ď Ai) such that F0rqSs “ FjrqSs for j P r1,qks.
In words, induced subgraphs of Fis over the set qS are the same. We define graph G1 as the union of all the subgraphs in

tFiu
qk
i“0 with the observed variables qV :“

Ť
qk
i“0 Bi and the unobserved variables which we denoted by qU.

To properly define a SEM M over a causal graph G, it suffices to define the domain set of each node X in G with its
associated conditional distribution P pX|PaGpXqq. Note that if for some variableX in G, its domain XpXq or P pX|PaGpXqq

are not specified, then by default, we assume XpXq :“ t0u and P pX “ 0|PaGpXqq “ 1.

Let U0 be an unobserved variable from subgraph F0 that has one child in qS and one child in qT :“ qVzqS. In high-level, our
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Figure 1: An illustration of the definitions Bi, U0,Ai, qS, and qTi.

baseline models M1 and M2 have the same distributions over all variables in graph G except the variable U0. Especially,

PM1pV |PaGpV qq “ PM2pV |PaGpV qq, V P V,@ (1)

PM1pUq “ PM2pUq “
1

|XpUq|
, @U P UztU0u, (2)

where | ¨ | denotes the cardinality of a given set. For the sake of brevity, we drop the superscripts M1 and M2 for the
distributions in Equations (1) and (2). We denote the domain of variable U0 to be XpU0q :“ tγ1, . . . , γdu, where γjs are
vectors and d is an integer number to be defined later. In model M1, we define U0 to have uniform distribution over XpU0q,
i.e., PM1pU0 “ γjq “ 1{d. In model M2, we define PM2pU0 “ γjq :“ pj , where j P r1 : ds and

d
ÿ

j“1

pj “ 1,

pj ą 0 @j P r1 : ds.

For i P r0 : ms, j P r1 : ds, u0 “ γj and any v P XpVq, we define:

θi,jpvq :“
ÿ

UztU0u

ź

XPAi

P px | PaGpXqq
ź

UPUztU0u

P puq,

ηjpvq :“
ÿ

UztU0u

ź

XPqS

P px | PaGpXqq
ź

UPUztU0u

P puq.
(3)

Note that in the above equations, u0 “ γj may appear as a parent of an observed variable. Using the above definitions, we
can re-write the Q-notation in Equation (3) as follows

QM1rAispvq “

d
ÿ

j“1

1

d
θi,jpvq, (4)

QM2rAispvq “

d
ÿ

j“1

pjθi,jpvq, (5)

QM1rqSspvq “

d
ÿ

j“1

1

d
ηjpvq, (6)

QM2rqSspvq “

d
ÿ

j“1

pjηjpvq. (7)

Denote the set of unobserved variables in G1rqSs by qU
qS and its complement set in qUzp qU

qS Y tU0uq by qU
qT. For each

i P r0 : qks, let qTi be a node in BizqS such that ChFip
qTiq ‰ H. Node qTi exists because Fi is a qS-rooted c-forest. Figure 1

illustrates an example of the above definitions.



We define the domains of X P qV Y qU as follows. Note that qV “ qS Y qT and qU “ qU
qS Y qU

qT Y tU0u.

XpXq :“ r0 : κs, @X P qS,

XpXq :“ r0 : κs, @X P qU
qS,

XpXq :“ t0, 1uαpT q, @X P qT,

XpXq :“ t0, 1uαpUq, @X P U
qT,

XpXq :“ r0 : κs ˆ t0, 1uαpU0q´1, X “ U0,

where κ is an odd number greater than 4. Function αpXq is only defined for X P qTY qU
qT Y tU0u and it denotes the number

of subgraphs in tFju
qk
j“0 that contains X . From the above definition, it is clear that d, the domain size of U0 is equal to

pκ` 1q2αpU0q´1.

Suppose that X P qT Y qU
qT Y tU0u and X belongs to Fi1 ,Fi2 , ¨ ¨ ¨ ,FiαpXq

, where i1 ă i2 ă ¨ ¨ ¨ ă iαpXq. We use
pXri1s, Xri2s, . . . , XriαX sq to represent X . Note that depending on where X belongs to, its vector size is different. If
X P qU

qT YtU0u, both its distribution and its domain are specified above. IfX P qT, we define the entries of its corresponding
vector as

Xrijs ”

¨

˚

˝

ÿ

Y PPaFij
pXq

Y rijs

˛

‹

‚

pmod 2q,

where j P r1 : αpXqs. This specifies the distribution of P pX|PaGpXqq for X P qT. What is left to specify is the domains
and the distributions of variables in qS.

Recall that U0 has one child in qS and one child in qT. We denote the child in qS by S0. For each S P qSztS0u and any
realization of PaG1 pSq, we define IpSq to be one if there exists i P r0 : ks such that

1. qTi P PaG1 pSq and qTiris “ 0, or

2. there exists X P PaG1 pSqzp qU
qS Y t qTiuq such that Fi contains X and Xris “ 1,

and zero, otherwise. It is noteworthy that according to the definition of qTi, it belongs to BizqS Ď qT which means qTiris is
well-defined according to the above definition. Note that the above definition holds for all S P qSztS0u. When S “ S0, we
define IpS0q to be one if there exists i P r0 : ks, such that

1. qTi P PaG1 pSq and qTiris “ 0, or

2. i ‰ 0, Fi contains U0, and U0ris “ 1, or

3. there exists X P PaG1 pSqzp qU
qS Y t qTi, U0uq such that Fi contains X and Xris “ 1.

For each S P qS, we define XpSq :“ t0, ..., κu and for s P XpSq,

P pS “ s | PaGpSqq :“

$

’

&

’

%

1
κ`1 if IpSq “ 1

1 ´ κϵ if IpSq “ 0 and s ” MpSq pmod κ` 1q,

ϵ if IpSq “ 0 and s ı MpSq pmod κ` 1q,

(8)

where 0 ă ϵ ă 1
κ and

MpSq :“

$

&

%

ř

xPPaG1r qSs
pSq x , if S P qSztS0u,

u0r0s `
ř

xPPaG1r qSs
pSq x , if S “ S0 .

(9)

Note that MpSq is an integer number because PaG1rqSs
pSq Ď qU

qS and thus all terms in the summations in (9) belong to
r0 : κs. With this, we finish defining the models and now we are ready to present some of their properties.

Let Γ denote a subset of XpU0q “ tγ1, ..., γdu with κ`1
2 elements that is given by

Γ :“
!

p2x, 0, ¨ ¨ ¨ , 0q : x P r0 :
κ´ 1

2
s

)

.



Recall that for v P XpVq and i P r0 : ms, θipvq and ηpvq are two vectors in Rd with j-th entry corresponding to U0 “ γj .
Suppose that Γ “ tγj1 , ..., γjκ`1

2

u. Next result shows that in the constructed models, all entries of θipvq with indices in

tj1, ..., jκ`1
2

u are equal.

Lemma 1 (Kivva et al. [2022]). For any v P XpVq, i P r0 : ms, and both models, we have

θi,j1pvq “ θi,j2pvq “ ¨ ¨ ¨ “ θi,jκ`1
2

pvq.

The next two lemmas are used to prove the existence of parameters ϵ and tpjudj“1 such that the constructed models M1 and
M2 agree on the known distributions but disagree on the target causal effect.

Lemma 2 (Kivva et al. [2022]). There exists 0 ă ϵ ă 1
κ such that there exists v0 P XpVq and 1 ď r ă t ď κ`1

2 such that

ηjr pv0q ‰ ηjtpv0q.

Lemma 3 (Kivva et al. [2022]). Consider a set of vectors tciu
n
i“1, where ci P Rd. Assume c P Rd is a vector that is linearly

independent of tciu
n
i“1, then there is a vector b P Rd such that

xci, by “ 0, @i P r1 : ns,

xc, by ‰ 0.

1.2 PROOF OF LEMMA 1

Herein, we present the proof of our first lemma. But first, we need the following technical lemmas. Assume that qS1 and qS2

are two disjoint non-empty subsets of qS, such that qS “ qS1 Y qS2.

Let qS: :“ VzqS1 and qs: P XpqS:q. For u0 “ γj , where j P r1 : ds, we define

ϕjpqs:q :“
ÿ

qS1

ÿ

qU1ztU0u

ź

XPqS

P px|PaGpXqq
ź

UP qU1ztU0u

P puq. (10)

Note that U0 may appear as a parent of some observed variables in the above equation. Recall that Γ “ tγj1 , ..., γjκ`1
2

u.

Lemma 4. For any qs: P XpqS:q and both models, we have

ϕj1pqs:q “ ϕj2pqs:q “ ¨ ¨ ¨ “ ϕj k`1
2

pqs:q.

Proof. We fix a realization qs: of qS:. Suppose that l1 and l2 are two integers, such that

γl1 “ p2x, 0, . . . , 0q,

γl2 “ p2x` 2 pmod κ` 1q, 0, . . . , 0q,

and x is an integer in r0 : κ´1
2 s. Recall that

ϕjpqs:q :“
ÿ

qS1

ÿ

qUztU0u

ź

XPqS

P px|PaGpXqq
ź

UP qUztU0u

P puq.

We consider two cases:

1. Suppose that there exists a variable S P qS such that IpSq “ 1. Then, there is a sequence of variables
U0, Ŝ1, Û1, Ŝ2, Û2, . . . , Ûl, S, such that U0 is a parent of Ŝ1, S P qS is a children of Ûl P qU

qS and Ûj P qU
qS is a

parent of variables Ŝj and Ŝj`1 for j P r1 : l´ 1s. Let Û :“ tÛ1, . . . , Ûlu. For a given realization u1 of qU
qS, we define

u2 P Xp qU
qSq by

u2rÛjs :“ u1rÛjs ` 2p´1qj pmod κ` 1q, j P r1 : ls,

u2rU s :“ u1rU s, @U P qU
qSzÛ.

(11)



This implies
P pŝ|PaGpŜqq

ˇ

ˇ

ˇ

p qUS,U0q“pu1,γl1
q

“ P pŝ|PaGpŜqq

ˇ

ˇ

ˇ

p qUS,U0q“pu2,γl2
q
,

for any Ŝ P qS and consequently, ϕl1pqs:q “ ϕl2pqs:q.

2. Suppose that there is no variable in qS with Ip¨q “ 1. Denote by S a node in qS1 with the shortest path to the node U0

by bidirected edges. Suppose ŝ is a realization of S and the shortest path is U0, Ŝ1, Û1, Ŝ2, Û2, . . . , Ûl, S, so that U0

is a parent of Ŝ1, S is a child of Ûl P qU
qS and Ûj P qU

qS is a parent of variables Ŝj and Ŝj`1 for j P r1 : l ´ 1s. Let
Û :“ tÛ1, . . . , Ûlu. For a given realization u1 of qUS , we define u2 P Xp qU

qSq by

u2rÛjs :“ u1rÛjs ` 2p´1qj pmod κ` 1q, j P r1 : ls,

u2rU s :“ u1rU s, @U P qU
qSzÛ,

(12)

For a given realization qs1 of qS1, we define qs2 P XpqS1q as follows

qs2rS2s :“ qs1rS2s, @S2 P qS1ztSu,

qs2rSs :“ qs1rSs ` 2p´1ql pmod κ` 1q,
(13)

Note that with the above modifications for any rS P qS, we get

rs1 ´Mp rSq ” rs2 ´Mp rSq pmod κ` 1q,

where rs1 is a realization of rS
ˇ

ˇ

ˇ

pqS:,qS1q“pqs:,qs1q
, rs2 is a realization of rS

ˇ

ˇ

ˇ

pqS:,qS1q“pqs:,qs2q
, and Mp¨q is given by Equation (9).

Therefore:
P prs|PaGp rSqq

ˇ

ˇ

ˇ

p qUS,U0,Sq“pu1,γl1
,s1q

“ P prs|PaGp rSqq

ˇ

ˇ

ˇ

p qUS,U0,Sq“pu2,γl2
,s2q

,

for any rS P qS and thus ϕl1pqs:q “ ϕl2pqs:q.

To summarize, we proved that ϕl1pqs:q “ ϕl2pqs:q. By varying x within r0 : κ´1
2 s in the definition of γl1 and γl2 , we conclude

the lemma.

In order to have consistent notations in the appendix, we restate Lemma 1 using qS, qS1, qS2 instead of L,L1,L2 respectively.

Lemma 1. Suppose qS Ď qV is a single c-component, such that qS “ qS1 Y qS2 for some disjoint sets qS1 and qS2. QrqS1|qS2s is
c-gID from pA,Gq if and only if QrqS1 Y qS2s is gID from pA,Gq.

Proof.
Sufficiency: We use Assume that QrqS1 Y qS2s is gID from pA,Gq, then QrqS1|qS2s is c-gID from pA,Gq. This is an immediate
result of applying Equation (4), i.e.,

QrqS1|qS2spvq “
QrqSspvq

ř

qS1 QrqSspvq

Necessity: We prove this by contradiction. Assume that QrqS1 Y qS2s is not gID from pA,Gq. We will show that QrqS1|qS2s

is not c-gID from pA,Gq. To this end, we will construct two models M1 and M2 such that for each i P r0 : ms and any
v P V:

QM1rAispvq “ QM2rAispvq, (14)
ÿ

qS1

QM1rqSspv1q “
ÿ

qS1

QM2rqSspv1q, (15)

but there exists v0 P XpVq such that:
QM1rqSspv0q ‰ QM2rqSspv0q. (16)

Equations (15)-(16) yield
QrqS1|qS2sM1pv0q ‰ QrqS1|qS2sM2pv0q.

This means that QrqS1|qS2s is not c-gID from pA,Gq.

We consider two cases.



First case: Suppose that there exists i P r0,ms, such that qS Ă Ai. For this, we consider the models constructed in the
section 1.1.1:

ÿ

qS1

QrqSsM1pvq “

d
ÿ

j“1

1

d
ϕjpvrqS:sq, (17)

ÿ

qS1

QrqSsM2pvq “

d
ÿ

j“1

pjϕjpvrqS:sq. (18)

and according to the Equations (3) and (10), we have

QM2rAispvq ´QM1rAispvq “

d
ÿ

j“1

ppj ´
1

d
qθi,jpvq (19)

ÿ

qS1

QrqSsM2pvq ´
ÿ

qS1

QrqSsM1pvq “

d
ÿ

j“1

ppj ´
1

d
qϕjpvrqS:sq (20)

QM2rqSspv0q ´QM1rqSspv0q “

d
ÿ

j“1

ppj ´
1

d
qηjpv0q (21)

d
ÿ

j“1

pj ´ 1 “

d
ÿ

j“1

ppj ´
1

d
q (22)

Therefore, it suffices to solve a system of linear equations over parameters tpjudj“1 and show that it admits a solution.

d
ÿ

j“1

ppj ´
1

d
qθi,jpvq “ 0, @v P XpVq, i P r0,ms, (23)

d
ÿ

j“1

ppj ´
1

d
qϕjpqs:q “ 0, @qs: P XpqS:q, i P r0,ms, (24)

d
ÿ

j“1

ppj ´
1

d
qηjpv0q ‰ 0, Dv0 P Xp qVq, (25)

ppj ´
1

d
q “ 0, (26)

0 ă pj ă 1, @j P r1 : ds. (27)

However, the system of linear equations (23)-(27) admits a solution with respect to tpjudj“1 if and only if the following
system of equations has a solution with respect to parameters tβjudj“1:

d
ÿ

j“1

βjθi,jpvq “ 0, @v P XpVq, i P r0 : ms (28)

d
ÿ

j“1

βjϕjpqs:q “ 0, @qs: P XpqS:q, i P r0 : ms (29)

d
ÿ

j“1

βjηjpv0q ‰ 0, Dv0 P XpVq (30)

d
ÿ

j“1

βj “ 0. (31)

Clearly, if tβ˚
j u is a solution for system (28)-(31), then

p˚
j :“

1

d
`

β˚
j

2hd
, (32)



is a solution for (23)-(27), where h :“ max
jPr1:ds

|β˚
j |.

According to Lemma 1 and Lemma 4, for any i P r0 : ms, v P XpVq and qs: P XpqS:q, we have

θi,j1pvq “ θi,j2pvq “ ¨ ¨ ¨ “ θi,jκ`1
2

pvq,

ϕj1pqs:q “ ϕj2pqs:q “ ¨ ¨ ¨ “ ϕj k`1
2

pqs:q,

and by Lemma 2, we know that there exists v0 P XpVq and 1 ď r ă t ď κ`1
2 such that

ηjr pv0q ‰ ηjtpv0q.

The latter means that the vector
`

η1pv0q, η2pv0q, . . . , ηdpv0q
˘

is linearly independent from vectors:
`

1, 1, . . . , 1
˘

, (33)
`

θi,1pvq, θi,2pvq, . . . , θi,dpvq
˘

, @v P XpVq, @i P r0 : ms, (34)
`

ϕ1pqs:q, ϕ2pqs:q, . . . , ϕdpqs:q
˘

, @qs: P XpqS:q. (35)
(36)

Combining the last result with Lemma 3 imply the existence of a solution tβ˚
j u and subsequently the existence of two

models M1 and M2 that satisfy equation (14), (15) and (16).

Second case: Suppose that there is no i P r0,ms, such that qS Ă Ai. Suppose S˚ P qS and denote by G˚ the graph obtained
from graph G through the following procedure:

1. Add nodes T˚
0 and U˚

0 to graph G.

2. Draw a direct edge from T˚
0 to S˚.

3. Draw direct edges from U˚
0 to S˚ and T˚

0 .

We define Am`1 :“ qS Y tT˚
0 u and A˚ :“ A Y tAm`1u. To summarize, we have

• V is a set of all observed variables in graph G;

• U is a set of all unobserved variables in graph G;

• V˚ “ V Y tT˚
0 u;

• U˚ “ U Y tU˚
0 u.

Note that QrqSs is not identifiable in G˚rAm`1s and therefore QrqSs remains not gID from pA˚, G˚q. Since qS P Am`1,
according to the First case, we can construct models M˚

1 and M˚
2 for the graph G˚ and set A˚. These two models satisfy

the following properties

• XpU˚
0 q “ r0 : κs and d “ κ` 1.

• XpT˚
0 q = {0, 1}.

For the graph G˚, we define

θi,jpv, T˚
0 “ t0q :“

ÿ

U

ź

XPAi

P px | PaG˚ pXqq
ź

UPU

P puq, i P r0 : ms, j P r1 : ds,

θm`1,jpv, T˚
0 “ t0q :“

ÿ

U

P pT˚
0 “ t0q

ź

XPAi

P px | PaG˚ pXqq
ź

UPU

P puq, j P r1 : ds,

ϕjpqs:q :“
ÿ

qS1

ÿ

qU

ź

XPqS

P px|PaG˚ pXqq
ź

UP qU

P puq, j P r1 : ds

ηjpv, T˚
0 “ t0q :“

ÿ

U

ź

XPqS

P px | PaG˚ pXqq
ź

UPU

P puq.

Now, we are ready to construct two models M1 and M2 for G.



• For all S P qSztS˚u, we define

PMipS|PaGpSqq :“ P pS|PaG˚ pSqq, i P t1, 2u.

• For S “ S˚, we define

PM1pS|PaGpSqq :“ P pS|PaGpSq, T˚
0 “ 1, U˚

0 “ 0q,

PM2pS|PaGpSqq :“ P pS|PaGpSq, T˚
0 “ 1, U˚

0 “ 2q.

Suppose that γr1 “ 0 and γr2 “ 2, then

• In model M1:

QrAis
M1pvq “ θr1,jpv, T˚

0 “ 1q, i P r0,ms,
ÿ

qS1

QM1rqSspvq “ ϕr1pvrqS:sq,

QM1rqSspvq “ ηr1pvq.

• In model M2:

QrAis
M2pvq “ θr2,jpv, T˚

0 “ 1q, i P r0,ms,
ÿ

qS1

QM2rqSspvq “ ϕr2pvrqS:sq,

QM2rqSspvq “ ηr2pvq.

According to the Lemmas 1 and 4 for any v P XpVq

QM1rAispvq “ QM2rAispvq,
ÿ

qS1

QM1rqSspv1q “
ÿ

qS1

QM2rqSspvq,

however, using Lemma 2 and for v0 “ p0, ..., 0q, we get

QM1rqSspv0q ‰ QM2rqSspv0q.

1.3 PROOF OF THE PROPERTIES IN SECTION 4.2.2 & SECTION 4.2.3

Recall that in Sections 4.2.2 and 4.2.3, we present two sets of properties which we prove them here. We only present the
formal proof of the set of properties in Sections 4.2.2 since the other set of properties in Section 4.2.3 can be shown similarly.

1. If path p contains a chain W 1 Ñ W Ñ W 2 or a fork W 1 Ð W Ñ W 2, then node W does not belong to any of the
sets X1, Z1 or Y1.

2. If path p contains a collider W 1 Ñ W Ð W 2, then there is a directed path pW from W to a node in Z1. Moreover,
none of the intermediate nodes in the path pW belong to the set X1 Y Z1 Y Y1.

3. Path p does not contain any node from the set X1.

Proof.
1. The first property is obvious since path p is not blocked by the set X1 Y pZ1ztZ 1uq Y pZ1ztY 1uq.

2. Suppose W is a collider as defined and let assume that R is the closest descendant of the variable W that unblocks path p.
Note that R R X1 since it unblocks p in the graph GX1,tZ1u

, i.e. no incoming edges in X1.



Figure 2: An illustration of the path p, collider W and its corresponding path pW .

All variables except R in the shortest directed path from W to R do not belong to the set X1 YY1 YZ1. Assume that R P Y1

and p1 is a path obtained by combining two paths: one from Z 1 to W in p and the other one from W to R (defined above). It
is easy to see that p1 is also unblocked, but it contains less number of colliders than p. This is impossible according to the
definition of the path p. Thus, R must be in the set Z1. This concludes the proof of the second property.

3. We prove this by contradiction. Suppose that there is a variable R P X1 on the path p. Since p is unblocked, then X is a
collider or a descendant of a collider. This is impossible due to property 2.

1.4 PROOF OF LEMMA 4

Recall that S “ AncGr qVzX1s
pY1 Y Z1q and it is assumed that is not gID from pA,Gq. S consists of S1, ...,Sn as its single

c-components where S1 is not gID. Let qS “ S1. Clearly, we can add tSiu
n
i“2 to the known distributions and qS remains not

gID, i.e., qS is not gID from pA1,Gq, where A1 :“ A Y tSiu
n
i“2. For simplicity, we denote A1 “ tA1um

1

i“0. Hence, using the
method in Section 1.1.1, we can construct two models M1 and M2 that are the same over the known distributions and
different over QrS1s. These models disagree on the distribution QrSs as well, because QrSs “

śn
i“1QrSis. Below, we use

these two models to introduce two new models to prove Lemma 4.

1.4.1 New models for Lemma 4

Recall that P is a collection of paths tpu Y tpW |W P Fu, where F is a set of all colliders on the path p. Moreover, D is a
set of all observed nodes on the paths in P excluding the ones in Z1. Figure 2 demonstrates some variables used in this proof
and their relations for clarity.

Herein, we define new models M1
1 and M1

2 based on the models M1 and M2. Let DP be the set of all variables (observed
and unobserved) on the paths in P . We say that a variable D is a starting node of path p̂ P P if

• D “ Z 1 and p̂ “ p or

• D P F, i.e., it is a collider on path p and p̂ “ pD.

Note that D can be a starting node of only one path. According to the definition of a starting node, if D is a starting node for
some path then either D is a collider on the path p or D is Z 1.

For R P V YU, let αppRq be the number of paths in P that contains R. Furthermore, we use XpRq
1

and XpRq to denote its
domain in M1

1 or M1
2 (variables in different models have the same domains) and in M1 or M2, respectively. We define

XpRq1 as follows:

• If R is a starting node for a path in P:

XpRq
1

:“ XpRq ˆ r0 : κsαppRq´1.



• If R is not a starting node for any of the paths in P , then:

XpRq
1

:“ XpRq ˆ r0 : κsαppRq.

Consequently, if R does not belong to any of the paths in P , then XpRq
1

“ XpRq.

Consider R P VYU. According to the domains definitions above, R is a vector that is a concatenation of the vector coming
from XpRq in model M1 (or M2) and some additional coordinates. These additional coordinates are defined based on
αppRq. More precisely, if R is not a starting node of a path p̂ P P , then there is a coordinate assigned to this path, denoted
by Rrp̂s, otherwise, if R is a starting node of p̂ P P , then there is no coordinate assigned this path.

Let O Ď V Y U. For any realization o P XpOq
1

of O, we denote by oM P XpOq, a realization of O that is consistent with
o. With a slight abuse of notation, we use O and OM to denote realizations of O in models M1

i and Mi, respectively. OM

means realizations in XpOq from model Mi that are consistent with realizations in XpOq
1

from model M1
i.

Recall that DP is a set of all variables on the paths in P . Let D P DP . We denote by PD, the set of all paths p̂, such
that p̂ P P , D belongs to path p̂, and D is not a starting node of path p̂. We are now ready to define the probabilities of
PM1

ipD|PaGpDqq for any D P V Y U and i P t1, 2u.

• If D does not belong to the set DP , we define

PM1
ipD|PaGpDqq :“ PMipDM|PaGpDqq.

• If D belongs to the set DPztZ 1u, we define

PM1
ipD|PaGpDqq :“ PMipDM|PaGpDqq

ź

p̂PPD

fp̂pDrp̂s|Pap̂pDqq,

where Pap̂pDq denotes the parents of D on path p̂ and fp̂pD|Pap̂pDqq is given below.

Definition of function fp̂pDrp̂s|Pap̂pDqq:

– When there exists a variable W P F, such that p̂ “ pW and D is a child of W on path pW (i.e., W P PapW
pDq),

then we define

fpW
pDrpW s|PapW

pDqq :“

#

1 ´ κϵ if DrpW s ” W rps pmod κ` 1q,

ϵ if DrpW s ı W rps pmod κ` 1q.

– When Pap̂pDq “ H,

fp̂pDrp̂sq :“
1

κ` 1
.

– Otherwise,

fp̂pDrp̂s|Pap̂pDqq :“

#

1 ´ κϵ if Drp̂s ”
ř

D1PPap̂pDq D
1rp̂s pmod κ` 1q

ϵ if Drp̂s ı
ř

D1PPap̂pDq D
1rp̂s pmod κ` 1q,

(37)

Note that PM1
ipD|PaGpDqq is a probability distribution since for different paths p̂1 and p̂2, Drp̂1s and Drp̂2s are

different and also
ÿ

Drp̂sPXpDrp̂sq

fp̂pDrp̂s|Pap̂pDqq “ 1

• If D “ Z 1 and W is a parent of Z 1 in path p. Note that such W exists because p is an unblocked backdoor path in
graph GX1,tZ1u

. Recall that Z 1 is a variable from the set qS. In this case, we define

PM1
ipZ 1|PaGpZ 1qq :“ P 1pZ 1M|PaGpZ 1qq

ź

p̂PPZ1

fp̂pZ 1rp̂s|Pap̂pZ 1qq, (38)

where P 1p¨|¨q is given by

P 1pZ 1M “ z1 | PaGpZ 1qq :“

$

’

&

’

%

1
κ`1 if IpZ 1q “ 1,

1 ´ κϵ if IpZ 1q “ 0 and z1 ” M 1pZ 1q pmod κ` 1q,

ϵ if IpZ 1q “ 0 and z1 ı M 1pZ 1q pmod κ` 1q,



and M 1p¨q is defined similar to (9) and is given by

M 1pZ 1q :“

$

&

%

W rps `
ř

xPPaG1r qSs
pZ1q x

M , if Z 1 P qSztS0u,

W rps ` uM0 r0s `
ř

xPPaG1r qSs
pZ1q x

M , if Z 1 “ S0 .
(39)

Note that for any W P pV Y UqztU0u, we have

PM1
1pW |PaGpW qq “ PM1

2pW |PaGpW qq.

Therefore, we will use PM1

pW |PaGpW qq instead of PM1
1pW |PaGpW qq or PM1

2pW |PaGpW qq for W P pV Y UqztU0u.

We also have
PM1

1pU0q “
1

d

ź

p̂PPU0

fp̂pU0rp̂sq,

PM1
2pU0q “ PM2pUM

0 q
ź

p̂PPU0

fp̂pU0rp̂sq.
(40)

Recall that S “ AncGrVzX1spY
1, Z 1q. Let D1 :“ SzD and D: :“ VzD. For i P r0 : m1s, j P r1 : ds, v P XpVq

1

and
d: P XpD:q1, we define θ

1

i,jpvq, ϕ
1

jpd:q and η
1

jpvq as follows:

θ
1

i,jpvq :“
ÿ

U0rPs

ź

p̂PPU0

fp̂pU0rp̂sq
ÿ

UztU0u

ź

XPA1
i

PM1

px | PaGpXqq
ź

UPUztU0u

PM1

puMq, (41)

ϕ
1

jpd:q :“
ÿ

U0rPs

ź

p̂PPU0

fp̂pU0rp̂sq
ÿ

D

ÿ

UztU0u

ź

XPS

PM1

px | PaGpXqq
ź

UPUztU0u

PM1

puMq, (42)

η
1

jpvq :“
ÿ

U0rPs

ź

p̂PPU0

fp̂pU0rp̂sq
ÿ

UztU0u

ź

XPS

PM1

px | PaGpXqq
ź

UPUztU0u

PM1

puMq, (43)

where
ř

U0rPs is a summation over all realizations of the random variables tU0rp̂s| p̂ P PU0
u.

Next, we prove three lemmas similar to Lemmas 1, 2, and 4 for the new models M1
1 and M1

2.

Lemma 6. For any v P XpVq
1

and i P r0 : m1s, we have

θ1
i,j1pvq “ θ1

i,j2pvq “ ¨ ¨ ¨ “ θ1
i,jκ`1

2

pvq.

Proof. By substituting PM1

from the above into Equation (41) and rearranging the terms, we obtain

θ
1

i,jpvq “
ÿ

UrPs

ź

Ûrp̂sPUrPs

fp̂pÛq
ź

X̂rp̂sPA1
irPs

fp̂pX̂rp̂s|Pap̂pX̂qq

ˆ

´

ÿ

UM

P 1pZ 1|PaGpZ 1qq
ź

XPA1
iztZ1u

PMpxM | PaGpXqq
ź

UPUztU0u

PMpuMq

¯

,

where UrPs :“
Ť

UPUtU rp̂s| p̂ P PUu, U :“ UztU0u, and by definition UM is all realizations of elements in set U in
XpUq that are consistent with realizations in XpUq

1

. Suppose variable W belongs to the path p and Z 1 is a child of W in
that path. By the construction of P pZ 1|PaGpZ 1qq, we have

P 1pZ 1 `W rps|PaGpZ 1qq “ PMpZ 1|PaGpZ 1qq. (44)

This is because M 1pZ 1 `W rpsq “ MpZ 1q. Let v1 P XpVq be a realization that is consistent with vMrVztZ 1us and

v1rZ 1s “ vMrZ 1s ´ vrW rpss.

In this case, using (44), we have

θ
1

i,jpvq “
ÿ

UrPs

ź

Ûrp̂sPUrPs

fp̂pÛq
ź

X̂rp̂sPA1
irPs

fp̂pX̂rp̂s|Pap̂pX̂qq

ˆ

´

ÿ

UM

PMpv1MrZ 1s|PaGpZ 1qq
ź

XPA1
iztZ1u

PMpx | PaGpXqq
ź

UPUztU0u

PMpuMq

¯

.



Note that the terms inside the big parenthesis is equal to θi,jpv1q given in (3), i.e.,

θ
1

i,jpvq “
ÿ

UrPs

ź

Ûrp̂sPUrPs

fp̂pÛq
ź

X̂rp̂sPA1
irPs

fp̂pX̂rp̂s|Pap̂pX̂qqθi,jpv1q.

In the last equation, all terms on the right hand side except θi,jpv1q are independent of the realization of tU0uM, i.e.,
independent of index j. For j P tj1, ..., jκ`1

2
u and using the result of Lemma 1 that says θi,j1pv1q “ ... “ θi,jκ`1

2

pv1q, we

can conclude the result.

Lemma 7. For any d: P XpD:q1, we have

ϕj1pd:q “ ϕj2pd:q “ ¨ ¨ ¨ “ ϕj k`1
2

pd:q.

Proof. Similar to the previous lemma, by substituting PM1

from their definitions into Equation (42) and rearranging the
terms, we obtain

ϕ
1

jpd:q :“
ÿ

UrPs

ÿ

UM

ÿ

D

ź

p̂PPU0

fp̂pU0rp̂sq
ź

X̂rp̂sPSrPs

fp̂pX̂rp̂s|Pap̂pX̂qq

ˆ

´

P 1pZ 1|PaGpZ 1qq
ź

XPSztZ1u

PMpxM | PaGpXqq
ź

UPUztU0u

PMpuMq

¯

,
(45)

where UrPs :“
Ť

UPUtU rp̂s| p̂ P PUu, U :“ UztU0u. Suppose that l1 and l2 are two integers such that

γl1 :“ p2x, 0, . . . , 0qq,

γl2 :“ p2x` 2 pmod κ` 1q, 0, . . . , 0q,

and x is an integer in r0 : κ´1
2 s. We will prove that ϕl1pd:q “ ϕl2pd:q.

Suppose that path p is the sequence of variables: Z 1, D1
1, D1

2 . . .D1
k1
1
, D1

k1
1`1 :“ Y 1. Note that there is a direct edge between

any consecutive nodes in this path and furthermore, the direct edge between Z 1 and D1
1 is pointing toward Z 1, i.e., Z 1 Ð D1

1.

On the other hand, since Z 1 and U0 are both in qS (qS “ S1 by construction), then there exists a shortest path
U0, Ŝ

1
1, Û

1
1, Ŝ

1
2, Û

1
2, . . . , Û

1
l1 , Z 1, such that U0 is a parent of Ŝ1

1 P qS, Z 1 is a child of Û 1
l P qU

qS, and Û 1
j P qU

qS is a par-
ent of variables Ŝ1

j P qS and Ŝ1
j`1 P qS for j P r1 : l1 ´ 1s. Let Û1 :“ tÛ 1

1, . . . , Û
1
lu, i.e., unobserved nodes in this shortest

path except U0. For a given realization o1 of U Y D, we define o2 P XpU Y Dq1 as follows

oM
2 rÛ 1

js :“ oM
1 rÛ 1

js ` 2p´1qj pmod κ` 1q, j P r1 : l1s, (46)

For D1
1, we have

o2rD1
1rpss “ o1rD1

1rpss ´ 2p´1ql
1

pmod κ` 1q. (47)

Note that with these modifications, for any rS P qSztZ 1u, we have

rs2 ´Mp rSq ” rs1 ´Mp rSq pmod κ` 1q,

where rs1 is a realization of rS
ˇ

ˇ

ˇ

pUYD,D:,UM
0 q“po1,d:,γl1

q
, rs2 is a realization of rS

ˇ

ˇ

ˇ

pUYD,D:,UM
0 q“po2,d:,γl2

q
, and Mp¨q is

given by Equation (9). Additionally,

oM
2 rZ 1s ´M 1pZ 1q ” oM

1 rZ 1s ´M 1pZ 1q pmod κ` 1q,

where M 1p¨q is defined in Equation (39). This implies that for any rS P S, we have

PMprs|PaGp rSqq

ˇ

ˇ

ˇ

pUYD,D:,UM
0 q“po1,d:,γl1

q
“ PMprs|PaGp rSqq

ˇ

ˇ

ˇ

pUYD,D:,UM
0 q“po2,d:,γl2

q
.

Let c :“ ´2p´1ql
1

, then Equation (47) becomes

oM
2 rD1

1rpss “ oM
1 rD1

1rpss ` c pmod κ` 1q. (48)



Suppose that D1
j is not a collider on the path p and j P r2 : k1

1 ` 1s. We define µpD1
jq to be the number of colliders on a part

of the path p from D1
1 to D1

j´1. Thus, for those j P r2 : k1
1 ` 1s that D1

j is not a collider, we define

oM
2 rD1

jrpss :“ oM
1 rD1

jrpss ` cp´1qµpD1
jq. (49)

Note that the modifications in (49) might only affect the function fpp¨|¨q. Next, we show that after these modifications,
function fpp¨|¨q remains unchanged. To do so, for j P r1 : k1

1 ` 1s, we consider four different cases:

1. If D1
j has no parents, then it is obvious that

fppD1
jrpsq

ˇ

ˇ

ˇ

pUYD,UM
0 q“po1,γl1

q
“ fppD1

jrpsq

ˇ

ˇ

ˇ

pUYD,UM
0 q“po2,γl2

q
.

2. D1
j is a collider, then µpD1

j`1q “ µpD1
j´1q ` 1 and

o1rD1
j`1rpss ` o1rD1

j´1rpss “ o2rD1
j`1rpss ` o2rD1

j´1rpss,

and hence, according to Equation (37), we have

fppD1
jrps|PappD1

jqq

ˇ

ˇ

ˇ

pUYD,UM
0 q“po1,γl1

q
“ fppD1

jrps|PappD1
jqq

ˇ

ˇ

ˇ

pUYD,UM
0 q“po2,γl2

q
.

3. D1
j is a child of D1

j`1, then µpD1
jq “ µpD1

j`1q and

o1rD1
jrpss ´ o1rD1

j`1rpss “ o2rD1
jrpss ´ o2rD1

j`1rpss.

According to Equation (37), we imply that

fppD1
jrps|PappD1

jqq

ˇ

ˇ

ˇ

pUYD,UM
0 q“po1,γl1

q
“ fppD1

jrps|PappD1
jqq

ˇ

ˇ

ˇ

pUYD,UM
0 q“po2,γl2

q
.

4. D1
j is a child of D1

j´1, then µpD1
jq “ µpD1

j´1q and

o1rD1
jrpss ´ o1rD1

j´1rpss “ o2rD1
jrpss ´ o2rD1

j´1rpss.

Similarly, according to Equation (37), we get

fppD1
jrps|PappD1

jqq

ˇ

ˇ

ˇ

pUYS,U0q“po1,γl1
q

“ fppD1
jrps|PappD1

jqq

ˇ

ˇ

ˇ

pUYS,U0q“po2,γl2
q
.

This concludes that for any j P r1 : k1
1 ` 1s,

fppD1
jrps|PappD1

jqq

ˇ

ˇ

ˇ

pUYD,UM
0 q“po1,γl1

q
“ fppD1

jrps|PappD1
jqq

ˇ

ˇ

ˇ

pUYD,UM
0 q“po2,γl2

q
.

Note that the aforementioned transformation of o1 affects only those realizations of variables that are used for the
marginalization in the Equation (45). Putting the above results together implies that the terms in (45) remain unchanged, i.e.,

ź

p̂PPU0

fp̂pU0rp̂sq
ź

X̂rp̂sPSrPs

fp̂pX̂rp̂s|Pap̂pX̂qq

ˆ

´

P 1pZ 1|PaGpZ 1qq
ź

XPSztZ1u

PMpxM | PaGpXqq
ź

UPUztU0u

PMpuMq

¯
ˇ

ˇ

ˇ

pUYD,D:,UM
0 q“po1,d:,γl1

q

“
ź

p̂PPU0

fp̂pU0rp̂sq
ź

X̂rp̂sPSrPs

fp̂pX̂rp̂s|Pap̂pX̂qq

ˆ

´

P 1pZ 1|PaGpZ 1qq
ź

XPSztZ1u

PMpxM | PaGpXqq
ź

UPUztU0u

PMpuMq

¯
ˇ

ˇ

ˇ

pUYD,D:,UM
0 q“po2,d:,γl2

q

This implies that ϕl1pd:q “ ϕl2pd:q. By varying x within r0 : κ´1
2 s in the definition of γl1 and γl2 , we obtain the result.



Lemma 8. There exists 0 ă ϵ ă 1
κ , such that there exists v0 P XpVq1 and 1 ď r ă t ď κ`1

2 such that

η1
jr pv0q ‰ η1

jtpv0q.

Proof. By substituting PM1

from their definitions into Equation (43) and rearranging the terms, we obtain

η
1

jpv0q “
ÿ

UMztU0uM

ÿ

UrPs

ź

Ûrp̂sPUrPs

fp̂pÛq
ź

X̂rp̂sPSrPs

fp̂pX̂rp̂s|Pap̂pX̂qq

ˆ

´

P 1pZ 1|PaGpZ 1qq
ź

XPSztZ1u

PMpxM | PaGpXqq
ź

UPUztU0u

PMpuMq

¯

,
(50)

Next, we define v0 P XpVq1 such that the conditions in the lemma hold.

• For any path p̂ P P and any node W on the path p̂ that is not a starting node for path p̂, we define

v0rW rp̂ss :“ 0.

• For any variable S P qS, we define
vM
0 rSs :“ 0.

• For the remaining part of v0, we choose a realization such that for the selected v0, there exists a realization for the
unobserved variables U that ensures IpSq “ 0 for all S P qS. This is clearly possible due to the definition of IpSq.

Assume r and t are such that γjr :“ p0, 0, . . . , 0q and γjt :“ p2, 0, . . . , 0q. To finish the proof of the lemma, it is enough to
show that η1

jr
pv0q and η1

jt
pv0q are two different polynomial functions of parameter ϵ. We prove that these two polynomials

are different by showing that η1
jr

pv0q ‰ η1
jt

pv0q for ϵ “ 0.

We only need to consider the non-zero terms in Equation (50). From (50), we have
ź

Ûrp̂sPUrPs

fp̂pÛq
ź

X̂rp̂sPSrPs

fp̂pX̂rp̂s|Pap̂pX̂qq

ˆ

´

P 1pZ 1|PaGpZ 1qq
ź

XPSztZ1u

PMpxM | PaGpXqq
ź

UPUztU0u

PMpuMq

¯

.
(51)

Note that fp̂pÛq “ 1
κ`1 and fp̂pX̂|Pap̂1 pX̂qq is non-zero only

• when there exists a variable W P F such that p̂1 “ pW , X̂ is a child of W in path pW , and

X̂rp̂1s ” W rps pmod κ` 1q.

• when the following holds

X̂rp̂1s ”
ÿ

X̂1PPap̂1 pX̂qztW u

X̂ 1rp̂1s pmod κ` 1q.

Similarly, PMpX|PaGpXqq is non-zero

• if IpXq “ 1 (i.e. PMpX|PaGpXqq “ 1
κ`1 ), or

• if X ” MpXq pmod κ` 1q for PMpX|PaGpXqq,

P 1pZ 1|PaGpZ 1qq is non-zero

• if IpZ 1q “ 1 (i.e. PMpZ 1|PaGpZ 1qq “ 1
κ`1 ), or

• Z 1 ” M 1pZ 1q pmod κ` 1q for P 1pZ 1|PaGpZ 1qq.



Let fix a realization u P XpUztUM
0 uq1. We consider two scenarios:

I) Assume that for this realization, there is a variable S P qS, such that IpSq “ 1 and S is the closest variable to U0

considering only paths with bidirected edges in G1rqSs. The value of SM does not depend on its parents because of IpSq “ 1

and Equation (8). Additionally in the graph G1rqSs, there exists a path U0, Ŝ
1
1, Û

1
1, Ŝ

1
2, Û

1
2, . . . , Û

1
l1 , S, such that U0 is a parent

of Ŝ1
1 P qS, S is a child of Û 1

l P qU
qS, and Û 1

j P qU
qS is a parent of variables Ŝ1

j P qS and Ŝ1
j`1 P qS for j P r1 : l1 ´ 1s. Let

Û1 :“ tÛ 1
1, . . . , Û

1
lu. We define u1 P XpUztUM

0 uq1 that is consistent with u except the variables in Û1. For these variables,
we define

u1MrÛjs :“ uMrÛjs ` 2p´1qj pmod κ` 1q, j P r1 : l1s, (52)

With this modification for any rS P S, we have

PMprs|PaGp rSqq

ˇ

ˇ

ˇ

pUq“pu,γjr q
“ P prs|PaGp rSqq

ˇ

ˇ

ˇ

pUq“pu1,γjt q
.

Therefore for all such realizations of u, the summation of the following terms for both η1
jr

pv0q and η1
jt

pv0q will be the same,

ź

Ûrp̂sPUrPs

fp̂pÛq
ź

X̂rp̂sPSrPs

fp̂pX̂rp̂s|Pap̂pX̂qq

ˆ

´

P 1pZ 1|PaGpZ 1qq
ź

XPSztZ1u

PMpxM | PaGpXqq
ź

UPUztU0u

PMpuMq

¯

.
(53)

II) Assume that for all S P qS, we have IpSq “ 0. We consider a realization UM
0 “ γjr and u such that:

• ur qU
qSs “ 0, and

• for all U P U and any path p̂ P P which contains U , urU rp̂ss “ 0.

We claim that for such u,
ź

Ûrp̂sPUrPs

fp̂pÛq
ź

X̂rp̂sPSrPs

fp̂pX̂rp̂s|Pap̂pX̂qq

ˆ

´

P 1pZ 1|PaGpZ 1qq
ź

XPSztZ1u

PMpxM | PaGpXqq
ź

UPUztU0u

PMpuMq

¯

.

is non-zero. To prove this claim, we consider four cases:

• assume that p̂ P P and exists a variable W such that p̂ “ pW . Let X̂ be a child of W in path pW . From the definitions
of u and v0, we get

X̂rp̂s ” W rp̂s pmod κ` 1q,

and therefore fp̂pX̂rp̂s|Pap̂pX̂qq “ 1. The above holds because X̂rp̂s “ 0 “ W rp̂s pmod κ` 1q.

• assume that p̂ P P and X̂ is a variable on this path such that it is neither a starting node on p̂ nor a child of a starting
node on path p̂. Then, from the definitions of v0 and u we get

X̂rp̂s ”
ÿ

X̂PPap̂pX̂q

X̂rp̂s pmod κ` 1q,

and therefore fp̂pX̂rp̂s|Pap̂pX̂qq “ 1. The above holds because all the variables in the above equation are zero.

• assume X P qSztZ 1u. From the definitions of v0 and u, we get

XM ” MpXq pmod κ` 1q,

and therefore PMpxM|PaGpXqq “ 1. Again, the above holds because all the terms are zero.



• assume X “ Z 1, then
Z 1 ” M 1pZ 1q pmod κ` 1q,

and consequently P 1pZ 1|PaGpZ 1qq “ 1.

Now, we consider the case when UM
0 “ γjt . Assume that W P F and W 1 is the last descendant of W on the path pW . From

the properties which we proved in Section 1.3, we have W 1 P Z1 and by the definition of v0, we have W 1rpws “ 0. Assume
W 2 is a parent of W 1 on the path pW . Note that fpW

pW 1rpW s|PapW
pW 1qq ‰ 0 if and only if W 2rpW s “ 0. Repeating the

above reasoning for variables from W 1 to W , we conclude that W rps must be equal to 0, otherwise, there would be a term
in Equation (53) that is zero and this contradicts with the fact that Equation (53) is non-zero.

Assume that Z 1,W 1
1,W

1
2, . . . ,W

1
k1 ,W 1

k1`1 :“ Y 1 are the nodes on the path p. Next, we prove by backward induction that
W 1

i “ 0 for all i P r1 : k1 ` 1s. By definition of v0, we know that Y 1rps “ 0. If W 1
i rps “ 0 for all i P rk2 ` 1 : k1s, we will

prove that W 2
k2 rps “ 0 as well. To do so, we consider the following three cases:

• W 1
k2 is a collider on a path p. Then the fact that W 2

k2 rps “ 0 follows immediately from the aforementioned reasoning
and the fact that Equation (53) is non-zero.

• W 1
k2 is a child ofW 1

k2`1 and it is not a collider. Then, fppW 1
k2 |PappW 2

k2 qq ‰ 0 if and only ifW 1
k2 rps “ W 1

k2`1rps “ 0.

• W 1
k2 is a parent of W 1

k2`1. Then, fppW 1
k2`1|PappW 2

k2 qq ‰ 0 if and only if 0 “ W 1
k2`1rps “ W 1

k2 rps.

This implies that W 1
1 “ 0. Therefore, P 1pZ 1|PaGpZ 1qq “ PMpZ 1|PaGpZ 1qq because M 1pZ 1q “ MpZ 1q. Furthermore, the

above arguments show that all fp̂p¨|¨q terms in Equation (53) are equal to one. This simplifies the Equation (53) to
ź

XPS

PMpxM | PaGpXqq
ź

UPUztU0u

PMpuMq.

However by the proof of Lemma 6 Kivva et al. [2022], we know that there is no realization of UM consistent with U0 “ γjt
such that:

• IpSq “ 0 for all S P qS, and

• xM ” MpXq pmod κ` 1q for all X P qS. The latter is a necessary condition for PMpx|PaGpXqq being non-zero.

To summarize, we showed that for UM
0 “ γjr , Equation (53) is non-zero while it is zero for UM

0 “ γjt . This implies that
η1
jr

pv0q ‰ η1
jt

pv0q for ϵ “ 0.

1.4.2 Proof of Lemma 4

Lemma 4. Let S :“ AncGrVzX1spY
1,Z1q and D is a set of all nodes on the paths in P excluding Z1. Then,

Px1 pd|szdq “
QrSs

ř

DQrSs
“ QrD|SzDs (54)

is not c-gID from pA,Gq.

Proof. We will show that QrD|SzDs is not c-gID from pA1,Gq, where A1 :“ A Y tSiu
n
i“2. To this end, we will construct

two models M1 and M2 such that for each i P r0 : m1s and any v P V:

QM1rA1
ispvq “ QM2rA1

ispvq, (55)
ÿ

D

QM1rSspvq “
ÿ

D

QM2rSspv1q, (56)

but there exists v0 P XpVq1 such that:
QM1rSspv0q ‰ QM2rSspv0q. (57)

Note that Equations (56)-(57) yield

QrD|SzDsM1pv0q ‰ QrD|SzDsM2pv0q.



This means that QrD|SzDs is not c-gID from pA1,Gq.

To this end, we consider two cases.

First case:
Suppose that there exists i P r0,ms, such that qS Ă Ai. Then, consider the models M1

1 and M1
2 constructed in the section

1.4.1. According to the definitions of models M1
1 and M1

2 for any v P XpVq1, and any i P r0 : m1s, and any g P t1, 2u, we
have

QrA1
is
M1

g pvq :“
ÿ

UM
0

PMg puM0 q
ÿ

U0rPs

ź

p̂PPU0

fp̂pU0rp̂sq
ÿ

UztU0u

ź

XPA1
i

PM1

px | PaGpXqq
ź

UPUztU0u

PM1

puMq,

ÿ

D

QrSsM
1
g pvq :“

ÿ

UM
0

PMg puM0 q
ÿ

U0rPs

ź

p̂PPU0

fp̂pU0rp̂sq
ÿ

D

ÿ

UztU0u

ź

XPS

PM1

px | PaGpXqq
ź

UPUztU0u

PM1

puMq,

QrSsM
1
g pvq :“

ÿ

UM
0

PMg puM0 q
ÿ

U0rPs

ź

p̂PPU0

fp̂pU0rp̂sq
ÿ

UztU0u

ź

XPS

PM1

px | PaGpXqq
ź

UPUztU0u

PM1

puMq.

We can re-writing the above equations using the notations of θ1
i,j , ϕ1

j , and η1
j ,

QrA1
is
M1pvq “

d
ÿ

j“1

1

d
θ1
i,jpvq,

QrA1
is
M2pvq “

d
ÿ

j“1

pjθ
1
i,jpvq,

ÿ

D

QrSsM1pvq “

d
ÿ

j“1

1

d
ϕ1
jpvrD:sq,

ÿ

D

QrSsM2pvq “

d
ÿ

j“1

pjϕ
1
jpvrD:sq,

QrSsM1pvq “

d
ÿ

j“1

1

d
η1
jpvq,

QrSsM2pvq “

d
ÿ

j“1

pjη
1
jpvq.

The above equations imply the following equations.

QM2rA1
ispvq ´QM1rA1

ispvq “

d
ÿ

j“1

ppj ´
1

d
qθ1

i,jpvq

ÿ

D

QrSsM2pvq ´
ÿ

D

QrSsM1pvq “

d
ÿ

j“1

ppj ´
1

d
qϕ1

jpvrD:sq

QM2rqSspv0q ´QM1rqSspv0q “

d
ÿ

j“1

ppj ´
1

d
qη1

jpv0q

d
ÿ

j“1

pj ´ 1 “

d
ÿ

j“1

ppj ´
1

d
q.

To prove the statement of the lemma it suffices to solve the following system of linear equations over parameters tpjudj“1



and show that it admits a solution.

d
ÿ

j“1

ppj ´
1

d
qθ1

i,jpvq “ 0, @v P XpVq1, i P r0 : m1s,

d
ÿ

j“1

ppj ´
1

d
qϕ1

jpd:q “ 0, @d: P XpD:q, i P r0 : m1s,

d
ÿ

j“1

ppj ´
1

d
qη1

jpv0q ‰ 0, Dv0 P XpVq1,

ppj ´
1

d
q “ 0,

0 ă pj ă 1, @j P r1 : ds.

Analogous to the proof of Lemma 1, we use Lemmas 6, 7, and 8 instead of Lemmas 1, 4 and 2 respectively and conclude the
result.

Second case:
Suppose that there is no i P r0,ms, such that qS Ă Ai. This case is identical to the Second case of the Lemma 1.

1.5 PROOF OF LEMMA 7

Recall that S “ AncGr qVzX1s
pY1 Y Z1q and it is assumed that is not gID from pA,Gq. S consists of S1, ...,Sn as its single

c-components where S1 is not gID. Let qS “ S1. Clearly, we can add tSiu
n
i“2 to the known distributions and qS remains not

gID, i.e., qS is not gID from pA1,Gq, where A1 :“ A Y tSiu
n
i“2. For simplicity, we denote A1 “ tA1um

1

i“0. Hence, using the
method in Section 1.1.1, we can construct two models M1 and M2 that are the same over the known distributions and
different over QrS1s. These models disagree on the distribution QrSs as well, because QrSs “

śn
i“1QrSis. Below, we use

these two models to introduce two new models to prove Lemma 7.

1.5.1 New models for Lemma 7

Recall that T is a node in qSzpZ1 Y Y1q, pT is a shortest directed path from node T to the node Z 1, rF is a set of all colliders
on the path rp, rP :“ trpu Y tpT u Y trpW |W P rFu and rD is a set of all nodes on the paths from rP excluding the nodes in Z1.
Let rDP be a set of all variables that belong to at least one path in P .

Similar to the Section 1.4.1 further we define new models ĂM1 and ĂM2 based on the models M1 and M2 defined in Section
1.1.1. We say that a variable D is a starting node of the path p̂ P rP if

• D “ T and p̂ “ pT , or

• D “ Z 1 and p̂ “ rp, or

• D P rF, i.e., it is a collider on path rp, and p̂ “ rpD.

Note that D can be a starting node of only one path.

For R P V Y U, let rαppRq be the number of paths in rP that contains R. Furthermore, we use rXpRq and XpRq to denote its
domain in ĂM1 or ĂM2 (variables in different models have the same domains) and in M1 or M2 respectively. We define
rXpRq as follows:

• If R is a starting node for one of the paths in P

rXpRq :“ XpRq ˆ r0 : κsrαppRq´1.

• If R is not a starting node for any of the paths in P , then:

rXpRq :“ XpRq ˆ r0 : κsrαppRq.



Consequently, if R does not belong to any of the paths in rP , then rXpRq :“ XpRq.

Consider R P V Y U. According to the domain’s definitions above, R is a vector that is a concatenation of the vector
coming from XpRq in model M1 (or M2) and some additional coordinates. These additional coordinates are defined based
on rαppRq. More precisely, if R is not a starting node of a path p̂ P rP , then there is a coordinate assigned to this path, denoted
by Rrp̂s, otherwise, if R is a starting node of p̂ P rP , then there is no coordinate assigned this path.

Let O P V Y U. For any realization o P rXpOq of O we denote by oM P XpOq a realization of O that is consistent with o.
With slight abuse of notation, we use O and OM to denote realizations of O in models ĂMi and Mi, respectively. OM

means realizations in XpOq that are consistent with realizations in rXpOq.

Recall that D
rP is a set of all variables on the paths in rP . Let D P rDP . We denote by rPD the set of all paths p̂, such that

p̂ P rP , D belongs to the path p̂, and D is not a starting node of path p̂. We are ready now to define the probabilities of
P

ĂMipD|PaGpDqq for any D P V Y U and i P t1, 2u.

• If D does not belong to the set rDP , we define

P
ĂMipD|PaGpDqq :“ PMipD|PaGpDqq.

• If D belongs to the set rDPztZ 1u, we define

P
ĂMipD|PaGpDqq :“ PMipDM|PaGpDqq

ź

p̂P rPD

fp̂pDrp̂s|Pap̂pDqq, (58)

where

– if D ‰ Z 1 or p̂ ‰ pT then Pap̂pDq is a parents of D in a path p̂;
– if D “ Z 1 and p̂ “ pT then Pap̂pZ 1q is a parents of Z 1 on the paths p̂ and pT ;
– fp̂pD|Pap̂pDqq is given below.

Definition of function fp̂pDrp̂s|Pap̂pDqq:

– When there exists a variable W P rF such that p̂ “ rpW and D is a child of W on path pW ,

fp̂pDrp̂s|Pap̂pDqq :“

#

1 ´ κϵ if Drp̂s ” W rrps pmod κ` 1q

ϵ if Drp̂s ı W rrps pmod κ` 1q.

– When p̂ “ pT and D is a child of T on path p̂,

fp̂pDrp̂s|Pap̂pDqq :“

#

1 ´ κϵ if Drp̂s ” TM pmod κ` 1q

ϵ if Drp̂s ı TM pmod κ` 1q.

– When p̂ “ pT and D “ Z 1. Suppose Z 1 is a child of W 1 on a path pT and is a child of W 2 on a path rp,

fp̂pZ 1rpT s|Pap̂pDqq :“

#

1 ´ κϵ if Z 1rpT s ” W 1rpT s `W 2rrps pmod κ` 1q

ϵ if Z 1rpT s ı W 1rpT s `W 2rrps pmod κ` 1q.

– When Pap̂pDq “ H,

fp̂pDrp̂sq :“
1

κ` 1
.

– Otherwise,

fp̂pDrp̂s|Pap̂pDqq :“

#

1 ´ κϵ if Drp̂s ”
ř

D1PPap̂pDq D
1rp̂s pmod κ` 1q

ϵ if Drp̂s ı
ř

D1PPap̂pDq D
1rp̂s pmod κ` 1q,

(59)

Note that P ĂMipD|PaGpDqq is a probability distribution since for different paths p̂1 and p̂2, Drp̂1s and Drp̂2s are
different and also

ÿ

Drp̂sP rXpDrp̂sq

fp̂pDrp̂s|Pap̂pDqq “ 1



Note that for any W P pV Y UqztU0u, we have

P
ĂM1pW |PaGpW qq “ P

ĂM2pW |PaGpW qq.

Therefore, we will use P ĂMpW |PaGpW qq instead of P ĂM1pW |PaGpW qq or P ĂM2pW |PaGpW qq for W P pV Y UqztU0u.

We also have

P
ĂM1pU0q “

1

d

ź

p̂P rPU0

fp̂pU0rp̂sq,

P
ĂM2pU0q “ PM2pUM

0 q
ź

p̂P rPU0

fp̂pU0rp̂sq.
(60)

Recall that S “ AncGrVzX1spY
1 Y Z 1q. Let rD1 :“ Sz rD and rD: :“ Vz rD. For i P r0 : m1s, j P r1 : ds, v P rXpVq and

d: P rXp rD:q, we define θ
1

i,jpvq, ϕ
1

jpd:q and η
1

jpvq as follows:

rθi,jpvq :“
ÿ

U0r rPs

ź

p̂P rPU0

fp̂pU0rp̂sq
ÿ

UztU0u

ź

XPA1
i

P
ĂMpx | PaGpXqq

ź

UPUztU0u

P
ĂMpuMq, (61)

rϕjpd:q :“
ÿ

U0r rPs

ź

p̂P rPU0

fp̂pU0rp̂sq
ÿ

rD

ÿ

UztU0u

ź

XPS

P
ĂMpx | PaGpXqq

ź

UPUztU0u

P
ĂMpuMq, (62)

rηjpvq :“
ÿ

U0r rPs

ź

p̂P rPU0

fp̂pU0rp̂sq
ÿ

UztU0u

ź

XPS

P
ĂMpx | PaGpXqq

ź

UPUztU0u

P
ĂMpuMq, (63)

where
ř

U0r rPs
is a summation over realizations of the random variables tU0rp̂s| p̂ P rPU0

u.

Next, we prove three lemmas similar to Lemmas 6, 7, and 8 for the new models ĂM1 and ĂM2.

Lemma 10. For any v P rXpVq and i P r0 : m1s,

rθi,j1pvq “ rθi,j2pvq “ ¨ ¨ ¨ “ rθi,jκ`1
2

pvq.

Proof. By substituting P ĂM from the above into Equation (41) and rearranging the terms, we obtain

rθi,jpvq “
ÿ

Ur rPs

ź

Ûrp̂sPUr rPs

fp̂pÛq
ź

X̂rp̂sPA1
ir rPs

fp̂pX̂rp̂s|Pap̂pX̂qqˆ

ˆ

´

ÿ

UMztU0uM

ź

XPA1
i

PMpxM | PaGpXqq
ź

UPUztU0u

PMpuMq

¯

Note that the terms inside the big parenthesis of the above equation is equal to θi,j given by 3, i.e.,

rθi,jpvq “
ÿ

Ur rPs

ź

Ûrp̂sPUr ĂPs

fp̂pÛq
ź

X̂rp̂sPA1
ir rPs

fp̂pX̂rp̂s|Pap̂pX̂qqθi,jpvMq.

In the last equation, all terms on the right-hand side except θi,jpvMq are independent of the realization of tU0uM, i.e.,
independent of index j. For j P tj1, j2, . . . , jκ`1

2
u and using the result of Lemma 1 that says θi,j1pvq “ θi,j2pvq “ ¨ ¨ ¨ “

θi,jκ`1
2

pvq, we can conclude the result.

Lemma 11. For any d: P rXp rD:q:
rϕj1pd:q “ rϕj2pd:q “ ¨ ¨ ¨ “ rϕj k`1

2

pd:q.



Proof. Similar to the previous lemma, by substituting P ĂM from their definitions into Equation (62) and rearranging the
terms, we obtain:

rϕjpd:q :“
ÿ

U0r rPs

ÿ

UMztU0uM

ÿ

rD

ź

p̂P rPU0

fp̂pU0rp̂sq
ź

X̂rp̂sPSr rPs

fp̂pX̂rp̂s|Pap̂pX̂qqˆ

ˆ

´

ź

XPS

PMpxM | PaGpXqq
ź

UPUztU0u

PMpuMq

¯ (64)

Suppose that l1 and l2 are two integers such that

γl1 “ p2x, 0, . . . , 0qq,

γl2 “ p2x` 2 pmod κ` 1q, 0, . . . , 0q,

and x is an integer in r0 : κ´1
2 s. We will prove that rϕl1pd:q “ rϕl2pd:q.

Suppose that path p is the sequence of variables: Z 1, D1
1, D1

2 . . . , D1
k1
1
, D1

k1
1`1 :“ Y 1 and path pT is a sequence of variables:

T0 :“ T , T1, . . . , Tk1
2
, Tk1

2`1 :“ Z 1. Note that direct edge between Z 1 and D1
1 is pointing toward Z 1, i.e., Z 1 Ð D1

1 and for
all i P r0, k1

2s variable Ti is a parent of Ti`1 on the path pT .

On the other hand, since T and U0 are both in qS (qS “ S1 by construction), then there exists a shortest path
U0, Ŝ

1
1, Û

1
1, Ŝ

1
2, Û

1
2, . . . , Û

1
l1 , T , such that U0 is a parent of Ŝ1

1 P qS, T is a child of Û 1
l P qU

qS, and Û 1
j P qU

qS is a parent
of variables Ŝ1

j P qS and Ŝ1
j`1 P qS for any j P r1 : l1 ´ 1s. Let Û1 :“ tÛ 1

1, . . . , Û
1
lu, i.e., unobserved nodes in this shortest

path except U0. For any given realization o1 P rXpU Y rDq, we define o2 P rXpU Y rDq as follows,

oM
2 rÛ 1

js :“ oM
1 rÛ 1

js ` 2p´1qj pmod κ` 1q, @j P r0 : l1s,

oM
2 rT s :“ oM

1 rÛ 1
js ` 2p´1ql

1

pmod κ` 1q.
(65)

Note that if oM
1 rU0s “ γl1 then oM

2 rU0s “ γl2 . With these modifications for any S P qS, we obtain

s1 ´MpSq ” s2 ´MpSq pmod κ` 1q,

where s1 is a realization of S
ˇ

ˇ

ˇ

pUY rD, rD:q“po1,d:q
, s2 is a realization of S

ˇ

ˇ

ˇ

pUY rD, rD:q“po2,d:q
, Mp¨q is given by Equation (9).

This implies for any S P S, we have

PMps|PaGpSqq

ˇ

ˇ

ˇ

pUY rD, rD:q“po1,d:q
“ P ps|PaGpSqq

ˇ

ˇ

ˇ

pUY rD, rD:q“po2,d:q
.

Let c “ ´2p´1ql
1

and we define

oM
2 rTjrpT ss :“ oM

1 rTjrpT ss ´ c pmod κ` 1q, @j P r1 : k1
2s,

oM
2 rD1

1rrpss :“ oM
1 rD1

1rrpss ` c pmod κ` 1q.

This implies that for all j P r1 : k1
2 ` 1s we have

fpT
pTj |PapT

pTjqq

ˇ

ˇ

ˇ

pUY rD, rD:q“po1,d:q
“ fpT

pTj |PapT
pTjqq

ˇ

ˇ

ˇ

pUY rD, rD:q“po2,d:q
.

Assume that D1
j is not a collider on the path rp and j P r2 : k1

1 ` 1s. We define µpD1
jq to be the number of colliders on a part

of the path rp from D1
1 to D1

j´1. Thus, for those j P r2 : k1
1 ` 1s that D1

j is not a collider, we define

oM
2 rD1

jrrpss :“ oM
1 rD1

jrrpss ` cp´1qµpD1
jq. (66)

Note that the modifications in (66) might only affect the function f
rpp¨|¨q. Next, we show that after these modifications,

function f
rpp¨|¨q remains unchanged. To do so, for j P r1 : k1

1 ` 1s we consider four different cases:

1. If D1
j has no parents, then it is obvious that

f
rppD1

jrrpsq

ˇ

ˇ

ˇ

pUY rDq“po1q
“ f

rppD1
jrrpsq

ˇ

ˇ

ˇ

pUY rDq“po2q
.



2. If D1
j is a collider, then µpD1

j`1q “ µpD1
j´1q ` 1 and

o1rD1
j`1rrpss ` o1rD1

j´1rrpss “ o2rD1
j`1rrpss ` o2rD1

j´1rrpss,

and hence, according to the Equation (59), we have

f
rppD1

jrrps|Pa
rppD1

jqq

ˇ

ˇ

ˇ

pUY rDq“po1q
“ f

rppD1
jrrps|Pa

rppD1
jqq

ˇ

ˇ

ˇ

pUY rDq“po2q
.

3. If D1
j is a child of D1

j`1, then µpD1
jq “ µpD1

j`1q and

o1rD1
jrrpss ´ o1rD1

j`1rrpss “ o2rD1
jrrpss ´ o2rD1

j`1rrpss.

According to Equation (59), we imply that

f
rppD1

jrrps|Pa
rppD1

jqq

ˇ

ˇ

ˇ

pUY rDq“po1q
“ f

rppD1
jrrps|Pa

rppD1
jqq

ˇ

ˇ

ˇ

pUY rDq“po2q
.

4. If D1
j is a child of D1

j´1, then µpD1
jq “ µpD1

j´1q and

o1rD1
jrrpss ´ o1rD1

j´1rrpss “ o2rD1
jrrpss ´ o2rD1

j´1rrpss.

Similarly, according to Equation (59), we get

f
rppD1

jrrps|Pa
rppD1

jqq

ˇ

ˇ

ˇ

pUY rDq“po1q
“ f

rppD1
jrrps|Pa

rppD1
jqq

ˇ

ˇ

ˇ

pUY rDq“po2q
.

This concludes that for any j P r1 : k1
1 ` 1s,

f
rppD1

jrrps|Pa
rppD1

jqq

ˇ

ˇ

ˇ

pUY rDq“po1q
“ f

rppD1
jrrps|Pa

rppD1
jqq

ˇ

ˇ

ˇ

pUY rDq“po2q
.

Note that the aforementioned transformation of o1 affects only those realizations of variables that are used for marginalization
in the Equation (64). Putting the above results together implies that the terms in Equation (64) remain unchanged, i.e.,

ź

p̂P rPU0

fp̂pU0rp̂sq
ź

X̂rp̂sPSr rPs

fp̂pX̂rp̂s|Pap̂pX̂qq

ˆ

´

ź

XPS

PMpxM | PaGpXqq
ź

UPU

PMpuMq

¯
ˇ

ˇ

ˇ

pUY rDq“po1q
“

“
ź

p̂P rPU0

fp̂pU0rp̂sq
ź

X̂rp̂sPSr rPs

fp̂pX̂rp̂s|Pap̂pX̂qq

ˆ

´

ź

XPS

PMpxM | PaGpXqq
ź

UPUztU0u

PMpuMq

¯
ˇ

ˇ

ˇ

pUY rDq“po2q

This implies that rϕl1pd:q “ rϕl2pd:q. By varying x within r0 : κ´1
2 s in the definition of γl1 and γl2 , we obtain the result.

Lemma 12. There exists 0 ă ϵ ă 1
κ , such that there exists v0 P rXpVq and 1 ď r ă t ď κ`1

2 such that

rηjr pv0q ‰ rηjtpv0q.

Proof. By substituting P ĂM from their definitions into Equation (63) and rearranging the terms, we obtain

rηjpv0q “
ÿ

UMztU0uM

ÿ

Ur rPs

ź

Ûrp̂sPUr rPs

fp̂pÛq
ź

X̂rp̂sPSr rPs

fp̂pX̂rp̂s|Pap̂pX̂qqˆ

ˆ

´

ź

XPS

PMpxM | PaGpXqq
ź

UPUztU0u

PMpuMq

¯

,
(67)

Next, we define v0 P rXpVq such that the conditions in the lemma hold.



• For any path p̂ P rP and any node W on the path p̂ that is not a starting node for path p̂ we define:

v0rW rp̂ss :“ 0;

• For any variable S P qS, we define
vM
0 rSs :“ 0;

• For the remaining part of v0, we choose a realization such that for the selected v0, there exists a realization for the
unobserved variables U that ensures IpIqpSq “ 0 for all S P qS. This is clearly possible due to the definition of IpSq.

Assume r and t are such that γjr “ p0, 0, . . . , 0q and γjt “ p2, 0, . . . , 0q. To finish the proof of the lemma, it is enough to
show that rηjr pv0q and rηjtpv0q are two different polynomial functions of parameter ϵ. We prove that those two polynomials
are different by showing that rηjr pv0q ‰ rηjtpv0q for ϵ “ 0.

We only need to consider the non-zero terms in Equation (67). From (67), we have
ź

Ûrp̂sPUr rPs

fp̂pÛq
ź

X̂rp̂sPSr rPs

fp̂pX̂rp̂s|Pap̂pX̂qq

ˆ

´

ź

XPS

PMpxM | PaGpXqq
ź

UPUztU0u

PMpuMq

¯

.
(68)

Note that fp̂pÛq “ 1
κ`1 and fp̂pX̂|Pap̂pX̂qq is non-zero only:

• when p̂ “ pT , X̂ is a child of T on the path pT , and

X̂rp̂s ” TM pmod κ` 1q.

• when p̂ “ pT , X̂ “ Z 1, and
Z 1rp̂s ” W 1rp̂s `W 2rrps pmod κ` 1q,

where W 1 is a parent of Z 1 on the path pT and W 2 is a parent of Z 1 on the path rp.

• when there exists a variable W P F such that p̂1 “ rpW , X̂ is a child of W in path rpW , and

X̂rp̂s ” W rrps pmod κ` 1q.

• when the following holds
X̂rp̂s ”

ÿ

X̂1PPap̂pX̂qztW u

X̂ 1rp̂s pmod κ` 1q.

Similarly, PMpX|PaGpXqq is non-zero

• if IpXq “ 1 (i.e. PMpXM|PaGpXqq “ 1
κ`1 ), or

• if XM ” MpXq pmod κ` 1q for PMpXM|PaGpXqq.

Let fix a realization u P rXpUztUM
0 uq. We consider two scenarios:

I) Assume that for this realization, there is a variable S P qS, such that IpSq “ 1 and S is the closest variable to U0

considering only paths with bidirected edges in G1rqSs. The value of SM does not depend on its parents because of IpSq “ 1

and Equation (8). Additionally in the graph G1rqSs there exists a path U0, Ŝ
1
1, Û

1
1, Ŝ

1
2, Û

1
2, . . . , Û

1
l1 , S, such that U0 is a parent

of Ŝ1
1 P qS, S is a child of Û 1

l P qU
qS, and Û 1

j P qU
qS is a parent of variables Ŝ1

j P qS and Ŝ1
j`1 P qS for j P r1 : l1 ´ 1s. Let

Û1 :“ tÛ 1
1, . . . , Û

1
lu. We define u1 P rXpUztUM

0 uq that is consistent with u except the variables in qU. For these variables,
we define

u1MrÛjs :“ uMrÛjs ` 2p´1qj pmod κ` 1q, j P r1 : l1s, (69)

With this modification for any rS P S, we have

PMprs|PaGp rSqq

ˇ

ˇ

ˇ

pUq“pu,γl1
q

“ P prs|PaGp rSqq

ˇ

ˇ

ˇ

pUq“pu1,γl2
q
.



Therefore for all such realizations of u the summation of the following terms for both rηjr pv0q and rηjtpv0q will be the same,
ź

Ûrp̂sPUr rPs

fp̂pÛq
ź

X̂rp̂sPSr rPs

fp̂pX̂rp̂s|Pap̂pX̂qqˆ

ˆ

´

ź

XPS

PMpxM | PaGpXqq
ź

UPUztU0u

PMpuMq

¯

.
(70)

II) Assume that for all S P qS, we have IpSq “ 0. We consider a realization UM
0 “ γjr and u such that:

• ur qU
qSs “ 0.

• for all U P U and any path p̂ P P which contains U , urU rp̂ss “ 0.

We claim that for such u,
ź

Ûrp̂sPUr rPs

fp̂pÛq
ź

X̂rp̂sPSr rPs

fp̂pX̂rp̂s|Pap̂pX̂qqˆ

ˆ

´

ź

XPS

PMpxM | PaGpXqq
ź

UPUztU0u

PMpuMq

¯

.

is non-zero. To prove this claim we consider 5 cases:

• assume that p̂ “ pT and X̂ “ Z 1. Denote by W 1 parent of Z 1 on the path pT and by W 2 parent of Z 1 on the path rp.
From the definition of u and v0, we get

X̂rp̂s ” W 1rp̂s `W 2rrps,

and therefore fp̂pX̂rp̂s|Pap̂pX̂qq
“ 1. The latter is true because X̂rp̂s ” W 1rp̂s ” W 2rrps ” 0 pmod κ` 1q.

• assume that p̂ “ pT and X̂ is a child of T. From the definition of u and v0 we get

X̂ ” TM pmod κ` 1q,

and therefore fp̂pX̂rp̂s|Pap̂pX̂qq
“ 1. The above holds because all the variables in the above equation are zero.

• assume that p̂ P rP and exists a variable W such that p̂ “ rpW . Let X̂ is a child of W in a path rpW . From the definitions
of u and v0, we get

X̂rp̂s ” W rp̂s pmod κ` 1q,

and therefore fp̂pX̂rp̂s|Pap̂pX̂qq “ 1. Again, the above holds because all the terms are zero.

• assume that p̂ P rP and X̂ is a variable on this path such that it is neither a starting node of the path p̂ nor a child of a
starting node on the path p̂. Then, from the definitions of v0 and u, we get

X̂rp̂s ”
ÿ

X̂PPap̂pX̂qztW u

X̂rp̂s pmod κ` 1q,

and therefore fp̂pX̂rp̂s|Pap̂pX̂qq “ 1. Again, the above holds because all the terms are zero.

• assume X P qS. Then, from the definitions of v0 and u, we get

XM ” MpXq pmod κ` 1q,

and consequently PMpxM|PaGpXqq “ 1.

Now we consider the case when UM
0 “ γjt .

Note that the following term depends only the realization of UM and vM
0 .

ź

XPS

PMpxM | PaGpXqq
ź

UPUztU0u

PMpuMq.

However by the proof of Lemma 6 Kivva et al. [2022] we know that there is no realization of UM such that:



• IpSq “ 0 for all S P qS, and

• UM
0 “ γjt , and

• xM ” MpXqpκ` 1q for all X P qS. The latter is a necessary condition for PMpx|PaGpXqq being non-zero.

To summarize, we showed that for UM
0 “ γjr , Equation (70) is non-zero while it is zero for UM

0 “ γjt . This implies that
rηjr pv0q ‰ rηjtpv0q for ϵ “ 0.

1.5.2 Proof of Lemma 7

Lemma 7. Let S :“ AncGrVzX1spY
1,Z1q and rD is a set of all nodes on the paths in P excluding Z1. Then,

Px1 prd|szrdq “
QrSs

ř

rDQrSs
“ Qr rD|Sz rDs (71)

is not c-gID from pA,Gq.

Proof. We will show that Qr rD|Sz rDs is not c-gID from pA1,Gq, where A1 :“ A Y tSiu
n
i“2. To this end, we will specify two

models M1 and M2 such that for each i P r0 : m1s and any v P rXpVq:

QM1rA1
ispvq “ QM2rA1

ispvq, (72)
ÿ

rD

QM1rSspv1q “
ÿ

rD

QM2rSspv1q, (73)

but there exists v0 P rXpVq such that:

QM1rSspv0q ‰ QM2rSspv0q. (74)

Note that using Equations (73)-(57) yield

Qr rD|Sz rDsM1pv0q ‰ Qr rD|Sz rDsM2pv0q.

This means that Qr rD|Sz rDs is not c-gID from pA1,Gq.

Two this end, we consider two cases.

First case:
Suppose that there exists i P r0,ms, such that qS Ă Ai. Further we consider models ĂM1 and ĂM2 constructed in Section
1.5.1. According to the definitions of models ĂM1 and ĂM2 for any v P rXpVq, and any i P r0 : m1s, and any g P t1, 2u:

QrA1
is

ĂMg pvq :“
ÿ

UM
0

PMg puM0 q
ÿ

U0r rPs

ź

p̂P rPU0

fp̂pU0rp̂sq
ÿ

UztU0u

ź

XPA1
i

P
ĂMpx | PaGpXqq

ź

UPUztU0u

P
ĂMpuq,

ÿ

rD

Q
ĂMg rSspvq :“

ÿ

UM
0

PMg puM0 q
ÿ

U0r rPs

ź

p̂P rPU0

fp̂pU0rp̂sq
ÿ

rD

ÿ

UztU0u

ź

XPS

P
ĂMpx | PaGpXqq

ź

UPUztU0u

P
ĂMpuq,

Q
ĂMg rSspvq :“

ÿ

UM
0

PMg puM0 q
ÿ

U0r rPs

ź

p̂P rPU0

fp̂pU0rp̂sq
ÿ

UztU0u

ź

XPS

P
ĂMpx | PaGpXqq

ź

UPUztU0u

P
ĂMpuq.



We can re-writing the above equations using the notations of rθi,j , rϕj , and rηj ,

QrA1
is

ĂM1pvq “

d
ÿ

j“1

1

d
rθi,jpvq,

QrA1
is

ĂM2pvq “

d
ÿ

j“1

pjrθi,jpvq,

ÿ

rD

QrSs
ĂM1pvq “

d
ÿ

j“1

1

d
rϕjpvr rD:sq,

ÿ

rD

QrSs
ĂM2pvq “

d
ÿ

j“1

pj rϕjpvr rD:sq,

QrSs
ĂM1pvq “

d
ÿ

j“1

1

d
rηjpvq,

QrSs
ĂM2pvq “

d
ÿ

j“1

pjrηjpvq.

The above equations imply the following equations.

Q
ĂM2rA1

ispvq ´Q
ĂM1rA1

ispvq “

d
ÿ

j“1

ppj ´
1

d
qrθi,jpvq

ÿ

rD

QrSs
ĂM2pvq ´

ÿ

rD

QrSs
ĂM1pvq “

d
ÿ

j“1

ppj ´
1

d
qrϕjpvr rD:sq

Q
ĂM2rSspv0q ´Q

ĂM1rSspv0q “

d
ÿ

j“1

ppj ´
1

d
qrηjpv0q

d
ÿ

j“1

pj ´ 1 “

d
ÿ

j“1

ppj ´
1

d
q.

To prove the statement of the lemma it suffices to solve a following system of linear equations over parameters tpjudj“1 and
show that it admits a solution.

d
ÿ

j“1

ppj ´
1

d
qrθi,jpvq “ 0, @v P rXpVq, i P r0 : m1s,

d
ÿ

j“1

ppj ´
1

d
qrϕjpd:q “ 0, @d: P rXp rD:q, i P r0 : m1s,

d
ÿ

j“1

ppj ´
1

d
qrηjpv0q ‰ 0, Dv0 P rXpVq,

ppj ´
1

d
q “ 0,

0 ă pj ă 1, @j P r1 : ds.

Analogous to the proof of Lemma 1, we use Lemmas 10, 11, and 12 instead of Lemmas 1, 4 and 2 respectively and conclude
the result.

Second case:
Suppose that there is no i P r0,ms, such that qS Ă Ai. This case we solve exactly the same as the Second case of the Lemma
1.



1.6 PROOF OF LEMMA 3

Lemma 3. Suppose that X, Y and Z are disjoint subsets of V in graph G and variables Z1 P Z, Z2 P Y Y Z, such that
there is a directed edge from Z1 to Z2 in G. If the causal effect Pxpy|zq is not c-gID from pA,Gq, then the causal effect
Pxpy|zztz1uq is also not c-gID from pA,Gq.

Proof. By the basic probabilistic manipulations, we get

Pxpy|zq “
Pxpy, zq

Pxpzq
,

Pxpy|zztz1uq “
Pxpy, zztz1uq

Pxpzztz1uq
.

Using Markov factorization property in graph G, we have

Pxpy, zq “
ÿ

VzpXYYYZq

ÿ

U

ź

WPVzX

P pw | PaGpW qq
ź

UPU

P puq,

Pxpzq “
ÿ

VzpXYZq

ÿ

U

ź

WPVzX

P pw | PaGpW qq
ź

UPU

P puq.

And similarly, we have

Pxpy, zztZ1uq “
ÿ

Z1

ÿ

VzpXYYYZq

ÿ

U

ź

WPVzX

P pw | PaGpW qq
ź

UPU

P puq,

PxpzztZ1uq “
ÿ

Z1

ÿ

VzpXYZq

ÿ

U

ź

WPVzX

P pw | PaGpW qq
ź

UPU

P puq.
(75)

Since Pxpy|zq is not c-gID from pA,Gq, there exists M1 and M2 such that

QM1rAispvq “ QM2rAispvq, @v P XpVq, @i P r0 : ms,

PM1
x py|zq ‰ PM2

x py|zq, Dx P XpXq, Dy P XpYq.

Using M1 and M2, we construct two models M1
1 and M1

2. To do so, we first take any surjective function F : XpZ1q Ñ

t0, 1u and define a function Ψ: t0, 1u ˆ XpZ1q Ñ p0, 1q that satisfies Ψp0, z1q ` Ψp1, z1q “ 1 for any z1 P XpZ1q.

For any node S that either belongs to the set of unobserved variables or belongs to VzptZ2u Y ChGpZ2qq, we define

PM1
ips|PaGpSqq :“ PMips|PaGpSqq, i P t1, 2u.

The domain of Z2 in M1
i is defined as XpZ2qM ˆ t0, 1u, where XpZ2qM is the domain of Z2 in M (either M1 or M2).

For z2 P XpZ2qM, i P t1, 2u, and k P t0, 1u, we define

PM1
ippz2, kq | PaGpZ2qztZ1u, z1q :“ PMipz2 | PaGpZ2qq ˆ ΨpF pz1q ‘ k, z1q.

Due to the property of function Ψ, the above definitions are valid probabilities, i.e., for any realizations pPaGpZ2q, z1q, the
following holds

ÿ

kPt0,1u

ÿ

z2PXpZ2qM

PM1
ippz2, kq|papZ2q, z1q “ 1.

For each S P ChGpZ2q, we define:

PM1
ips | PaGpSqztZ2u, pz2, kqq :“ PMips | PaGpSqztZ2u, z2q, i P t1, 2u, k P t0, 1u.

Next, we show that QM1
1rAispvq “ QM1

2rAispvq for each v P XpVq and i P r0 : ms. Suppose v is a realization of V in
M1

1 with realizations z1 and pz2, kq for Z1 and Z2, respectively. Consider two cases:



• Z2 R Ai: In this case, we have

QM1
1rAispvq “

ÿ

U

ź

APAi

PM1
1pa | PaGpAqq

ź

UPU

PM1
1puq

“
ÿ

U

ź

APAi

PM1pa | PaGpAqq
ź

UPU

PM1puq “ QM1rAispvq “ QM2rAispvq

“
ÿ

U

ź

APAi

PM2pa | PaGpAqq
ź

UPU

PM2puq

“
ÿ

U

ź

APAi

PM1
2pa | PaGpAqq

ź

UPU

PM1
2puq

“ QM1
2rAispvq.

• Z2 P Ai: In this case, we have

QM1
1rAispvq “

ÿ

U

ź

APAi

PM1
1pa | PaGpAqq

ź

UPU

PM1
1puq

“ Ψ pF pz1q ‘ k, z1q
ÿ

U

ź

APAi

PM1pa | PaGpAqq
ź

UPU

PM1puq

“ ΨpF pz1q ‘ k, z1qQM1rAispvq “ ΨpF pz1q ‘ k, z1qQM2rAispvq

“ ΨpF pz1q ‘ k, z1q
ÿ

U

ź

APAi

PM2pa | PaGpAqq
ź

UPU

PM2puq

“
ÿ

U

ź

APAi

PM1
2pa | PaGpAqqq

ź

UPU

PM1
2puq

“ QM1
2rAispvq.

Therefore, QM1
1rAispvq “ QM1

2rAispvq for each v P XpVq and i P r0 : ms.

On the other hand, we know that there exists x̂ P XpXqM, ŷ P XpYqM and ẑ P XpZqM such that PM1

x̂ pŷ|ẑq ‰ PM2

x̂ pŷ|ẑq.

According to Equations (75), we have

P
M1

i
x py, zztZ1uq “

ÿ

z1PXpZ1q

ÿ

VzpXYYYZq

ÿ

U

PM1
ippz2, kq|PaGpZ2qq

ź

WPVzpXYtZ2uq

PM1
ipw | PaGpW qq

ź

UPU

P puq

“
ÿ

z1PXpZ1q

ÿ

VzpXYYYZq

ÿ

U

ΨpF pz1q ‘ k, z1qPMipz2|PaGpZ2qq
ź

WPVzpXYtZ2uq

PMipw | PaGpW qq
ź

UPU

P puq

“
ÿ

z1PXpZ1q

ΨpF pz1q ‘ k, z1q
ÿ

VzpXYYYZq

ÿ

U

PMipz2|PaGpZ2qq
ź

WPVzpXYtZ2uq

PMipw | PaGpW qq
ź

UPU

P puq

“
ÿ

z1PXpZ1q

ΨpF pz1q ‘ k, z1qPMi
x py, zq.

Let us denote XpZ1q “ tα1, α2, . . . , αnu. For z1 “ αj and j P r1 : ns, we also denote

ψj :“ ΨpF pαjq ‘ 0, αjq,

βMi
j :“ PMi

x̂ pŷ, ẑrZztZ1us, αjq.

This leads to

PMi
x py, zztZ1uq “

n
ÿ

j“1

ψjβ
Mi
j ,

for realizations y consistent with ŷ, realization x consistent with x̂, z consistent with ẑ, and Z2 “ pz2, kq consistent with
ŷ Y ẑ and k “ 0. Recall that ψj is a real number from the interval p0, 1q. Note that ψj is independent from any other ψl for
l ‰ j.

Next, we consider two cases:



• Assume that Z2 P Z. In this case, we have

P
M1

i
x pzztZ1uq “

ÿ

z1PXpZ1q

ÿ

VzpXYZq

ÿ

U

PM1
ippz2, kq|PaGpZ2qq

ź

WPVzpXYtZ2uq

PM1
ipw | PaGpW qq

ź

UPU

P puq

“
ÿ

z1PXpZ1q

ÿ

VzpXYZq

ÿ

U

ΨpF pz1q ‘ k, z1qPMipz2|PaGpZ2qq
ź

WPVzpXYtZ2uq

PMipw | PaGpW qq
ź

UPU

P puq

“
ÿ

z1PXpZ1q

ΨpF pz1q ‘ k, z1q
ÿ

VzpXYZq

ÿ

U

PM1pz2|PaGpZ2qq
ź

WPVzpXYtZ2uq

PMipw | PaGpW qq
ź

UPU

P puq

“
ÿ

z1PXpZ1q

ΨpF pz1q ‘ k, z1qPMipzq.

For j P r1 : ns and z1 “ αj , we denote

γMi
j :“ PMi

x̂ pẑrZztZ1us, αjq,

which leads to

PMi
x pzztZ1uq “

n
ÿ

j“1

ψjγ
Mi
j ,

for realizations y consistent with ŷ, realization x consistent with x̂, z consistent with ẑ, and Z2 “ pz2, kq consistent
with ŷ Y ẑ and k “ 0. Thus, for such realizations, we have

PMi
x pŷ|ẑztZ1uq “

řn
j“1 ψjβ

Mi
j

řn
j“1 ψjγ

Mi
j

.

By the assumption of the lemma, there exists j P r1 : ns such that

βM1
j

γM1
j

‰
βM2
j

γM2
j

,

or equivalently,
βM1
j γM2

j ‰ βM2
j γM1

j .

Without loss of generality, we assume that the aforementioned inequality holds for j “ 1. Next, we prove that there
exists a parameters tψjunj“1 such that

řn
j“1 ψjβ

M1
j

řn
j“1 ψjγ

M1
j

‰

řn
j“1 ψjβ

M2
j

řn
j“1 ψjγ

M2
j

,

or equivalently,
n

ÿ

j“1

ψjβ
M1
j

n
ÿ

j“1

ψjγ
M2
j ´

n
ÿ

j“1

ψjβ
M2
j

n
ÿ

j“1

ψjγ
M1
j ‰ 0.

Note that the left hand side is a quadratic equation with respect to parameter ψ1, e.g.,

pβM1
1 γM2

1 ´ βM2
1 γM1

1 qψ2
1

Since βM1
1 γM2

1 ´ βM2
1 γM1

1 ‰ 0, then we can find tψjunj“1, such that

n
ÿ

j“1

ψjβ
M1
j

n
ÿ

j“1

ψjγ
M2
j ´

n
ÿ

j“1

ψjβ
M2
j

n
ÿ

j“1

ψjγ
M1
j ‰ 0.

This is possible because ψi P p0, 1q. This concludes the proof of the lemma for this case.



• Assume that Z2 P Y. Suppose that PM1
x py, z1|zztZ1uq “ PM2

x py, z1|zztZ1uq for all x P XpXq, y P XpYq and
z P XpZq. Then,

PM1
x py|zq “

PM1py, z1|zztZ1uq

PM1
x pz1|zztZ1uq

“
PM1py, z1|zztZ1uq

PM2
x pz1|zztZ1uq

“ PM2
x py|zq.

This is impossible as PM1

x̂ pŷ|ẑq ‰ PM2

x̂ pŷ|ẑq. Thus, there exist x̂1 P XpXq, ŷ1 P XpYq, and ẑ1 P XpZq, such that

PM1

x̂1 pŷ1, ẑ1
1|ẑ1ztZ1uq ‰ PM2

x̂1 pŷ1, ẑ1
1|ẑ1ztZ1uq.

On the other hand, we have

P
M1

i
x py, zq “

ÿ

VzpXYYYZq

ÿ

U

PM1
ippz2, kq|PaGpZ2qq

ź

WPVzpXYtZ2uq

PM1
ipw | PaGpW qq

ź

UPU

P puq

“
ÿ

VzpXYYYZq

ÿ

U

ΨpF pz1q ‘ k, z1qPMipz2|PaGpZ2qq
ź

WPVzpXYtZ2uq

PMipw | PaGpW qq
ź

UPU

P puq

“ ΨpF pz1q ‘ k, z1q
ÿ

VzpXYYYZq

ÿ

U

PMipz2|PaGpZ2qq
ź

WPVzpXYtZ2uq

PMipw | PaGpW qq
ź

UPU

P puq

“ ΨpF pz1q ‘ k, z1qPMi
x py, zq.

For j P r1 : ns, we define
β1
j
Mi :“ PMi

x̂ pŷ1, ẑ1rZztZ1us, αjq.

Suppose m P r1 : ns, where z1 “ αm and it is consistent with ẑ1. We assign k “ 0 and denote

β1
m

Mi :“ PMi

x̂1 pŷ1, ẑ1q.

This results in
P

M1
i

x̂1 pŷ1, ẑ1q “ β1
m

Miψm.

We also have

P
M1

i
x pzztZ1uq “

ÿ

z1PXpZ1q

ÿ

VzpXYZq

ÿ

U

PM1
ippz2, kq|PaGpZ2qq

ź

WPVzpXYtZ2uq

PM1
ipw | PaGpW qq

ź

UPU

P puq

“
ÿ

z1PXpZ1q

ÿ

VzpXYZq

ÿ

U

ΨpF pz1q ‘ k, z1qPMipz2|PaGpZ2qq
ź

WPVzpXYtZ2uq

PMipw | PaGpW qq
ź

UPU

P puq

“
ÿ

z1PXpZ1q

ÿ

VzpXYZq

ÿ

U

ÿ

kPt0,1u

ΨpF pz1q ‘ k, z1qPMipz2|PaGpZ2qq
ź

WPVzpXYtZ2uq

PMipw | PaGpW qq
ź

UPU

P puq

“
ÿ

z1PXpZ1q

PMipzq.

For j P r1 : ns and z1 “ αj , we denote

γ1
j
Mi :“ PMi

x̂ pẑ1rZztZ1usq,

and from the above equation, we get

PMi
x pzztZ1uq “

n
ÿ

j“1

γMi
j ,

for realizations y consistent with ŷ1, realization x consistent with x̂1, z consistent with ẑ1, and Z2 “ pz2, kq consistent
with ŷ1 Y ẑ1 and k “ 0. We have

PMi
x pŷ|ẑztZ1uq “

řn
j“1 ψjβ

1
j
Mi

řn
j“1 γ

Mi
j

.



By the assumption of the lemma, we have

β1
m

M1

řn
j“1 γ

M1
j

‰
β1
m

M2

řn
j“1 γ

M2
j

.

Next, we prove that there exists a set of parameters tψjunj“1, such that

řn
j“1 ψjβ

1
j
M1

řn
j“1 γ

M1
j

‰

řn
j“1 ψjβ

1
j
M2

řn
j“1 γ

M2
j

or equivalently,
řn

j“1 ψjβ
1
j
M1

řn
j“1 γ

M1
j

´

řn
j“1 ψjβ

1
j
M2

řn
j“1 γ

M2
j

‰ 0.

Note that left hand side of the above equation is linear with respect to parameter ψm with the following coefficient,

β1
m

M1

řn
j“1 γ

M1
j

´
β1
m

M2

řn
j“1 γ

M2
j

‰ 0.

This ensures that we can can find a realization of tψjunj“1, such that

řn
j“1 ψjβ

1
j
M1

řn
j“1 γ

M1
j

´

řn
j“1 ψjβ

1
j
M2

řn
j“1 γ

M2
j

‰ 0.

This concludes the proof of the lemma for second case.

1.7 PROOF OF LEMMA 6

Lemma 6. Suppose that X, Y and Z are disjoint subsets of V in graph G and variables Z1 P Y, Z2 P Y Y Z, such that
there is a directed edge from Z1 to Z2 in G. If the causal effect Pxpy|zq is not c-gID from pA,Gq, then the causal effect
Pxpyztz1u|zq is also not c-gID from pA,Gq.

Proof. By the basic probabilistic manipulations, we get

Pxpy|zq “
Pxpy, zq

Pxpzq
,

Pxpyztz1u|zq “
Pxpyztz1u, zq

Pxpzq
.

Using Markov factorization property in graph G, Pxpyq will be

Pxpy, zq “
ÿ

VzpXYYYZq

ÿ

U

ź

WPVzX

P pw | PaGpW qq
ź

UPU

P puq,

Pxpzq “
ÿ

VzpXYZq

ÿ

U

ź

WPVzX

P pw | PaGpW qq
ź

UPU

P puq.

And similarly, we have

PxpyztZ1u, zq “
ÿ

Z1

ÿ

VzpXYYYZq

ÿ

U

ź

WPVzX

P pw | PaGpW qq
ź

UPU

P puq,

Pxpzq “
ÿ

Z1

ÿ

VzpXYZq

ÿ

U

ź

WPVzX

P pw | PaGpW qq
ź

UPU

P puq.
(76)



Since Pxpy|zq is not gID from pA,Gq, there exists M1 and M2 such that

QM1rAispvq “ QM2rAispvq, @v P XpVq, @i P r0 : ms,

PM1
x py|zq ‰ PM2

x py|zq, Dx P XpXq, Dy P XpYq.

Using M1 and M2, we construct two models M1
1 and M1

2. Define a surjective function F : XpZ1q Ñ t0, 1u and a function
Ψ: t0, 1u ˆ XpZ1q Ñ p0, 1q such that Ψp0, z1q ` Ψp1, z1q “ 1 for each z1 P XpZ1q.

For any node S which is either unobserved or in VzptZ2u Y ChGpZ2qq, we define

PM1
ips|PaGpSqq “ PMips|PaGpSqq,

where i P t1, 2u. The domain of Z2 in M1
i is defined as XpZ2qM ˆ t0, 1u, where XpZ2qM is the domain of Z2 in M

(either M1 or M2). For z2 P XpZ2qM, i P t0, 1u, and k P t0, 1u, we define

PM1
ippz2, kq | PaGpZ2qztZ1u, z1q “ PMipz2 | PaGpZ2qqΨpF pz1q ‘ k, z1q.

Moreover, for a fixed realization pPaGpZ2q, z1q, we have
ÿ

kPt0,1u

ÿ

z2PXpZ2qM

PM1
ippz2, kq|papZ2q, z1q “ 1.

For each S P ChGpZ2q, we define:

PM1
ips | PaGpSqztZ2u, pz2, kqq “ PMips | PaGpSqztZ2u, z2q.

Next, we show that QM1
1rAispvq “ QM1

2rAispvq for each v P XpVq and i P r0 : ms. Suppose v is a realization of V in
M1

1 with realizations z1 and pz2, kq for Z1 and Z2, respectively. Consider two cases:

• Z2 R Ai: In this case, we have

QM1
1rAispvq “

ÿ

U

ź

APAi

PM1
1pa | PaGpAqq

ź

UPU

PM1
1puq

“
ÿ

U

ź

APAi

PM1pa | PaGpAqq
ź

UPU

PM1puq “ QM1rAispvq “ QM2rAispvq

“
ÿ

U

ź

APAi

PM2pa | PaGpAqq
ź

UPU

PM2puq

“
ÿ

U

ź

APAi

PM1
2pa | PaGpAqq

ź

UPU

PM1
2puq

“ QM1
2rAispvq.

• Z2 P Ai: In this case, we have

QM1
1rAispvq “

ÿ

U

ź

APAi

PM1
1pa | PaGpAqq

ź

UPU

PM1
1puq

“ Ψ pF pz1q ‘ k, z1q
ÿ

U

ź

APAi

PM1pa | PaGpAqq
ź

UPU

PM1puq

“ ΨpF pz1q ‘ k, z1qQM1rAispvq “ ΨpF pz1q ‘ k, z1qQM2rAispvq

“ ΨpF pz1q ‘ k, z1q
ÿ

U

ź

APAi

PM2pa | PaGpAqq
ź

UPU

PM2puq

“
ÿ

U

ź

APAi

PM1
2pa | PaGpAqqq

ź

UPU

PM1
2puq

“ QM1
2rAispvq.



Therefore, QM1
1rAispvq “ QM1

2rAispvq for each v P XpVq and i P r0 : ms.

On the other hand, we know that there exists x̂ P XpXqM, ŷ P XpYqM and ẑ P XpZqM such that PM1

x̂ pŷ|ẑq ‰ PM2

x̂ pŷ|ẑq.

According to Equations (76), we have

P
M1

i
x pyztZ1u, zq “

ÿ

z1PXpZ1q

ÿ

VzpXYYYZq

ÿ

U

PM1
ippz2, kq|PaGpZ2qq

ź

WPVzpXYtZ2uq

PM1
ipw | PaGpW qq

ź

UPU

P puq

“
ÿ

z1PXpZ1q

ÿ

VzpXYYYZq

ÿ

U

ΨpF pz1q ‘ k, z1qPMipz2|PaGpZ2qq
ź

WPVzpXYtZ2uq

PMipw | PaGpW qq
ź

UPU

P puq

“
ÿ

z1PXpZ1q

ΨpF pz1q ‘ k, z1q
ÿ

VzpXYYYZq

ÿ

U

PMipz2|PaGpZ2qq
ź

WPVzpXYtZ2uq

PMipw | PaGpW qq
ź

UPU

P puq

“
ÿ

z1PXpZ1q

ΨpF pz1q ‘ k, z1qPMi
x py, zq.

Let us denote XpZ1q “ tα1, α2, . . . , αnu. For z1 “ αj and j P r1 : ns, we also denote

ψj “ ψpF pαjq ‘ 0, αjq,

PMi

x̂ pŷrYztZ1us, ẑ, αjq “ βMi
j .

For Z2 “ pẑrZ2s, 0q we have:

PMi

x̂ pŷztZ1u, ẑq “

n
ÿ

j“1

ψjβ
Mi
j .

Recall that ψj is a real number from the interval p0, 1q. Note that ψj is independent from any other ψl for l ‰ j.

Next, we consider two cases:

• Assume that Z2 P Z. In this case, we have

P
M1

i
x pzq “

ÿ

z1PXpZ1q

ÿ

VzpXYZq

ÿ

U

PM1
ippz2, kq|PaGpZ2qq

ź

WPVzpXYtZ2uq

PM1
ipw | PaGpW qq

ź

UPU

P puq

“
ÿ

z1PXpZ1q

ÿ

VzpXYZq

ÿ

U

ΨpF pz1q ‘ k, z1qPMipz2|PaGpZ2qq
ź

WPVzpXYtZ2uq

PMipw | PaGpW qq
ź

UPU

P puq

“
ÿ

z1PXpZ1q

ΨpF pz1q ‘ k, z1q
ÿ

VzpXYZq

ÿ

U

PM1pz2|PaGpZ2qq
ź

WPVzpXYtZ2uq

PMipw | PaGpW qq
ź

UPU

P puq

“
ÿ

z1PXpZ1q

ΨpF pz1q ‘ k, z1qPMipzq.

We denote

PMi

x̂ pẑq “ γMi ,

which leads to

PMi
x pzq “

n
ÿ

j“1

ψjγ
Mi ,

for Z2 “ pẑrZ2s, 0q. Thus,

PMi
x pŷztZ1u|ẑq “

řn
j“1 ψjβ

Mi
j

řn
j“1 ψjγMi

.

By the assumption of the lemma, there exists j P r1 : ns such that

βM1
j

γM1
‰
βM2
j

γM2
,



or equivalently,
βM1
j γM2 ‰ βM2

j γM1 .

Without loss of generality, we assume that the aforementioned inequality holds for j “ 1. Next, we prove that there
exists a parameters tψjunj“1 such that

řn
j“1 ψjβ

M1
j

řn
j“1 ψjγM1

‰

řn
j“1 ψjβ

M2
j

řn
j“1 ψjγM2

,

or equivalently,
n

ÿ

j“1

ψjβ
M1
j

n
ÿ

j“1

ψjγ
M2 ´

n
ÿ

j“1

ψjβ
M2
j

n
ÿ

j“1

ψjγ
M1 ‰ 0.

Note that the left hand side is a quadratic equation with parameter ψ1 that contains the following term

pβM1
1 γM2 ´ βM2

1 γM1qψ2
1

Since βM1
1 γM2 ´ βM2

1 γM1 ‰ 0, then we can can find realization of tψjunj“1, such that

n
ÿ

j“1

ψjβ
M1
j

n
ÿ

j“1

ψjγ
M2 ´

n
ÿ

j“1

ψjβ
M2
j

n
ÿ

j“1

ψjγ
M1 ‰ 0.

which concludes the proof of the lemma for this case.

• Assume that Z2 P Y. In this case we have:

P
M1

i
x pzq “

ÿ

VzpXYZq

ÿ

U

PM1
ippz2, kq|PaGpZ2qq

ź

WPVzpXYtZ2uq

PM1
ipw | PaGpW qq

ź

UPU

P puq

“
ÿ

VzpXYZq

ÿ

U

ΨpF pz1q ‘ k, z1qPMipz2|PaGpZ2qq
ź

WPVzpXYtZ2uq

PMipw | PaGpW qq
ź

UPU

P puq

“
ÿ

VzpXYZq

ÿ

U

ÿ

kPt0,1u

ΨpF pz1q ‘ k, z1qPMipz2|PaGpZ2qq
ź

WPVzpXYtZ2uq

PMipw | PaGpW qq
ź

UPU

P puq

“ PMipzq.

We denote

PMi

x̂ pẑq “ γMi .

Thus,

PMi
x pŷztZ1u|ẑq “

řn
j“1 ψjβj

Mi

γMi
.

By the assumption of the lemma exist m P r1 : ns such that

βm
M1

γM1
j

‰
βm

M2

γM2
.

Next, we prove that there exists a set of parameters tψjunj“1, such that
řn

j“1 ψjβj
M1

γM1
‰

řn
j“1 ψjβj

M2

γM2

or equivalently,
řn

j“1 ψjβ
1
j
M1

γM1
´

řn
j“1 ψjβ

1
j
M2

γM2
‰ 0.

Note that left hand side of the above equation is linear with respect to parameter ψm with the following coefficient,

β1
m

M1

γM1
´
β1
m

M2

γM2
‰ 0.



This ensures that we can can find a realization of tψjunj“1, such that

řn
j“1 ψjβ

1
j
M1

řn
j“1 γ

M1
´

řn
j“1 ψjβ

1
j
M2

řn
j“1 γ

M2
‰ 0.

This concludes the proof of the lemma for the second case.

2 ON THE POSITIVITY ASSUMPTION IN THE LITERATURE

As it was pointed out in Kivva et al. [2022], positivity assumption is crucial for proving the completeness part. More
precisely, the completeness of an algorithm means that if the algorithm does not compute a given conditional causal effect,
then it cannot be computed uniquely by any other algorithms. To prove the completeness, two models M1 and M2 are
constructed such that they are both positive and induce the same set of distributions as the ones given in the problem
statement, i.e., QrA0s, QrA1s, . . . , QrAms , but they result in different values for the conditional causal effect of interest,
i.e., PM1

x py | zq ‰ PM2
x py | zq. Hence, Pxpy | zq cannot be uniquely computed .

In Lee et al. [2019, 2020] and Correal et al. [2021] for the completeness part authors constructed such models M1 and
M2, but the models violate the positivity assumption. That is, it is possible to have examples in which a given causal
effect is identifiable under the positivity assumption while it is possible to construct two non-positive models that show
the causal effect is not identifiable (Kivva et al. [2022]). Violation of positivity assumption renders some distributions
ill-defined (conditioning on zero-probability events). That is why computing a causal effect in the classical setting with
do-calculus implicitly contains steps in which we can cancel out a distribution (e.g., Q) that appears on both side of an
equality, i.e., P1 ¨ Q “ P2 ¨ Q ñ P1 “ P2. Clearly, this is only possible when Q ą 0. If positivity is violated, then such
steps in computing a causal effect cannot be used.

2.1 GENERAL TRANSPORTABILITY

The work of Lee et al. [2020] proves the completeness part of the c-gID problem by constructing two models that agree on
the observable distributions and disagree on the target causal effect. Those models does not satisfy the positivity assumption
by the construction. A similar flaw existed in the proof of Lee et al. [2019], which was specified in details later by Kivva
et al. [2022]. Given that Lee et al. [2020] does not discuss whether their models can be transformed into positive ones.

For further details, we refer to the technical report of Lee et al. [2020], which contains the proofs.

Parametrizations for an s-Thicket: According to the appendix of Lee et al. [2020], the models in Lemma 3 which is one of
the main Lemmas for proving the completeness result are based on the ones in Lee et al. [2019]. These models violate the
positivity assumption according to Kivva et al. [2022] and should be substituted with a fixed ones.

Parametrization for an Extended s-Thicket: According to Eq. (5) and (6) in Lee et al. [2020], it is easy to observe that several
observed variables are deterministic functions of other observed variables. This implies that there exists a realization of
observed variables such that the conditional probability of one observed variable given the rest is zero. This is against the
positivity assumption.

Parametrization for an Extended s-Thicket with a Path-Witnessing Subgraph: In Eq. (7) of Lee et al. [2020] if vP is an
observed variable with only observed parents on a backdoor path P , again, vP will be a deterministic function of only
observed variables. This again does not satisfy the positivity. In general, such vP would always exist.

Please note that the errata for Lee et al. [2019] can potentially fix the issue for s-Thicket, but not for extended s-Thicket or
Extended s-Thicket with a Path-Witnessing Subgraph (the last two cases).

2.2 COUNTERFACTUAL IDENTIFICATION

Here, we refer to the technical report of Correa et al. [2021] and construct a simple example that demonstrates our main
concerns about the proof of the completness part of the c-gID problem.
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Figure 3: DAG G with X “ tX0, X1u and Y “ tY u.

Recall that a causal effect PTpY|Xq can be written as a counterfactual P pY˚,X˚q, where Y˚ Y X˚ “ tWrTs|W P

VpY˚ Y X˚qu and rTs denotes an intervention under which the counterfactual value is observed. Now, consider the graph
G in Fig. 3. Suppose that the known distribution is P pVq and the target conditional causal effect is

PT pY |X0, X1q “ P pX˚,Y˚q,

where X˚ “ tX0rT s, X1rT su, Y˚ “ tYrT su, X “ tX0, X1u and Y “ tY u. Note that for both X0 and X1, there exists an
active backdoor path to Y , thus, we cannot use the second rule of do-calculus to simplify PT pY |X0, X1q. Please note that
in this graph, X0, X1, Z, Y belong to the same ancestral component (Def. 7 in [2]) induced by X˚ Y Y˚ given X˚. This is
becauseZ P AnpX0rT sqGX0

XAnpZrT sqGXAnpX1rT sqGX1
and there is a bidirected arrow betweenX0 and Y . This ancestral

component contains Y and based on the definition of D˚ (after Eq. (69) in [2]), we have D˚ “ tX0rT s, X1rT s, ZrT s, YrT su.
Furthermore, according to Equation (70) in Correa et al. [2021] is

ρpx,yq :“
ÿ

d˚zpy˚Yx˚q

P p
ľ

DtPD˚

Dpad “ dq

and in our example, it is equivalent to

PT pY “ yrY s, X0 “ xrX0s, X1 “ xrX1sq.

In part of the proof, they encounter a setting in which ρpx,yq and ρpxq are not g-ID and they need to show that

ρpy|xq “ ρpx,yq{ρpxq

is not c-gID. To do so, they consider two models Mp1q and Mp2q that shows ρpx,yq is not g-ID and transform them into
two new models to prove the non-c-gID of ρpy|xq. According to Correa et al. [2021], realizations x1,y1 are such that for
models Mp1q and Mp2q:

ρp1qpy1,x1q‰ρp2qpy1,x1q.

Models Mp1q
1

and Mp2q
1

obtained from models Mp1q and Mp2q as follows:

1. Append an extra bit Up to the node U0.

2. Xp and Yp binary unobserved variables defined for variables X0 and Y , respectively.

3. Rename X0 and Y as rX0 and rY and make them unobserved, then X0 and Y are defined in models Mp1q
1

and Mp2q
1

as X0 :“ x1rX0s if Xp “ 1 and rX0, otherwise. Similarly, they defined Y using Yp and rY .

According to the definitions of ρpx,yq, rY , and rX , and using the law of total probability, we have

ρ1px1,y1q“
ÿ

Xp,Yp,ĂX, rY

ρ1px1,y1, rX0, rY |Xp, YpqP pXp, Ypq

and therefore

ρ1px1,y1q “P pXp “ 0, Yp “ 0qρpx1,y1q`

P pXp “ 1, Yp “ 0qρpx1rX1s,y1q`

P pXp “ 0, Yp “ 1qρpx1q`

P pXp “ 1, Yp “ 1qρpx1rX1sq.

(77)



Clearly, ρpx1rX1sq ‰ 1 otherwise, the positivity assumption does not hold. On the other hand, based on Eq. (78)-(81) Correa
et al. [2021], ρ1px1,y1q is computed by

P pXp “ 0, Yp “ 0qρpx1,y1q`

P pXp “ 1, Yp “ 0qρpy1q`

P pXp “ 0, Yp “ 1qρpx1q`

P pXp “ 1, Yp “ 1q.

(78)

In general, (77) and (78) are not equal unless for example, X “ tXu and Y “ tY u.

Moreover the rest of the proof in Correa et al. [2021], i.e., Eq. (83)-(92) heavily relies on Eq. (78), therefore without
corresponding fix the whole proof for the completeness part in c-gID problem falls apart.
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