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Abstract

Interest in understanding and factorizing learned embedding spaces through conceptual explanations is steadily growing. When no human concept labels are available, concept discovery methods search trained embedding spaces for interpretable concepts like object shape or color that can provide post-hoc explanations for decisions. Unlike previous work, we argue that concept discovery should be identifiable, meaning that a number of known concepts can be provably recovered to guarantee reliability of the explanations. As a starting point, we explicitly make the connection between concept discovery and classical methods like Principal Component Analysis and Independent Component Analysis by showing that they can recover independent concepts under non-Gaussian distributions. For dependent concepts, we propose two novel approaches that exploit functional compositional properties of image-generating processes. Our provably identifiable concept discovery methods substantially outperform competitors on a battery of experiments including hundreds of trained models and dependent concepts, where they exhibit up to 29\% better alignment with the ground truth. Our results highlight the strict conditions under which reliable concept discovery without human labels can be guaranteed and provide a formal foundation for the domain. Our code is available online.

1 INTRODUCTION

Modern computer vision systems represent images in embedding spaces. These are either constructed implicitly in higher-level layers of large models or explicitly through generative models such as Variational Autoencoders (Kingma and Welling, 2013) or recent Diffusion Models (Song and Ermon, 2019; Ho et al., 2020). To unveil why an image is considered similar to a certain class, interest in understanding these embeddings is increasing. Conceptual explanations (Crabbé and van der Schaar, 2022; Muttenzhaler et al., 2022; Akula et al., 2020; Kazhdan et al., 2020; Yeh et al., 2019; Kim et al., 2018) are a popular explainable AI (XAI) technique for this purpose. They scrutinize a given encoder by decomposing its embedding space into interpretable concepts post-hoc, i.e., after training. Subsequently, these concepts form the basis of popular post-hoc explanations such as TCAV (Kim et al., 2018) or allow high-level interventions (Koh et al., 2020). Fig. 1 outlines a real-world example. A misclassification made by a pretrained model shipped with the \texttt{pytorch} library (Paszke et al., 2017) is to be explained. In the given example, the conceptual explanation allows identification of a spurious correlation that the model has picked up: Most jack-o-lanterns are found in combination with dark backgrounds, which causes it to mistake the traffic light at night for a jack-o-lantern.

Constructing such explanations is non-trivial. The key ingredient to all conceptual explanation techniques is a set of interpretable concepts, which is notoriously hard to specify (Leemann et al., 2022). It is frequently defined through human annotations (Crabbé and van der Schaar, 2022; Koh et al., 2020; Kim et al., 2018) on individual samples of the dataset that can be prohibitively expensive (Kazhdan et al., 2021). Furthermore, it is usually unknown which concepts will be leveraged by a machine learning model without a model at hand. Therefore, we consider fully unsupervised concept discovery (Ghorbani et al., 2019; Yeh et al., 2019), where the concepts are automatically discovered in the data. Concepts are frequently modeled as directions in a given embedding space (Ghorbani et al., 2019; Kim et al., 2018; Yeh et al., 2019), which have to be discovered without supervision. These embedding spaces can be highly distorted, making it hard to correctly separate the influences of individual concepts. However, this is essential to make the right inferences in practice (see Fig. 1d). This intuition is supported by prior work on generative models (Ross et al.,

We can show that this is possible through taking the nature
of the image-generating process into consideration. Specifi-
cally, we propose utilizing visual compositionality prop-
erties. These are based on the observation that tiny changes in
the components frequently affect input images in orthogonal
or even disjoint ways. These properties of image-generating
processes also leave a “trace” in the encoders learned from
a set of data samples. This insightful finding permits to con-
struct two novel post-hoc concept discovery methods based
on the disjoint or independent mechanisms criterion. We
prove strong identifiability guarantees for recovering com-
ponents, even if they are dependent. Our results highlight
the strict and nuanced conditions under which identifiable
concept discovery is possible.

In summary, our work advances current literature in mul-
tiple ways: (1) We present first identifiability results for
post-hoc conceptual explanations. We find that results from
ICA can be transferred under the assumption of independent
ground truth components. (2) For the more intricate setting
of dependent components, we propose the disjoint mech-
anism analysis (DMA) criterion and the less constrained
independent mechanism analysis (IMA) criterion. We prove
that they recover even dependent original components up
to permutation and scale. (3) We construct DMA and IMA-
based concept discovery algorithms for encoder embedding
spaces with the same theoretical identifiability guarantees.
(4) We test them (i) on embeddings of several autoencoder
models learned from correlated data, (ii) with multiple and
strong correlations, (iii) on discriminative encoders, and (iv)
on the real-world CUB-200-2011 dataset (Wah et al., 2011).
Our approaches maintain superior performance amidst in-
creasingly severe challenges.

2 RELATED WORK

Works on the analysis and interpretation of embedding
spaces touch a variety of subfields of machine learning.

Concept discovery for explainable AI. Conceptual expla-
nations (Koh et al., 2020; Kim et al., 2018; Ghorbani et al.,
2019; Yeh et al., 2019; Akula et al., 2020; Chen et al., 2020b)
have gained popularity within the XAI community. They
aim to explain a trained machine learning model post-hoc
in terms of human-friendly, high-level concept directions.
These concepts are found via supervised (Koh et al., 2020; Kim and Mnih, 2018; Kazhdan et al., 2020) or unsupervised approaches (Yeh et al., 2019; Akula et al., 2020; Ren et al., 2022), such as clustering of embeddings (Ghorbani et al., 2019). However, their results are not always meaningful (Leemann et al., 2022; Yeh et al., 2019). Therefore, we suggest approaches with identifiability guarantees. We provide initial identifiability results and a novel approach, which can be used for unsupervised concept discovery under correlated components.

**Independent Component Analysis (ICA)**. Independent Component Analysis (Comon, 1994; Hyvärinen and Pajunen, 1999; Hyvärinen et al., 2001) or blind source separation (BSS) consider a generative process \( g(z) \) as a mixture to undo and rely on traces that the distribution of the generating components \( z \) leaves in the mixture. In this work, we show that an identifiability result from ICA can be transferred to the conceptual explanation setup, but recovery is only possible under independent underlying components of which all but one are non-Gaussian. This result is not applicable to naturally correlated processes, which is why we design a novel method for this case.

**Disentanglement Learning**. Concurrently, literature on disentanglement learning is concerned with finding a data-generating mechanism \( g(z) \) and a latent representation \( z \) for a dataset, such that each of the original components (also known as factors of variation) is mapped to one (controllable) unit direction in \( z \) (Bengio et al., 2013). An alternative definition relies on group theory (Higgins et al., 2017) where certain group operations (symmetries) should be reflected in the learned representation (Painter et al., 2020; Yang et al., 2021). Most works in the domain enhance VAEs (Kingma and Welling, 2013) with additional loss terms (Higgins et al., 2017; Burgess et al., 2018; Kim and Mnih, 2018; Chen et al., 2018). Despite recent progress it is not always possible to construct disentangled embedding spaces from scratch: Locatello et al. (2019) have shown that the problem is inherently unidentifiable without additional assumptions. A more recent work by Träuble et al. (2021) shows that even if just two components of a dataset are correlated, current disentanglement learning methods fail. In this work, we focus on post-hoc explanations of embedding spaces of given models, which are usually entangled.

**Identifiability results**. Identifiability questions have been raised in domains such as Natural Language Processing (Carrington et al., 2019) or in disentanglement learning, which is most related to this work. It has been previously shown that unsupervised disentanglement, without further conditions, is impossible (Hyvärinen and Pajunen, 1999; Locatello et al., 2019; Moran et al., 2022). Hence, recent works aim to understand the conditions sufficient for identifiability. One strain of work relies on additional supervision, i.e., access to an additional observed variable (Hyvärinen et al., 2019; Khemakhem et al., 2020) or to tuples of observations that differ in only a limited number of components (Locatello et al., 2020; Gresele et al., 2021) and Zheng et al. (2022) proved identifiable disentanglement under independently distributed components and introduce a functional condition on the data generator. We also consider functional properties, but our setting is different as (1) we have access to a trained encoder only and (2) not even partial annotations or relations are available.

### 3 ANALYSIS

In this section, we formalize post-hoc concept discovery to provide an identifiability perspective. We find that Independent Component Analysis (ICA) and Principal Component Analysis (PCA) only guarantee identifiability when the ground-truth components are stochastically independent. We then study the intricate case of dependent components and propose using disjoint and independent mechanisms analysis (DMA / IMA) along with identifiability results. All proofs are provided in App. B.

#### 3.1 PROBLEM FORMALIZATION

In post-hoc concept discovery, we are given a trained encoder \( f : \mathcal{X} \rightarrow \mathcal{E} \) with embeddings \( e = f(x) \in \mathcal{E} \subset \mathbb{R}^K \) of each image \( x \in \mathcal{X} \). We do not impose any restriction on how \( f \) was obtained; it can be the feature extractor part of a large classification model, or a feature representation learned through autoencoding, contrastive learning (Chen et al., 2020a), or related techniques. Interpretability literature seeks to understand the embedding space by factorizing it into concepts. Based on the observations that directions in the embedding space often correspond to meaningful features (Szegedy et al., 2013; Bau et al., 2017; Alain and Bengio, 2016; Bisazza and Tump, 2018), these concepts are frequently defined as direction vectors \( m_i \) (Kim et al., 2018; Ghorbani et al., 2019; Yeh et al., 2019). These are commonly referred to as concept activation vectors (CAVs). Hence, the combined output of a concept discovery algorithm is a matrix \( M = [m_1, \ldots, m_K]^\top \in \mathbb{R}^{K \times K} \) where each row contains a concept direction.

We seek a theoretical guarantee on when these discovered concept directions align with ground truth components that generated the data. To this end, we formalize the data-generating process as shown in Fig. 2: There are \( K \) ground-truth components with scores \( z_k, k = 1 \ldots K \), summarized \( z \in \mathcal{Z} \subset \mathbb{R}^K \), that define an image. The term components always refers to the ground truth as opposed to the concepts, which denote the discovered directions. A data-generating process \( g : \mathcal{Z} \rightarrow \mathcal{X} \) generates images \( x = g(z) \in \mathcal{X} \subset \mathbb{R}^L, L \gg K \). A powerful algorithm should be able to recover the original components. That is, there should be a one-to-one mapping between entries of \( Me \) and the entries in \( z \), up to the arbitrary scale and order...
3.2 IDENTIFIABILITY VIA INDEPENDENCE

Initially, we turn towards classical component analysis methods. We find that their identifiability results use non-correlation or even stronger stochastic independence assumptions of the ground truth components.

Principal Component Analysis (PCA) (Jolliffe, 2002) uses eigenvector decompositions to find orthogonal directions $M$ that result in uncorrelated components $Me$. This means that PCA is only capable of identifying the original components if the ground truth components $z$ were uncorrelated and exist as orthogonal directions in our embedding space. In our setup and notation, this leads to the following result:

**Theorem 3.1 (PCA identifiability)** Let $z_k, k = 1, \ldots, K,$ be uncorrelated random variables with non-zero and unequal variances. Let $e = Dz$, where $D \in \mathbb{R}^{K \times K}$ is an orthonormal matrix. If an orthonormal post-hoc transformation $M \in \mathbb{R}^{K \times K}$ results in mutually uncorrelated components $(z_1', \ldots, z_K') = z' = Me$, then $Me = PSz$, where $P \in \mathbb{R}^{K \times K}$ is a permutation and $S \in \mathbb{R}^{K \times K}$ is a diagonal matrix where $|s_{ii}| = 1$ for $i = 1, \ldots, K$.\(^1\)

This result shows that stochastic independence of the ground truth components leaves a strong trace in the embeddings that can be leveraged. Algorithms like fastICA (Hyvärinen and Oja, 1997) can find the concept directions $M$ by searching for independence (Comon, 1994). We conclude that ICA is suited for post-hoc concept discovery under independent components.

In summary, we have transferred two results from the component analysis literature to the setup of post-hoc conceptual explanations. However, these results do not allow to recover components that are correlated or follow a Gaussian distribution. This limits their applicability in practice where concepts often appear pairwise (e.g., darkness and jack-o-lanterns, cf. Fig. 1). We will bridge this gap in the remainder of this paper by introducing two new identifiable discovery methods based on functional properties of the generation process that we term disjoint and independent mechanisms. A summary of identifiability results is provided in Tab. 1.

\(^1\)To simplify notation, $P$ and $S$ mean any permutation and scale matrices. They do not have to be equal between the theorems.
### 3.3 Identifiability via Disjoint Mechanisms

Instead of placing independence assumptions on $z$, we propose a concept discovery algorithm that makes use of natural properties of the generative process $g$. In particular, generative processes in vision are often compositional (Ommers and Buhmann, 2007): Different groups of pixels in an image, like a bird’s wings, legs, and head, are each controlled by different components. Effects of tiny changes in components are visible in the Jacobian $J_g$, where each row points to the pixels affected. Thus, a compositional process will follow the disjoint mechanisms principle.

**Definition 3.1 (Disjoint mechanism analysis (DMA))** $g$ is said to generate $x$ from its components $z$ via disjoint mechanisms if the Jacobian $J_g(z) \in \mathbb{R}^{L \times \mathbb{R}}$ exists and is a block matrix $\forall z \in \mathbb{Z}$. That is, the columns of $J_g(z)$ are non-zero at disjoint rows, i.e., $|J_g(z)|^T |J_g(z)| = S(z)$, where $S \in \mathbb{R}^{K \times K}$ is a diagonal matrix that may be different for each $z$ and $|| \cdot ||$ takes the element-wise absolute value.

Note that this definition does not globally constrain the location of affected pixels. The components may still alter different but disjoint pixels for each image. In real concept discovery, we do not have access to the generative process $g$ but can only access the encoder $f$. However, an encoder corresponding to $g$ will not be arbitrary and its Jacobian $J_f \in \mathbb{R}^{K \times L}$ will have a distinct form in practice: First, to maintain the component information the composition $f \circ g$ will be of the form $f(g(z)) = Dz$, with a yet unknown matrix $D \in \mathbb{R}^{K \times K}$. Furthermore, we expect encoders to be rather lazy, meaning they only perform the changes to invert the data generation process but are almost invariant to input deviations not due to changes in the components. This is in line with the classic interpretability literature, where gradients of models were observed to noisily highlight the relevant input features (Baehrens et al., 2010; Simonyan et al., 2013) and form the basis of popular attribution methods such as Integrated Gradients (Sundararajan et al., 2017). Technically, the changes effected by the components form the linear span $(J_g(z))^\bot$, whereas entirely external changes are given in its orthogonal complement span $(J_g(z))^\bot \subseteq \mathbb{R}^L$. The encoder should not react to these change and the corresponding gradients of the encoder for these changes should be zero, i.e., $J_f(g(z))v = 0 \iff v \in \ker(J_f(g(z)))$.

**Definition 3.2 (Faithful encoder)** $f$ is a faithful encoder for the generative process $g$ if the ground truth components remain recoverable, i.e., $f(g(z)) = Dz$, for some $D \in \mathbb{R}^{K \times K}$ with full rank. Furthermore, $f$ is lazy and invariant to changes in $z$ which cannot be explained by the ground truth components, requiring $J_f(g(z))$ and $J_g(z)$ to exist and span $(J_g(z))^\bot \subseteq \ker(J_f(g(z)))$, $\forall z \in \mathbb{Z}$.

Having defined what realistic encoders look like through the notion of faithful encoders, we find that there is distinct property which can be leveraged to discover the directions in $M$ among faithful encoders: It is sufficient to find an encoder $Mf$ whose Jacobian $MJ_f$ will have disjoint rows. Intuitively, this means searching for components whose gradients affect disjoint image regions.

**Theorem 3.3 (Identifiability under DMA)** Let $g$ have disjoint mechanisms and $f$ be a faithful encoder to $g$. If a post-hoc transformation $M \in \mathbb{R}^{K \times K}$ of full rank results in disjoint rows in the Jacobian $MJ_f(g(z))$, i.e., $[MJ_f(g(z))][MJ_f(g(z))]^\top$ is invertible and diagonal for some $z \in \mathbb{Z}$, then $Me = PSz$ where $P \in \mathbb{R}^{K \times K}$ is a permutation and $S \in \mathbb{R}^{K \times K}$ is a scaling matrix.

This theorem does not impose any restrictions on the distribution $z$, making it applicable to realistic concept discovery scenarios through leveraging the nature of the generative process. The proof of this algorithm in App. B.5 also yields an analytical solution. We will use it to verify conditions in a controlled experiment in Sec. 4.1. We have thus identified the DMA criterion that is sufficient to discover the component directions when the rows of $MJ_f$ point to disjoint image regions. We can formulate this as a loss function and optimize for $M$ via off-the-shelf gradient descent:

$$\mathcal{L}(M) = \mathbb{E}_x ||\text{arn}[MJ_f(x)] \text{arn}[MJ_f(x)]^\top - I||_F^2$$

The expectation is taken over a collection of real data samples $x = g(z)$. The arn-operator (absolute values, row normalization) takes the element-wise absolute value and subsequently normalizes the rows. This does not constrain the norms of the Jacobian’s rows but only enforces disjointness.

### 3.4 Concept Discovery via Independent Mechanisms

We can perform an analogous derivation for a class of generating processes that is more general. Grounded by causal principles instead of compositionality, the independent mechanisms property has been argued to define a class of natural generators (Gresele et al., 2021).
Definition 3.3 (Independent mechanism analysis (IMA)) \( g \) is said to generate \( x \) from its components \( z \) via independent mechanisms if the Jacobian \( J_g(z) \) of \( g \) exists and its columns (one per component) are orthogonal \( \forall z \in Z \), i.e., \( J_g^T(z)J_g(z) = S(z) \), where \( S \in \mathbb{R}^{K \times K} \) is a diagonal matrix that may differ for each \( z \) (Gresele et al., 2021).

Gresele et al. (2021) and Zheng et al. (2022) used this characteristic to find disentangled data generators, but we can again transfer characteristics via faithful encoders: This time we find that searching for an \( MJ_f \) with orthogonal (instead of disjoint) rows permits post-hoc discovery of concepts. We refer to is property of \( MJ_f \) as the IMA criterion.

However, as the class of admissible processes has been increased, it is not strong enough to ensure identifiability in the most general case. This is prevented under an additional technical condition on the component magnitudes, which we refer to as non-equal magnitude ratios (NEMR). Intuitively, the magnitudes of the component gradients have to change non-uniformly between at least two points for the conditions to be sufficient. If there were two factors that always attribute to input pixels in the same way (imagine the sky being partitioned into two components termed “left sky” and “right sky”), they cannot be told apart anymore since there can be other mixtures which would result in orthogonality (they could equally be “lower sky” and “upper sky”).

Theorem 3.4 (Identifiability under IMA) Let \( g \) adhere to IMA. Let \( f \) be a faithful encoder to \( g \). Suppose we have obtained an \( f' = MJ_f \) with a full-rank \( M \in \mathbb{R}^{K \times K} \) and orthogonal rows in its Jacobian \( MJ_f(g(z)) := J_f'(g(z)) \), i.e. \( J_f'(g(z))J_f'(g(z))^\top = \Sigma(z) \) where \( \Sigma(z) \) is diagonal and full-rank at two points \( z \in \{z_a, z_b\} \). If additionally \( \Sigma(z_a)\Sigma(z_b)^{-1} \) has unequal entries in its diagonal (NEMR condition), then \( Me = PSz \), where \( P \in \mathbb{R}^{K \times K} \) is a permutation and \( S \in \mathbb{R}^{K \times K} \) is a scaling matrix.

The constructive proof in App. B.6 can also be condensed into an analytical solution. Alternatively, one can again construct a suitable optimization objective for the IMA criterion, i.e., orthogonal Jacobians. This is achieved by removing the absolute value operation from the arn-operator in Eqn. (1), so that it solely performs a row-wise normalization. In summary, we have established the novel DMA and IMA criteria that allow concept discovery under dependent components.

4 EXPERIMENTS

In the following, we perform a battery of experiments of increasing complexity to compare the practical capabilities of approaches for identifiable concept discovery. We start by verifying the theoretical identifiability conditions (Sec. 4.1), then perform evaluation under increasing multi-component correlations for embedding spaces of generative and discriminative models (Sec. 4.2 to 4.4), and finally use a large-scale, discriminatively-trained ResNet50 encoder (Sec. 4.5).

We borrow the DCI metric (Eastwood and Williams, 2018) from disentanglement learning with scores in \([0, 1]\) to measure whether each discovered component predicts precisely one ground-truth component and vice versa. Following Locatello et al. (2020), we report additional metrics with similar results in App. D, along with results on additional datasets and ablations. For reproducibility, each experiment is repeated on five seeds and code is made available upon acceptance. In total, we train and analyze over 300 embedding spaces, requiring about 124 Nvidia RTX2080Ti GPU days. More implementation details are in App. C.

4.1 CONFIRMING IDENTIFIABILITY

We first confirm our identifiability guarantees with the analytical solutions. To this end, we implement two realistic synthetic datasets with differentiable generators. This allows computing the closed form of \( J_g \) and deliberately fulfilling or violating the DMA, IMA, and NEMR conditions.

FourBars consists of gray-scale images of four components: Three bars change their colors (black to white) and one bar moves vertically, showing that the image regions affected by each component may change in each image. The plot of \( J_g \) in Fig. 3a shows that each component maps to a disjoint image region. This fulfills DMA and thus also IMA. However, all factors have the same gradient magnitudes, making it impossible to find two points with NEMR.

According to our theory, we expect DMA optimization to work and IMA to fail as NEMR is essential to make to proof of Thm. 3.4. The second dataset, ColorBar, contains a
single bar that undergoes realistic changes in color, width, and its vertical position, see Fig. 3b. It conforms to IMA and NEMR but not DMA. Our proofs indicate that IMA should work, and DMA should fail. Completing the problem formalization in Sec. 3.1, we compute analytical faithful encoders \( f \) for these datasets distorted by a random matrix \( D \). The solutions behave as expected: On FourBars only the DMA criterion delivers perfectly recovered components (DCI=1) whereas on ColorBars only IMA succeeds.

### 4.2 CORRELATED COMPONENTS

We now move to the common Shapes3D (Burgess and Kim, 2018) dataset. It shows geometric bodies that vary in their colors, shape, orientation, size, and background totaling six components. Compared to the previous section we train real encoders. We start our analysis where disentanglement learning is no longer possible: When components are correlated. Following Träuuble et al. (2021), the dataset is resampled such that two components \( z_i, z_j \in [0, 1] \) follow \( z_i - z_j \sim \mathcal{N}(0, s^2) \). Lower \( s \) results in a stronger correlation where only few pairs of component values co-occur frequently. We choose a moderate correlation of \( s = 0.4 \) here and three pairs \( z_i, z_j \) that are nominal/nominal, nominal/ordinal, and ordinal/ordinal variables. We train four state-of-the-art disentanglement learning VAEs (BetaVAE (Higgins et al., 2017), FactorVAE (Kim and Mnih, 2018), BetaTCVAE (Chen et al., 2018), DipVAE (Kumar et al., 2018)) from a recent study (Locatello et al., 2019) and apply ICA, PCA, and our DMA and IMA discovery methods on their embedding spaces to post-hoc recover the original components. For DMA and IMA, we use the optimization-based algorithms (Eqn. 1) since they find approximate solutions through aggregation of many noisy sample gradients.

Tab. 2 shows the resulting DCI scores. In line with Träuuble et al. (2021), we find that the disentanglement learning VAEs fail to recover the correlated components on their own due to their violated stochastic independence assumption (Fig. 4a). In eleven of the twelve model/correlation pairs, DMA or IMA identify better concepts than the VAE unit axes and the PCA/ICA components with improvements of up to 29\%. This experiment shows that their concept discovery works regardless of (1) the model type and (2) the type of components correlated. On average, DMA delivers better results than IMA (+0.047), despite the generative process of Shapes3D only being roughly IMA or DMA-compliant. We therefore hypothesize that the DMA criterion might be more robustly optimizable in practice. Fig. 4b visualizes the performance achieved via DMA when traversing the embedding space. It also shows that small DCI differences can mean a significant improvement. This is because (1) the metric is computed across all six components and the strong baselines already identify many concepts and (2) a perfect score of 1.0 is usually not possible due to non-linearly encoded components. We investigate other correlation strengths with similar findings in App. D.3.

### 4.3 GAUSSIANITY AND MULTIPLE CORRELATIONS

In this section, we increase the distributional challenges to analyze whether our approaches are as distribution-agnostic...
We highlight that our approach is also applicable to classification models. Our results show a constant benefit over the underlying method, which approach to choose in practice.

First, we study a single pair of correlated components (floor and background color) with increasing correlation strength $\rho$. Fig. 5a shows that the BetaVAE handles low correlations well but starts deteriorating from a strength of $\rho > 0.5$, along with ICA. The DCI of our methods is an average constant of $\pm 0.145$ above the BetaVAE’s for $\rho < 0.85$. After this, it returns to the underlying BetaVAE’s DCI, possibly because the two components collapsed in the BetaVAE’s embedding space. For Fig. 5b, we gradually add more moderately correlated ($\rho \approx 0.7$) pairs to the Gaussian’s covariance matrix until eventually all components are correlated. Again, our models show a constant benefit over the underlying BetaVAE’s DCI curve. This experiment highlights that both DMA and IMA perform well with (1) strong and (2) multiple correlations and (3) Gaussian components.

### 4.4 DISCRIMINATIVE EMBEDDING SPACES

We highlight that our approach is also applicable to classification models that were trained in a purely discriminative manner, e.g., the feature space of a CNN model. To investigate this setting, we set up an 8-class classification problem on the Shapes3D dataset, where the combination of the four binarized components object color, wall color (blue/red vs. yellow/green), shape (cylinder vs. cube) and orientation (left vs. right) determines the class as visualized in App. C.4. To make the setting even more realistic, we artificially add labeling noise close to the decision boundary, correlations as in Sec. 4.2, and a small L2-regularizer on the embeddings to keep them in a reasonable range. We train a discriminative CNN with a $K=6$-dimensional embedding space.

The discriminative loss leads to a clustered distribution in the embedding space. ICA expectedly works very well in this highly non-Gaussian distribution, when no significant correlations are present which is in line with the result in Thm. 3.2. However, tables turn as we increasingly correlate the floor and background color: Starting at $s = 0.2$, DMA outperforms ICA and the other methods as can be seen in Tab. 3. While IMA leads to better concepts over the unit directions, it does not reach the level of DMA. We note that both ICA and our methods improve again for very strong correlations, where the setup approaches the case of three independent components (the other two components being treated as one) that is easier again. Overall, this demonstrates that our methods are applicable to purely discriminative embedding spaces and are more robust to high levels of correlations than ICA.

### 4.5 REAL-WORLD CONCEPT DISCOVERY

Last, we go beyond the traditional benchmarks and perform realistic concept discovery: We analyze the embedding space of a ResNet50 classifier (He et al., 2016) trained on the CUB-200-2011 (Wah et al., 2011) dataset consisting of high-resolution images of birds. This amplifies the challenges of the previous sections, i.e., a discriminative space, non-linear component dependencies of varying strengths across multiple components, and a large 512-dimensional embedding space. One restriction of this experiment is that CUB has no data-generating components to compare against, so we cannot report DCI scores. However, we qualitatively show that DMA can deliver interpretable concepts by matching them to annotated attributes of CUB.

We apply DMA and IMA to discover $K=30$ concepts of which the first two DMA concepts are shown exemplarily in Fig. 6. The images with the highest positive scores on the first component (on the right) consistently show white birds. The other end of the component comprises birds whose primary color is black. This gives a high Spearman rank correlation with the CUB attribute “primary color: white”. The second concept is similarly interpretable. To quantify this across all $K$ components, we provide an initial quantitative evaluation based on the Spearman rank correlation between components and attributes in App. D.7. It indicates that ICA and PCA have problems providing such components and the components identified by DMA usually correspond more closely to the attributes. The concepts provided by our method also compare favorably to those identified by ACE (Ghorbani et al., 2019) and ConceptSHAP (Yeh et al., 2019). While the construction of further quantitative evaluation schemes goes beyond the scope of this work, these promising results highlight that DMA also works for high-dimensional, real-world datasets.

### 5 DISCUSSION

We conclude by discussing the limitations of this work and related approaches and provide constructive guidance on which approach to choose in practice.

**Limitations.** In order to overcome distributional assumptions, our approach requires other forms of constraints. Most notably, we suppose that the generative processes comply
with the functional properties of Disjoint or Independent Mechanisms. While they are intuitive and our empirical results suggest that they are a useful approximation of real-world images, we acknowledge that these requirements are not strictly fulfilled in most practical scenarios and the quality of the results depends on the extent to which these constraints are violated. We investigate the robustness of our methods to violations of the assumptions in App. D.5. Compared to the classical methods such as PCA or IMA, the gradient-based optimization requires additional resources. However, the runtime strongly depends on hyperparameters such as the number of optimization steps. We also show that improved results can still be obtained time budget comparable to that of PCA and IMA in App. D.5.

Choosing the right approach for concept discovery. Overall, our results show that unsupervised conceptual explanations with guarantees are only possible under specific sets of working assumptions. In this paragraph, we would like to briefly summarize them and give constructive suggestions on which approaches are best used when.

- PCA works with uncorrelated components that are orthogonally encoded. We believe that the assumption of an orthogonal encoding is rather unlikely in practice, even if non-correlation was possible.
- ICA works well under independently distributed components but fails under dependent components. We suggest using this method when there is evidence that the ground truth components are independent.
- DMA does not require independence, but instead requires a disjoint mechanisms process and a faithful encoder to this process. This assumption is particularly suitable for image-generating processes.
- IMA does not require independence as well, but requires a faithful encoder to an independent mechanisms process. The class of independent mechanism processes is larger and may also cover non-image processes (Gresele et al., 2021). However, it requires the additional NEMR condition. We further empirically observed that the objective derived from IMA is harder to optimize for with SGD optimizers.
- Other approaches like ConceptSHAP (Yeh et al., 2019) and ACE (Ghorbani et al., 2019) also come with certain restrictions: ACE requires a model that is scale and shift invariant, while ConceptSHAP is specifically designed for computer vision models with spatial feature maps such as ResNet (He et al., 2016). Further, these approaches come without formal guarantees.

6 CONCLUSION

Summary. We proposed identifiability as a minimal requirement for concept discovery algorithms. Furthermore, we suggested the two functional paradigms of disjoint and independent mechanisms and proved that they can recover known components in visual embedding spaces. Extensive experiments confirmed that they offer substantial improvements on various generative and discriminative models and remain unaffected by distributional challenges.

Outlook. We believe our work to be a valuable step towards a rigorous formalization of concept discovery. However, the considered setup can be generalized in the future, for instance to components that are not linearly encoded. This would permit even stronger guarantees. While we have taken a technical perspective here, future work is required to investigate the effect of improved concepts on upstream explanations.
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