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Abstract

Text classifiers built on Pre-trained Language Models (PLMs) have achieved remarkable progress in various tasks including sentiment analysis, natural language inference, and question-answering. However, the occurrence of uncertain predictions by these classifiers poses a challenge to their reliability when deployed in practical applications. Much effort has been devoted to designing various probes in order to understand what PLMs capture. But few studies have delved into factors influencing PLM-based classifiers’ predictive uncertainty. In this paper, we propose a novel framework, called CUE, which aims to interpret uncertainties inherent in the predictions of PLM-based models. In particular, we first map PLM-encoded representations to a latent space via a variational auto-encoder. We then generate text representations by perturbing the latent space which causes fluctuation in predictive uncertainty. By comparing the difference in predictive uncertainty between the perturbed and the original text representations, we are able to identify the latent dimensions responsible for uncertainty and subsequently trace back to the input features that contribute to such uncertainty. Our extensive experiments on four benchmark datasets encompassing linguistic acceptability classification, emotion classification, and natural language inference show the feasibility of our proposed framework. Our source code is available at https://github.com/lijiazheng99/CUE.

1 INTRODUCTION

Text classifiers built on Pre-trained Language Models (PLMs) have made remarkable progress on various Natural Language Processing (NLP) tasks [Devlin et al., 2019]. However, their deployment in practical applications still faces significant challenges. Of particular concern, these models tend to make over-confident predictions in uncertain cases [Guo et al., 2017; He et al., 2020; Malinin and Gales, 2018]. Since PLMs have been widely used in various applications, such issues cause concerns about model trustworthiness and transparency, which becomes a barrier to deploying PLMs in sensitive domains such as medicine and finance.

Predictive uncertainty is generally believed to include two aspects - aleatoric uncertainty and epistemic uncertainty, where the aleatoric uncertainty measures the data uncertainty due to inherent random effects and is irreducible, while the epistemic uncertainty measures the uncertainty caused by the lack of knowledge from data and is reducible [Malinin and Gales, 2018]. Numerous approaches have been proposed to estimate the predictive uncertainty of deep neural models, such as Deep Ensemble models [Lakshminarayanan et al., 2017], Bayesian Neural Networks (BNN) [Blundell et al., 2015] and Monte-Carlo (MC) Dropout [Gal and Ghahramani, 2016]. Similar idea has been applied to PLMs in recent years, to study the uncertainty of text classifiers. Particularly, quantifying uncertainty in PLM-based classifiers can be done by incorporating weight uncertainty into the PLM architecture. However, uncertainty can only be induced to a certain number of layers (e.g., the last layer of the PLM feature extractor and/or the classification layer) due to a large number of PLM layers and parameters. Alternatively, one could use deep ensembles by aggregating classification results generated from multiple PLM classifiers trained with different initialisation [Lakshminarayanan et al., 2017], or apply MC dropout in the inference stage to estimate the uncertainty of PLMs [Vazhentsev et al., 2022].

Previous studies [Vulić et al., 2020; Clark et al., 2019; Yang et al., 2021] have also been devoted to designing various probes in order to understand what PLMs capture. Nevertheless, they largely ignore the interpretation of the source of the uncertainty, i.e., identifying the input features which cause classification uncertainty, which can be crucial for
Figure 1: The illustration of proposed framework: (a) The original representations learned from a Pre-trained Language Model (PLM) and the decision boundary separating two classes; (b) We can freeze the PLM-classifier parameters and perturb the PLM-encoded representations in the latent space to increase the aleatoric (data) uncertainty along some isotropic directions while preserving the predictive labels. This would help determine the uncertain areas; (c) Using the representations reconstructed from the perturbed latent space, the uncertainty for out-of-distribution (OOD) areas can be estimated.

understanding the model and taking appropriate mitigating strategies. In text classification, recent research tried to identify word tokens that lead to uncertainty via perturbations on input sequences [Shen et al., 2020, Kim et al., 2020]. However, due to the discreteness of textual data, token replacement or removal would require a large search space on the input sequence and incur expensive computational costs.

In this paper, we aim to interpret the predictive uncertainty on PLM text classifiers by identifying the input tokens that cause the uncertainty. We propose a novel PLM Classifier Uncertainty Explanation (CUE) framework built on Variational Auto-encoder (VAE) [Kingma and Welling, 2014, Card et al., 2018] that generates perturbations on latent text representations to induce uncertain predictions. As shown in Figure 1, we can perturb the PLM-encoded representations in the latent space to increase the aleatoric uncertainty (data uncertainty) along some isotropic directions while preserving the predictive labels. As will be shown in §3.2, this is equivalent to decreasing the predictive epistemic uncertainty. By examining the difference between the original and the perturbed text representations, a subset of input features (i.e., word tokens) can be identified as the interpretation of the original model’s predictive uncertainty. We compared our framework with existing approaches addressing the predictive uncertainty problem on three classification tasks across four benchmark datasets. Extensive experimental results show that our proposed method can identify the source of epistemic uncertainty and calibrate text representations from four commonly used PLMs.

In summary, our contributions are: (1) We propose a novel framework CUE to induce perturbations on PLM-encoded representations for uncertainty interpretation of the PLM-based text classifiers. (2) We propose an uncertainty feature identification algorithm to identify token-level features which lead to model predictive uncertainty. (3) We validate the effectiveness of our proposed framework by conducting extensive experiments using various classifiers built on four commonly-used PLMs on three different tasks and four datasets with class numbers ranging from 2 to 27. The results show that our proposed framework achieves lower expected calibration errors compared to existing approaches such as label smoothing, MC dropout, and BNN. To the best of our knowledge, our framework is the first to study the token interpretation of PLM-based classifiers’ predictive uncertainty from the representation space, without editing the semantic meaning of the original input text.

2 RELATED WORK

Our work is related to two lines of research, interpretation of PLMs and uncertainty estimation in ML.

Interpretation of PLMs Transformer-based language models have achieved impressive performance across various NLP tasks [Devlin et al., 2019, Liu et al., 2020b]. However, the complex structure of these models has raised concerns about model transparency and reliability. Thus, there has been growing interest in developing methods to interpret PLMs. For example, [Clark et al., 2019] proposed an attention-based visualisation method to interpret the model parameters by probing the feature space to determine the potential influence of the model output. [Brunner et al., 2020] studied the identifiability of attention weights in the BERT model and found that the distribution of self-attentions cannot be directly used as an interpretation. There has also been work focusing on interpreting the representations from
PLMs [Zhou and Srikumar 2021] and attention weights [Sun and Marasovic 2021] [Mareček and Rosa 2019].

Uncertainty Estimation As the interpretation of PLMs cannot provide prediction confidence directly, much effort has been devoted to developing approaches for uncertainty estimation of neural models. A straightforward approach to uncertainty estimation is using deep ensemble models [Lakshminarayanan et al. 2017]. Various Bayesian inference methods have also been developed to prevent overfitting by attaching distributions to parameters in standard networks and estimating parameters via posterior inference [Blundell et al. 2015]. Alternatively, uncertainty estimation can be performed using MC dropout [Gal and Ghahramani 2016], which performs multiple stochastic forwards passes with dropout in a network during the inference stage to produce an ensemble of predictions. Other approaches to uncertainty estimation include prior networks [Malinin and Gales 2018]. Taking advantage of the development of transformer [Vaswani et al. 2017], there has been increasing interest in investigating classification uncertainty of language models [Xiao and Wang 2019] [Desai and Durrett 2020]. Various methods have been developed, partly inspired by the research in computer vision, from uncertainty quantification via input marginalization [Shen et al. 2020] [Kim et al. 2020] to MC dropout and Bayesian inference methods such as SNGP [Shelmanov et al. 2021] [Vazhentsev et al. 2022] [Liu et al. 2020a]. Nevertheless, the aforementioned approaches cannot identify the cause of the uncertainty.

To overcome the limitation of existing methods, we propose an uncertainty analysis framework CUE built on VAE [Kingma and Welling 2014] [Card et al. 2018] [Qiu et al. 2020], in which noise can be generated by perturbing the latent representation space. This allows us to disentangle the source of uncertainty via text representation dimensions and study PLM-based classifiers’ predictive uncertainty at both the sequence- and the token-level.

3 BACKGROUND

3.1 PROBLEM SETUP

We are given a labelled text classification dataset, where $X$ is input text and $Y$ is the label set. $\forall \{x_i, y_i\} \in X \times Y$, where $(x_i, y_i), i = 1, 2, ..., N$, is an i.i.d. realisation of the random variables, $P(Y | X) \sim D$, where $D$ is the unknown ground truth conditional distribution of class labels. To train a text classifier built on a PLM, we need to find an optimal feature extraction function $f$ and a classification layer $g$ with trainable parameter $\vartheta$ and $\eta$, respectively: $x_i \xrightarrow{f(\cdot)} e_i \xrightarrow{g(\cdot)} \hat{y}_i$, which first encodes text into a representation $e_i$, and then outputs a probability distribution over the label set with the predicted output close to the desired true label $y_i$. In this work, we take one step further to analyse the potential uncertainty in the two stages of the learning process: 1) in $\eta$: $e_i \xrightarrow{g(\cdot)} \hat{y}_i$, which dimension(s) in $e_i$ is the source of uncertainty in prediction; and 2) in $\vartheta$: $x_i \xrightarrow{f(\cdot)} e_i$, which input tokens cause the uncertainty. Before we detail our proposed uncertainty estimation approach, we give the formal definition of uncertainty first.

3.2 UNCERTAINTY ESTIMATION

According to established definitions found in prior literature, uncertainty can be defined based on the probability of predictive error [Sullivan 2015], the mean squared error (MSE) [Cervera et al. 2021], or the conditional entropy [Malinin and Gales 2021]. We adopt the MSE-based definition as a representative measure of uncertainty, which is chosen without compromising the generality of our approach.

Definition 3.1. $\forall P(y|x) \in \mathbb{D}$, the predictive epistemic uncertainty can be defined by $\mathbb{E}[(\mathbb{E}[y] - \hat{y})^2]$.

Here, $\hat{y}$ is the class label for input $x$ predicted by the trained classifier. $\mathbb{E}[y]$ is the expectation of the ground truth label distribution, which is however unknown to the learner, making it impossible to calculate the epistemic uncertainty based on predictive variance directly. Therefore, we propose to estimate the uncertainty by decomposing the variance based on the observed training data, $\{x_i, y_i\}_{i=1}^N$, which yields:

$$\mathbb{E}[(y_i - \hat{y}_i)^2] = \mathbb{E}[(y_i - \mathbb{E}[y])^2] + \mathbb{E}[(\mathbb{E}[y] - \hat{y}_i)^2]$$

(1)

Since the first term, $\mathbb{E}[(y_i - \mathbb{E}[y])^2]$, contains the observed $y_i$, it can be defined as the aleatoric uncertainty. The detailed derivation of Eq. (1) can be found in our Supplementary Material Section 1.1. Similar to the setup in [Heiss et al. 2023], if we assume the conditional distribution of class labels follows a Gaussian distribution:

Assumption 3.2. $\forall P(y_i|x_i) \in \mathbb{D}$, the true label distribution for a given data $x_i$ follows a Gaussian noise based generating process: $P(y_i|x_i) = \mu_y + \epsilon_y$, where $\mu_y = \mathbb{E}[y]$ and the noise $\epsilon_y$ follows a Gaussian distribution of $\mathcal{N}(0, \sigma_y^2)$ and $\sigma^2_y = \mathbb{E}[(\mathbb{E}[y] - y_i)^2]$.

Then, the epistemic uncertainty can be written as:

$$\mathbb{E}[(\mathbb{E}[y] - \hat{y}_i)^2] = \mathbb{E}[(y_i - \hat{y}_i)^2] - \sigma^2_y.$$

(2)

Here, the term $\mathbb{E}[(y_i - \hat{y}_i)^2]$ in the Eq. (2) is the empirical MSE on the training data which can be optimised in the training process. The term $\sigma^2_y$ is based on the true label distribution which is unseen to the learner. We need to clarify that $P(y_i|x_i)$ can be larger than 1 under the assumption. Therefore, there is necessary to stack a normalisation layer before the prediction to guarantee the sum of predictive probabilities for different class labels is 1.
We assume that the empirical MSE has been minimised by the trained PLM-based classifier with parameters \( \vartheta \) and \( \eta \). To minimise the epistemic uncertainty given by Eq. (2), we have to increase \( \sigma^2_e \), which however cannot be calculated directly. We propose to use a VAE-based generative model parameterised by \( \omega \) to reconstruct \( e_i \) by adding Gaussian noise while preserving the predictive label, resulting in \( e'_i \). The reconstructed representation should be similar to the original input representation, \( e'_i \approx e_i \), and the predictive class label distribution from \( e'_i \), \( y'_i = g_\eta(e'_i) \), should be close to \( y_i = g_\eta(e_i) \), \( y'_i \approx y_i \). This allows us to manipulate the latent code of the VAE to increase the variance of the Gaussian noise, which leads to the resulting label distribution closer to a uniform distribution in the out-of-distribution (OOD) area, thus achieving a lower epistemic uncertainty. Accordingly, we define the learning objective function as:

**Learning objective:** \[ \forall P(y_i|x_i) \in \mathcal{D} \text{ under the Assumption 3.2} \]

\[
\min_{\omega} \mathbb{E}[(y_i - \hat{y}_i)^2] - H_e(\hat{y}) \quad \text{s.t.} \quad e_i \approx e'_i, \quad y_i \approx y'_i, \quad (3)
\]

where \( \omega \) denotes the parameters of VAE, \( e_i = f_\vartheta(x_i) \), \( e'_i = f_\omega(e_i) \), \( y_i = g_\eta(e_i) \), \( y'_i = g_\eta(e'_i) \), \( H_e(\hat{y}) \) is the estimated entropy by the predictive label distribution from the reconstructed \( e'_i \), which approximates the variance of the true label distribution. The above learning objective can be formulated using the method of Lagrange multipliers:

\[
\mathcal{L}(x_i, y_i) = -\mathbb{E}[H_e(\hat{y}_i)] + \lambda E[(f_\vartheta(x_i) - f_\omega(f_\vartheta(x_i)))^2] + \lambda_2KL(\hat{y}_i|\hat{y}_i) \quad (4)
\]

Therefore, by optimising Eq. (4), we can obtain an alternative representation of \( e'_i \) with the predictive distribution of \( y'_i \) using the parameters \( \omega \), where the lower bound of the epistemic uncertainty can be obtained by increasing the aleatoric uncertainty defined by \( H_e(\hat{y}_i) \). In the next section, we show how each term in Eq. (4) can be defined in our VAE-based uncertainty interpretation framework CUE.

### 4 UNCERTAINTY INTERPRETATION

In this paper, we are interested in interpreting model uncertainty, that is, what input features lead to the predictive uncertainty. To this end, we propose a VAE-based uncertainty interpretation framework CUE, as shown in Figure 2. Rather than directly perturbing the input features, perturbations can be done in the latent space in CUE to generate the modified input representation such that it still resides on the original data manifold while the model’s predictive epistemic uncertainty on the modified input is reduced. By examining the difference between the original and the perturbed text representations, a subset of input features (i.e., word tokens) can be identified as the interpretation of the original model’s predictive uncertainty.

We will first present how to generate perturbations on latent space in order to cause the prediction uncertainty change (\$4.1\). We will then describe how to identify input features that lead to original prediction uncertainty to facilitate the interpretation of model predictive uncertainty (\$4.2).

#### 4.1 LATENT SPACE PERTURBATION FOR EPISTEMIC UNCERTAINTY REDUCTION

Once a classifier built on a PLM is fine-tuned on a target dataset, we freeze the parameters of the PLM and the classification layer and then insert the CUE between the PLM last layer and the task-specific classification layer. The PLM-encoded representation \( e_i \) is mapped to a latent vector, denoted by \( z_i \), via CUE which consists of two networks.

The **encoder network** \( \phi \), learns the distribution of a lower dimensional latent variable \( z_i \) given the PLM-encoded representation by a random Gaussian noise \( \epsilon \): \( z_i = \mu_\phi(e_i) + \epsilon \cdot \sigma_\phi(e_i) \), i.e., \( z_i \sim \mathcal{N}(\mu_\phi, \sigma_\phi^2) \).

The **decoder network** \( \theta \), reconstructs the text representation given the latent variable \( z_i \), defined as \( e'_i = p_\theta(z_i) \). Although \( p_\theta(z_i) \) can be any decoding network, our implementation utilises a linear mapping \( W_\theta \) without a bias term. The benefit is that \( W_\theta \) can be treated as a set of learnable vectors and the reconstructed text representation \( e'_i \) can be written as a linear combination of the decoded output generated from each of the latent dimensions of \( z_i \). As will be discussed in \$4.2\), such a decomposition form of decoding as illustrated in Eq. (10) allows the identification of latent dimensions of \( z_i \) which causes predictive uncertainty.
The VAE parameters are denoted as \( \omega = \{ \phi, \theta \} \). The classifier’s prediction on the reconstructed representation \( e_i' \) is denoted as \( \hat{y}_i' = g_D(e_i') \). Here, we choose to use the Softmax based prediction layer to normalise the predictive probability, but the representation \( e_i' \) before the normalisation should follow the Gaussian distribution since it is captured by a linear combination of Gaussians. Besides, the latent representation \( z_i \) can be perturbed which leads to uncertain predictions bounded by a uniform distribution probability, \( \log K (K \text{ is the label set size}) \). For the training of the CUE model, we define various loss terms in Eq. (4) below:

The VAE parameters are denoted as \( \omega = \{ \phi, \theta \} \). The classifier’s prediction on the reconstructed representation \( e_i' \) is denoted as \( \hat{y}_i' = g_D(e_i') \). Here, we choose to use the Softmax based prediction layer to normalise the predictive probability, but the representation \( e_i' \) before the normalisation should follow the Gaussian distribution since it is captured by a linear combination of Gaussians. Besides, the latent representation \( z_i \) can be perturbed which leads to uncertain predictions bounded by a uniform distribution probability, \( \log K (K \text{ is the label set size}) \). For the training of the CUE model, we define various loss terms in Eq. (4) below:

**Minimum change on both the perturbed representation and the model prediction.** The reconstructed \( e_i' \) should be similar to the original \( e_i \).

\[
\mathcal{L}_r = \| e_i' - e_i \|^2 
\]

(5)

The prediction, \( p(\hat{y}_i'|e_i') \), based on the reconstructed \( e_i' \), should be close to the origin prediction \( p(\hat{y}_i|e_i) \).

\[
\text{KL}(\hat{y}_i'||\hat{y}_i) = \sum_{k=1}^{K} p(\hat{y}_i'_k|e_i') \log \frac{p(\hat{y}_i'_k|e_i')}{p(\hat{y}_i_k|e_i')}. 
\]

(6)

where \( K \) denotes the size of the class label set.

**Predictive Entropy Increment.** We need to increase the predictive entropy \( \mathcal{H}_{e'}(\hat{y}_i') \) calculated based on the reconstructed input representation \( e_i' \), which approximates the variance of the true label distribution, \( \sigma^2 \), in order to decrease the model epistemic uncertainty defined in Eq. (2).

\[
\mathcal{H}_{e'}(\hat{y}_i') = -\sum_{k=1}^{K} p(\hat{y}_i'_k|e_i') \log p(\hat{y}_i'_k|e_i') 
\]

(7)

In addition, we incorporate an orthogonality constraint within the decoder to encourage independence among dimensions of the latent variable:

\[
\mathcal{L}_o = \| I - W_\theta \times W_\theta^T \| 
\]

(8)

where \( I \) is an identity matrix, \( W_\theta \) is the weights in the decoder. The final objective function is then defined as:

\[
\mathcal{L} = \gamma_r \mathcal{L}_r + \gamma_{\text{KL}} \mathcal{H}_{e'}(\hat{y}_i') - \gamma_h \mathcal{H}_e(\hat{y}_i') + \gamma_4 \mathcal{L}_o 
\]

(9)

where the \( \gamma \) coefficients are used to balance various loss terms. Minimising the loss function defined in Eq. (9) is equivalent to introducing perturbation in the latent space so as to increase the predictive entropy. We can use the reconstruction error \( \| e_i' - e_i \|^2 \) to represent the perturbed noise that leads to predictive uncertainty difference \( \Delta \mathcal{H} \). As will be shown in Supplementary Material Section 1.2, \( \Delta \mathcal{H} \) is proportional to the reconstruction error \( \| e_i' - e_i \|^2 \). As such, the reconstruction error can be used to interpret the predictive uncertainty. By retracing alterations made in the input feature space, we can effectively identify features which cause the uncertainty. To the best of our knowledge, we are the first to apply perturbations in the latent representation space to interpret the predictive uncertainty associated with PLM-based classifiers.

### 4.2 INPUT FEATURE IDENTIFICATION FOR UNCERTAINTY INTERPRETATION

In this subsection, we discuss how to quantify the prediction uncertainty that caused by the input features based on the latent space perturbation in Eq. (4). The discussion is built on an inner product space defined by our noise generation methods. During the inference stage, we identify the possible feature that caused predictive uncertainty by our proposed Uncertain Feature Identification (UFI) algorithm:

For a given input, we can retrieve three different representations from the CUE framework, the original PLM-encoded representation \( e_i \), the reconstructed representation \( e_i' \), and the difference between two representation, \( \Delta e_i = e_i' - e_i \). The reconstructed representation \( e_i' \) can be rewritten as the weighted sum of each latent dimension from \( z_i \), where the weight is given by the decoder:

\[
e_i' = \sum_{d=1}^{\text{dim}} q_o(z_{i,d}|e_i) \cdot r_{z_{i,d}} \quad r_{z_{i,d}} = \mu \circ (z_{i,d}), 
\]

(10)

where \( \text{dim} \) is the size of the latent space and \( r_{z_{i,d}} \) denotes the representation generated via the \( d \)-th dimension’s code corresponding to the latent vector \( z_{i,d} \) from the decoder. As mentioned in §4.1, \( \Delta \mathcal{H} \) is proportional to the reconstruction error \( \| e_i' - e_i \|^2 \). We thus use the norm (calculated as the inner product) of the reconstruction error, \( \| \Delta e_i \|^2 = \langle \Delta e_i, \Delta e_i \rangle \), to measure the entropy change as:

\[
\langle \Delta e_i, \Delta e_i \rangle = \langle \sum_{d=1}^{\text{dim}} q_o(z_{i,d}|e_i) \cdot r_{z_{i,d}} - e_i, \Delta e_i \rangle 
\]

\[
= \langle \sum_{d=1}^{\text{dim}} q_o(z_{i,d}|e_i) \cdot r_{z_{i,d}} - e_i, \Delta e_i \rangle - \langle e_i, \Delta e_i \rangle, 
\]

(11)

where \( \langle \cdot, \cdot \rangle \) denotes the inner product. In the first line of Eq. (11), we substitute the first \( \Delta e_i \) with \( e_i' - e_i \), and further substitute \( e_i' \) with Eq. (10). When determining the relative importance of each latent dimension with respect to the predictive entropy change, \( \langle e_i, \Delta e_i \rangle \) can be ignored as it is the same for all latent dimensions. Therefore, the inner product of \( \langle r_{z_{i,d}}, \Delta e_i \rangle \), which dominates the norm value of \( \| \Delta e_i \| \) in the \( d \)-th dimension can be used to measure predictive uncertainty caused by each dimension from the latent space \( r_{z_{i,d}} \), and thus determine each dimension’s importance.

On the other hand, the input text representation \( e_i \) output by the PLM at layer-\( L \) can be written as a Softmax-based weighted sum of each token’s representation from the previous layer \( L - 1 \) by

\[
e_i^L = \sum_{j=1}^{n} \text{Softmax}(e_i, e_{i,j}) \cdot e_{i,j} 
\]

\[
\propto \sum_{j=1}^{n} \exp(e_i, e_{i,j}) \cdot e_{i,j}, 
\]

(12)

\footnote{The proof is shown in Supplementary Material Section 1.2.}

\footnote{We provide the UFI algorithm implementation in Supplementary Material Section 2.}

\footnote{Note that all representations in the RHS are from Layer \( L - 1 \). We drop the superscript \( L - 1 \) to simplify the notations.}
Table 1: Results for CUE in influential latent dimensions of loss Eq. (5), is a typical Knapsack problem, which is an NP-complete problem. Hence, intuitively, we use greedy search to find a locally optimal solution by identifying the most influential latent dimensions of $z_i$ first and then estimating the influential score for each token.

$$
e_{ij} \propto \sum_{j'=1}^d \exp\left( \sum_{d=1}^{dim} q(d_i \mid e_{ij}) \cdot \mathbf{r}_{z_i \mid d} \cdot e_{ij} \right) \cdot e_{ij}$$

Therefore, the influence on prediction uncertainty changes $\Delta \mathcal{H}$ of the $j$-th token is decided by the generative probability of the encoder and the inner product $(\mathbf{r}_{z_i \mid d} \cdot e_{ij})$. However, seeking the optimal $\mathbf{r}_{z_i \mid d}$ by minimizing the reconstruction loss Eq. (5) is a typical Knapsack problem, which is an NP-complete problem. Hence, intuitively, we use greedy search to find a locally optimal solution by identifying the most influential latent dimensions of $z_i$ first and then estimating the influential score for each token.

<table>
<thead>
<tr>
<th>Model</th>
<th>Acc F1</th>
<th>H</th>
<th>ECE</th>
<th>Acc F1</th>
<th>H</th>
<th>ECE</th>
</tr>
</thead>
<tbody>
<tr>
<td>ALBERT (11M)</td>
<td>0.9232</td>
<td>0.8826</td>
<td>0.0331</td>
<td>0.9334</td>
<td>0.8862</td>
<td>0.0331</td>
</tr>
<tr>
<td>ALBERT Label Smoothing</td>
<td>0.9310</td>
<td>0.8897</td>
<td>0.0393</td>
<td>0.9321</td>
<td>0.8897</td>
<td>0.0393</td>
</tr>
<tr>
<td>ALBERT MC Dropout</td>
<td>0.9301</td>
<td>0.8872</td>
<td>0.0355</td>
<td>0.9305</td>
<td>0.8872</td>
<td>0.0355</td>
</tr>
<tr>
<td>BERT w/ CUE (Ours)</td>
<td>0.9287</td>
<td>0.8866</td>
<td>0.0344</td>
<td>0.9298</td>
<td>0.8866</td>
<td>0.0344</td>
</tr>
<tr>
<td>RoBERTa (125M)</td>
<td>0.9505</td>
<td>0.8911</td>
<td>0.0298</td>
<td>0.9515</td>
<td>0.8911</td>
<td>0.0298</td>
</tr>
<tr>
<td>RoBERTa Label Smoothing</td>
<td>0.9526</td>
<td>0.8930</td>
<td>0.0294</td>
<td>0.9526</td>
<td>0.8930</td>
<td>0.0294</td>
</tr>
<tr>
<td>RoBERTa MC Dropout</td>
<td>0.9526</td>
<td>0.8930</td>
<td>0.0294</td>
<td>0.9526</td>
<td>0.8930</td>
<td>0.0294</td>
</tr>
<tr>
<td>DistilBERT (66M)</td>
<td>0.7634</td>
<td>0.8477</td>
<td>0.0260</td>
<td>0.7775</td>
<td>0.8477</td>
<td>0.0260</td>
</tr>
<tr>
<td>DistilBERT Label Smoothing</td>
<td>0.7632</td>
<td>0.8477</td>
<td>0.0260</td>
<td>0.7775</td>
<td>0.8477</td>
<td>0.0260</td>
</tr>
<tr>
<td>DistilBERT MC Dropout</td>
<td>0.7788</td>
<td>0.8559</td>
<td>0.0290</td>
<td>0.7936</td>
<td>0.8559</td>
<td>0.0290</td>
</tr>
<tr>
<td>DistilBERT w/ CUE (Ours)</td>
<td>0.7936</td>
<td>0.8594</td>
<td>0.0330</td>
<td>0.8085</td>
<td>0.8594</td>
<td>0.0330</td>
</tr>
</tbody>
</table>

5 EXPERIMENTS

We first present the experimental setup followed by evaluation results.

Datasets We evaluate our proposed framework on four datasets for linguistic acceptability classification, natural language inference, and emotion classification.

Baselines We compare our method with three baselines: Label Smoothing [Gupta et al. 2021], MC Dropout [Gal and Ghahramani 2016] and Bayesian Neural Network (BNN). Label Smoothing and MC Dropout are implemented in PLMs and directly fine-tuned on the target datasets. The BNN works as a plug-in component, same as CUE, for which the base PLM encoding and the classification layer are firstly fine-tuned and then parameters are frozen for the plug-in
layer training.

**Evaluation Metrics** Accuracy (Acc), macro-averaged F1 (F1), average entropy ($H$), and Expected Calibration Error (ECE) are used as metrics for classification performance, uncertainty and model calibration measurement.

More details on dataset statistics, baseline setup, evaluation metrics and hyperparameter settings are in Supplementary Material Section 3.

### 5.1 OVERALL COMPARISON

Table 1 presents the performance of methods with four state-of-the-art PLMs, namely, BERT [Devlin et al., 2019], ALBERT [Lan et al., 2020], DistilBERT [Sanh et al., 2019] and RoBERTa [Liu et al., 2020b], as backbones. Our framework with a plug-in CUE module obtains the lowest ECE scores and highest average predictive entropy on all tasks and with different base model choices while maintaining a comparable level of Acc/F1 scores as the original model. Although the BNN model achieves the highest entropy with BERT on MultiNLI and CoLA dataset, we can observe a significant drop in its Acc/F1 scores. This indicates the BNN encoder hardly generates reliable perturbations that maintain predicted labels unchanged. Interestingly, while the classification performance of all compared models shows slight degradation with the injection of uncertainty into the PLMs, our framework achieves steady accuracy gains on the CoLA dataset.

### 5.2 EFFECTIVENESS OF THE UNCERTAINTY FEATURE IDENTIFICATION ALGORITHM

**Results with Latent Dimension Removal** As presented in §4.2, we can use the CUE’s reconstruction difference $\Delta e_i$, to disentangle the most influential latent dimensions $z_{id}$ which cause predictive uncertainty. Since each latent dimension is associated with an influential score, we can sort the latent dimensions accordingly. We speculate that by removing latent dimensions with higher influence scores, we should be able to observe a reduction in predictive uncertainty. As shown in Figure 3, we visualise the evaluation results by removing latent dimensions from $z_i$ according to their relevance to $\Delta e_i$ (the rank is shown on the $x$-axis) on BERT models. In our experiments, the latent vector $z_i$ has 100 dimensions, we thus sort them into 10 bins in descending order based on their influential scores. In practice, the latent dimension removal is achieved by assigning 0 as the value of the dimension on $z_i$ to create a modified latent variable $z'_i$, new prediction is made with $\hat{y}'_i = g_{\eta}(p_\theta(z'_i))$.

We can observe a remarkable increasing trend of ECE (the histograms) and average entropy (the blue curve) when removing the most influential latent dimensions of $z_i$ on GoE-
We also notice that across all datasets, removing any latent dimensions in the classification task of ECE with latent dimension reduction becomes more obvious. We did not observe a similar trend of ECE and entropy on the CoLA dataset. We suspect this is due to a relatively simple setup in CoLA as it is only a binary classification task. For datasets with more classes, such as GoEmotion with 27 classes, the trend of ECE with latent dimension removal becomes more obvious. We also performed the same analysis and observed similar phenomena on other PLMs, DistilBERT, ALBERT and RoBERTa, in Supplementary Material Section 4.1.

### Case Study of Token-Level Uncertainty Identification

In this subsection, we demonstrate the effectiveness of our uncertainty identification algorithm by visualising the tokens that our framework finds contributing to predictive uncertainty. We present several examples in which our framework reduces overconfident predictions in Table 2. We only show the results with BERT as the base model due to page limits. Tokens coloured in blue are the influential tokens identified by the UFI Algorithm.

For emotion classification, we found classifiers tend to be confused by idioms or phrases carrying emotions different from the true emotion labels. For example, the second sentence in GoEmotion contains a metaphorical phrase, "itchy trigger finger", making it a tricky case for emotion classification. We conducted additional experiments in which we substituted the phrase "itchy trigger finger" with either the [MASK] token or commonly used words to express the same meaning. In both cases, the model uncertainty is reduced by replacing the original phrase with the mask tokens leading to label switching. Replacing the identified phrase with more commonly-used words increases the predictive probability and leads to a more confident prediction. These results verify the validity of our approach for identifying words/phrases causing predictive uncertainties. The first and last sentences in GoEmotion and also the last sentence in Emotion contain phrases which are somewhat more closely related to the incorrectly predicted labels than the true labels, confusing

<table>
<thead>
<tr>
<th>Examples</th>
<th>Predicted</th>
<th>True</th>
</tr>
</thead>
<tbody>
<tr>
<td>GoEmotions</td>
<td>Disapproval 0.42 → 0.35</td>
<td>Neutral</td>
</tr>
<tr>
<td></td>
<td>Disappointment 0.28 → 0.19</td>
<td>Disapproval</td>
</tr>
<tr>
<td></td>
<td>Disgust 0.34 → 0.25</td>
<td>Fear</td>
</tr>
<tr>
<td>Emotion</td>
<td>Joy 0.51 → 0.43</td>
<td>Love</td>
</tr>
<tr>
<td></td>
<td>Sadness 0.59 → 0.40</td>
<td>Anger</td>
</tr>
<tr>
<td></td>
<td>Sadness 0.64 → 0.44</td>
<td>Anger</td>
</tr>
<tr>
<td>MultiNLI</td>
<td>Neutral 0.43 → 0.40</td>
<td>Contradiction</td>
</tr>
<tr>
<td></td>
<td>Entailment 0.48 → 0.43</td>
<td>Neutral</td>
</tr>
<tr>
<td></td>
<td>Contradiction 0.35 → 0.33</td>
<td>Entailment</td>
</tr>
</tbody>
</table>

Table 2: Visualisation of token-level uncertainty interpretation. The ‘Predicted’ column denotes the incorrect predictions made by the original fine-tuned model. Values below each predicted label denotes the predictive probability change after applying our framework. The ‘True’ column denotes the gold-standard class labels. Italic text highlighted in blue are word tokens identified by UFI Algorithm that cause predictive uncertainty.
the classifier to generate wrong predictions. Tokenisation may also cause a problem. For example, the word ‘beloved’ in the first sentence in Emotion is split into three parts after tokenisation, making it difficult for the classifier to recognise the ‘Love’ emotion. For the natural language inference task, we found classifiers tend to make overconfident predictions when the same words are found in both premise and hypothesis. For examples, the second instance in MultiNLI has the word ‘unfulfilled’ in both its premise and hypothesis. This leads to the wrong prediction of ‘Entailment’. In the last instance, the classifier misunderstood that the ‘classic men’s clothing’ contradicts with ‘high-fashion icons’ and thus failed to recognise the ‘Entailment’ relation. Nevertheless, in all these cases, our proposed framework managed to increase the predictive entropy by reducing the confidence of predictions, alleviating the overconfidence problem.

We provide further experimental results and the ablation study, including stability of various additional training loss terms and latent space orthogonality in Supplementary Material Section 4.2.

6 CONCLUSION

In this paper, we have proposed a new framework CUE for uncertainty interpretation of PLM classifiers. By comparing our method with previous solutions, we show that CUE can achieve lower expected calibration errors across four datasets. In some cases, it can also mitigate the confidence of previously wrong predictions. Further experiments and case studies demonstrate CUE is effective in identifying tokens/latent dimensions that could potentially cause predictive uncertainty. Our work sheds light on a new direction of uncertainty interpretation for PLMs in various NLP tasks.
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