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## A REPRODUCIBILITY STATEMENT

For reproducibility, we publish the code of BISCUIT and the generations of the datasets (Voronoi, CausalWorld, iTHOR) as well as the datasets itself at https://github.com/phlippe/BISCUIT All models were implemented using PyTorch (Paszke et al., 2019) and PyTorch Lightning (Falcon et al., 2019). The hyperparameters and dataset details are described in Section 6 and Appendix C. All experiments have been repeated for at least three seeds. We provide an overview of the standard deviation, as well as additional insights to the results in Appendix C .

In terms of computational resources, the experiments of the Voronoi dataset were performed on a single NVIDIA A5000 GPU, with a training time of below 1 hour per model. The experiments of the CausalWorld and iTHOR dataset were performed on an NVIDIA A100 GPU (autoencoder training: 1-day training time; variational autoencoders: 1 to 2-day training time) and an NVIDIA A5000 GPU (normalizing flow training, 1-hour training time).

## B PROOFS

In this section, we prove the main theoretical results in this paper, namely Theorem 3.3. We start with a glossary of the used notation in Appendix B.1. which is the same as in the main paper. All assumptions for the proof are described in Section 2 and Section 3 of the main paper. Appendix B.2 contains the proofs for Theorem 3.3 Lastly, we provide further discussion on extensions of the proof, e.g., to longer temporal dependencies (Appendix B.3), discovering the causal graph (Appendix B.4), and comparing its results to previous work (Appendix B.5).

## B. 1 GLOSSARY

Table 1 provides an overview of the main notation used in the paper and the following proof. Additional notation for individual proof steps is introduced in the respective sections.

Table 1: Glossary of used functions and variables.

| Function/Variable | Description |
| :--- | :--- |
| $\mathcal{M}$ | The true causal model $\mathcal{M}=\langle g, f, \omega, \mathcal{C}\rangle$ |
| $K$ | Number of causal variables |
| $C_{1}, \ldots, C_{K}$ | The causal variables of $\mathcal{M}$ |
| $C_{1}^{t}, \ldots, C_{K}^{t}$ | Instantiations of causal variables of $\mathcal{M}$ at time t |
| $\mathcal{C}$ | Domain of the causal variables, i.e., $C^{t} \in \mathcal{C}$ |
| $R$ | The regime variable |
| $I_{1}, \ldots, I_{K}$ | Binary interaction variables |
| $f_{1}, \ldots, f_{K}$ | Functions determining the interaction variables, $f_{i}\left(R^{t}, C^{t-1}\right)=I_{i}^{t}$ |
| $p\left(C^{t} \mid C^{t-1}, I^{t}\right)$ | Conditional distribution of causal variables |
| $\omega$ | Parameters of the conditional distribution |
| $\Delta\left(C_{i}^{t} \mid C^{t-1}\right)$ | Interaction effect for the causal variable $C_{i}: \Delta\left(C_{i}^{t} \mid C^{t-1}\right)=\log \frac{p\left(C_{i}^{t} \mid C^{t-1}, I_{i}^{t}=1\right)}{p\left(C_{i}^{t} \mid C^{t-1}, I_{i}^{t}=0\right)}$ |
| $X^{t}$ | The observation, e.g., an image |
| $g$ | The observation function $g\left(C^{t}\right)=X^{t}$ of $\mathcal{M}$ |
| $\widehat{\mathcal{M}}$ | Causal model $\widehat{\mathcal{M}}=\langle\hat{g}, \hat{f}, \hat{\omega}, \widehat{\mathcal{C}}\rangle$ with the same data distribution over observations $X$ as $\mathcal{M}$ |
| $\hat{C}_{1}, \ldots, \hat{C}_{K}$ | Causal variables modeled by a model $\widehat{\mathcal{M} \text { with domain } \widehat{\mathcal{C}}}$ |
| $\hat{I}_{1}, \ldots, \hat{I}_{K}$ | Binary interaction variables modeled by a model $\widehat{\mathcal{M}}$ |
| $\hat{g}$ | (Estimated) observation function of the model $\widehat{\mathcal{M}, g\left(\hat{C}^{t}\right)=X^{t}}$ |

## B. 2 PROOF STEPS

The proof consists of four main steps:

1. We show that for any $\hat{g}$ in $\widehat{\mathcal{M}}$, there must exist an invertible transformation between the latent space of $\widehat{\mathcal{M}}$ and the true causal model $\mathcal{M}$ (Appendix B.2.1).
2. We show that the distributions of different interaction variable values must strictly be different, starting with two variables (Appendix B.2.2) and then moving to the general case (Appendix B.2.3).
3. Based on the previous step, we show that $\hat{g}$ must model the same interaction variable patterns for the individual interaction cases, starting with two variables Appendix B.2.4.Appendix B.2.5 discusses it under the assumption of dynamics variability in Theorem 3.3, and Appendix B.2.6 for time variability in Theorem 3.3
4. Given that both $\widehat{\mathcal{M}}$ and $\mathcal{M}$ model the same interaction variables, the invertible transformation must be equal to a set of component-wise transformations (Appendix B.2.7).

In Appendix B.2.8, we combine these four steps to prove the full theorem. For step 2 and 3, we first start by discussing the proof idea for a system with only two variables, to give a better intuition behind the proof strategy.

## B.2.1 Existence of an invertible transformation between learned and true representations

As a first step, we start with discussing the relation between the true observation function, $g$, and a potentially learned observation function, $\hat{g}$ and show that there exists an invertible transformation between the causal variables that are extracted from an image for each of these two functions. Throughout this proof, we will use $C_{i}$ to refer to a causal variable from the original, true causal model $\mathcal{M}$, and we use $\hat{C}_{i}$ to refer to a latent variable modeled by $\widehat{\mathcal{M}}$, i.e., an alternative representation of the environment. Under this setup, we consider the following statement:

Lemma B.1. Consider a model $\widehat{\mathcal{M}}=\langle\hat{g}, \hat{f}, \hat{\omega}, \widehat{\mathcal{C}}\rangle$ with an injective observation function $g\left(\hat{C}^{t}\right)=X^{t}$ with $\hat{C}^{t} \in \widehat{\mathcal{C}}$ and a latent distribution $p_{\omega}\left(\hat{C}^{t} \mid \hat{C}^{t-1}, R^{t}\right)$, parameterized by $\omega$, which models the same data likelihood as the true causal model $\mathcal{M}$ : $p_{\mathcal{M}}\left(X^{t} \mid X^{t-1}, R^{t}\right)=p_{\widehat{\mathcal{M}}}\left(X^{t} \mid X^{t-1}, R^{t}\right)$. Then, there must exist an invertible transformation $T$ such that for all $C^{t}, \hat{C}^{t}$.

$$
\begin{equation*}
C^{t}=T\left(\hat{C}^{t}\right) \tag{1}
\end{equation*}
$$

Proof. Since $g$ and $\hat{g}$ are injective functions with $\hat{g}\left(\hat{C}^{t}\right)=X^{t}$ and $g\left(C^{t}\right)=X^{t}$, we have that $X^{t}=\left(g \circ g^{-1}\right)\left(X^{t}\right)=$ $\left(\hat{g} \circ \hat{g}^{-1}\right)\left(X^{t}\right)=\operatorname{id}_{X}\left(X^{t}\right)$ with id being the identity function, when restricting the injective functions to their ranges to turn them to invertible functions with $C^{t}=\left(g^{-1} \circ g\right)\left(C^{t}\right)=\operatorname{id}_{C}\left(C^{t}\right)$ and $\hat{C}^{t}=\left(\hat{g}^{-1} \circ \hat{g}\right)\left(\hat{C}^{t}\right)=\operatorname{id}_{\hat{C}}\left(\hat{C}^{t}\right)$. Combining the two results in:

$$
\begin{equation*}
C^{t}=g^{-1}\left(X^{t}\right)=\left(g^{-1} \circ \hat{g} \circ \hat{g}^{-1}\right)\left(X^{t}\right)=T\left(\hat{g}^{-1}\left(X^{t}\right)\right)=T\left(\hat{C}^{t}\right) \tag{2}
\end{equation*}
$$

where $T=g^{-1} \circ \hat{g}$. This function has the inverse $T^{-1}=\hat{g}^{-1} \circ g$ with:

$$
\begin{equation*}
T^{-1} \circ T=\hat{g}^{-1} \circ \underbrace{g \circ g^{-1}}_{\mathrm{id} X} \circ \hat{g}=\hat{g}^{-1} \circ \hat{g}=\mathrm{id}_{\hat{C}} \tag{3}
\end{equation*}
$$

Hence, there exists an invertible function $T=g^{-1} \circ \hat{g}$ between the two spaces of $\hat{C}^{t}$ and $C^{t}$.

Since there exists an invertible, differentiable transformation between the two spaces, we can also express the relation between the two spaces via the change-of-variables:

$$
\begin{equation*}
p_{\omega}\left(C^{t} \mid C^{t-1}, R^{t}\right)=p_{\hat{\omega}}\left(\hat{C}^{t} \mid \hat{C}^{t-1}, R^{t}\right)|\operatorname{det} \boldsymbol{J}| \tag{4}
\end{equation*}
$$

where $\boldsymbol{J}$ is the Jacobian with $\boldsymbol{J}_{i j}=\frac{\partial \hat{C}_{i}^{t}}{\partial C_{j}^{t}}$. Further, since there exists an invertible transformation also between $C^{t-1}$ and $\hat{C}^{t-1}$, we can align the conditioning set:

$$
\begin{equation*}
p_{\omega}\left(C^{t} \mid C^{t-1}, R^{t}\right)=p_{\hat{\omega}}\left(\hat{C}^{t} \mid C^{t-1}, R^{t}\right)|\operatorname{det} \boldsymbol{J}| \tag{5}
\end{equation*}
$$

For readability, we will drop $\omega$ and $\hat{\omega}$ from the index of $p$, since the difference is clear from the context (distribution over $C / \hat{C})$. The following proof steps will take a closer look at aligning these two spaces.

## B.2.2 Any representation requires the same interaction cases - 2 variables

Setup The idea of this proof step is to show that for any two causal variables $C_{1}, C_{2}$, any representation that models the same data likelihood, e.g., $\hat{C}_{1}, \hat{C}_{2}$, must have an invertible transformation between the interaction variables $I_{1}^{t}, I_{2}^{t}$
(and $C_{1}^{t-1}, C_{2}^{t-1}$ ) and the learned interaction variables $\hat{I}_{1}^{t}, \hat{I}_{2}^{t}$ (and $\hat{C}_{1}^{t-1}, \hat{C}_{2}^{t-1}$ ). In other words, disentanglement requires distinguishing between the same scenarios of interactions.

We start with considering the four possible interaction cases that we may encounter:

$$
\begin{align*}
& p\left(C_{1}^{t}, C_{2}^{t} \mid C^{t-1}, I_{1}^{t}=0, I_{2}^{t}=0\right)=p\left(C_{1}^{t} \mid C^{t-1}, I_{1}^{t}=0\right) \cdot p\left(C_{2}^{t} \mid C^{t-1}, I_{2}^{t}=0\right)  \tag{6}\\
& p\left(C_{1}^{t}, C_{2}^{t} \mid C^{t-1}, I_{1}^{t}=1, I_{2}^{t}=0\right)=p\left(C_{1}^{t} \mid C^{t-1}, I_{1}^{t}=1\right) \cdot p\left(C_{2}^{t} \mid C^{t-1}, I_{2}^{t}=0\right)  \tag{7}\\
& p\left(C_{1}^{t}, C_{2}^{t} \mid C^{t-1}, I_{1}^{t}=0, I_{2}^{t}=1\right)=p\left(C_{1}^{t} \mid C^{t-1}, I_{1}^{t}=0\right) \cdot p\left(C_{2}^{t} \mid C^{t-1}, I_{2}^{t}=1\right)  \tag{8}\\
& p\left(C_{1}^{t}, C_{2}^{t} \mid C^{t-1}, I_{1}^{t}=1, I_{2}^{t}=1\right)=p\left(C_{1}^{t} \mid C^{t-1}, I_{1}^{t}=1\right) \cdot p\left(C_{2}^{t} \mid C^{t-1}, I_{2}^{t}=1\right) \tag{9}
\end{align*}
$$

Our goal is to show that all these four distributions must be strictly different for any $C^{t-1}$. These inequalities generalize to any alternative representation that entangles the two variables $C_{1}, C_{2}$, since the alternative representation must model the same distributions $p\left(X^{t} \mid X^{t-1}, \ldots\right)=p\left(C^{t} \mid \ldots\right)=p\left(C_{1}^{t}, C_{2}^{t} \mid \ldots\right) \cdot \ldots$

Implications of theorem assumptions Before comparing the distributions, we first simplify what the assumptions of Theorem 3.3 imply for the individual variable's distributions. The theorem assumes that $\Delta\left(C_{i}^{t} \mid C^{t-1}\right)=$ $\log p\left(C_{i}^{t} \mid C^{t-1}, I_{i}^{t}=1\right) / p\left(C_{i}^{t} \mid C^{t-1}, I_{i}^{t}=0\right)$ is differentiable and cannot be a constant. Otherwise, the derivatives $\Delta\left(C_{i}^{t} \mid C^{t-1}\right)$ would have to be constantly zero, which violates both condition $(A)$ and $(B)$ of the theorem. Therefore, we can deduce that:

- For each variable $C_{i}$, there must exist at least one value of $C_{i}^{t}$ for which $p\left(C_{i}^{t} \mid C^{t-1}, I_{i}^{t}=1\right) \neq p\left(C_{i}^{t} \mid C^{t-1}, I_{i}^{t}=0\right)$, i.e., $p\left(C_{i}^{t} \mid C^{t-1}, I_{i}^{t}=1\right), p\left(C_{i}^{t} \mid C^{t-1}, I_{i}^{t}=0\right)$ must strictly be different distributions.
- The distributions $p\left(C_{i}^{t} \mid C^{t-1}, I_{i}^{t}=1\right), p\left(C_{i}^{t} \mid C^{t-1}, I_{i}^{t}=0\right)$ must share the same support, since otherwise $\Delta\left(C_{i}^{t} \mid C^{t-1}\right)= \pm \infty$ for some $C_{i}^{t}$ and thus not differentiable.

Single-target vs Joint We start with comparing single-target interactions versus the observational case. Since the interactional distribution is strictly different from the observational, we obtain that $p\left(C_{i}^{t} \mid C^{t-1}, I_{i}^{t}=0\right) \neq p\left(C_{i}^{t} \mid C^{t-1}, I_{i}^{t}=\right.$ $1)$. With this inequality, we can deduce that:

$$
\begin{align*}
& p\left(C_{1}^{t}, C_{2}^{t} \mid C^{t-1}, I_{1}^{t}=0, I_{2}^{t}=0\right) \neq p\left(C_{1}^{t}, C_{2}^{t} \mid C^{t-1}, I_{1}^{t}=1, I_{2}^{t}=0\right)  \tag{10}\\
& p\left(C_{1}^{t}, C_{2}^{t} \mid C^{t-1}, I_{1}^{t}=0, I_{2}^{t}=0\right) \neq p\left(C_{1}^{t}, C_{2}^{t} \mid C^{t-1}, I_{1}^{t}=0, I_{2}^{t}=1\right) \tag{11}
\end{align*}
$$

This is because these distributions only differ in one sub-distribution (i.e., either $C_{1}$ or $C_{2}$ intervened versus passively observed), which must be strictly different due to our assumption. A similar reasoning can be used to derive the same inequalities for the joint interaction case:

$$
\begin{align*}
& p\left(C_{1}^{t}, C_{2}^{t} \mid C^{t-1}, I_{1}^{t}=1, I_{2}^{t}=1\right) \neq p\left(C_{1}^{t}, C_{2}^{t} \mid C^{t-1}, I_{1}^{t}=1, I_{2}^{t}=0\right)  \tag{12}\\
& p\left(C_{1}^{t}, C_{2}^{t} \mid C^{t-1}, I_{1}^{t}=1, I_{2}^{t}=1\right) \neq p\left(C_{1}^{t}, C_{2}^{t} \mid C^{t-1}, I_{1}^{t}=0, I_{2}^{t}=1\right) \tag{13}
\end{align*}
$$

With these, there are two relations yet to show.

Joint Interactions vs Observational First, consider the joint interaction ( $I_{1}^{t}=I_{2}^{t}=1$ ) versus the pure observational regime ( $I_{1}^{t}=I_{2}^{t}=0$ ). We prove that these two distributions must be different by contradiction. We first assume that they are equal and show that a contradiction strictly follows. With both equations equal, we can write:

$$
\begin{align*}
p\left(C_{1}^{t} \mid C^{t-1}, I_{1}^{t}=0\right) \cdot p\left(C_{2}^{t} \mid C^{t-1}, I_{2}^{t}=0\right) & =p\left(C_{1}^{t} \mid C^{t-1}, I_{1}^{t}=1\right) \cdot p\left(C_{2}^{t} \mid C^{t-1}, I_{2}^{t}=1\right)  \tag{14}\\
& \Leftrightarrow \frac{p\left(C_{1}^{t} \mid C^{t-1}, I_{1}^{t}=0\right)}{p\left(C_{1}^{t} \mid C^{t-1}, I_{1}^{t}=1\right)}=\frac{p\left(C_{2}^{t} \mid C^{t-1}, I_{2}^{t}=1\right)}{p\left(C_{2}^{t} \mid C^{t-1}, I_{2}^{t}=0\right)} \tag{15}
\end{align*}
$$

Note that the third step is possible since $p\left(C_{i}^{t} \mid C^{t-1}, I_{i}^{t}=1\right), p\left(C_{i}^{t} \mid C^{t-1}, I_{i}^{t}=0\right)$ share the same support. Further, since $C_{1}^{t}$ and $C_{2}^{t}$ are conditionally independent, the equality above must hold for any values of $C_{1}^{t}, C_{2}^{t}$. This implies that, for a given $C_{2}^{t}$, the fraction of $C_{1}^{t}$ must be constant, and vice versa. Denoting this constant factor with $c$, we can rewrite the previous
equation as:

$$
\begin{align*}
\frac{p\left(C_{1}^{t} \mid C^{t-1}, I_{1}^{t}=0\right)}{p\left(C_{1}^{t} \mid C^{t-1}, I_{1}^{t}=1\right)} & =c  \tag{16}\\
\Leftrightarrow p\left(C_{1}^{t} \mid C^{t-1}, I_{1}^{t}=0\right) & =c \cdot p\left(C_{1}^{t} \mid C^{t-1}, I_{1}^{t}=1\right)  \tag{17}\\
\Leftrightarrow \int p\left(C_{1}^{t} \mid C^{t-1}, I_{1}^{t}=0\right) d C_{1}^{t} & =\int c \cdot p\left(C_{1}^{t} \mid C^{t-1}, I_{1}^{t}=1\right) d C_{1}^{t}  \tag{18}\\
\Leftrightarrow 1 & =c \tag{19}
\end{align*}
$$

In the last step, the two integrals disappear since both $p\left(C_{1}^{t} \mid C^{t-1}, I_{1}^{t}=0\right)$ and $p\left(C_{1}^{t} \mid C^{t-1}, I_{1}^{t}=1\right)$ are valid probability density functions. Hence, the equality can only be valid if $c=1$, which implies $p\left(C_{1}^{t} \mid C^{t-1}, I_{1}^{t}=1\right)=p\left(C_{1}^{t} \mid C^{t-1}, I_{1}^{t}=0\right)$. However, this equality of distributions is out ruled by the assumptions of Theorem 3.3 as discussed in the beginning of this section, and thus causes a contradiction. In other words, this shows that the joint interaction $\left(I_{1}^{t}=I_{2}^{t}=1\right)$ and the pure observational regime ( $I_{1}^{t}=I_{2}^{t}=0$ ) must be strictly different, i.e.,:

$$
\begin{equation*}
p\left(C_{1}^{t}, C_{2}^{t} \mid C^{t-1}, I_{1}^{t}=0, I_{2}^{t}=0\right) \neq p\left(C_{1}^{t}, C_{2}^{t} \mid C^{t-1}, I_{1}^{t}=1, I_{2}^{t}=1\right) \tag{20}
\end{equation*}
$$

Single-target vs Single-target The final step is to show that the distribution for interacting on $C_{1}$ versus the distribution of interacting on $C_{2}$ must be different. For this, we can use a similar strategy as for the previous comparison and perform a proof of contradiction. If both of the distributions are equal, the following equation follows:

$$
\begin{align*}
& \Leftrightarrow p\left(C_{1}^{t} \mid C^{t-1}, I_{1}^{t}=0\right) \cdot p\left(C_{2}^{t} \mid C^{t-1}, I_{2}^{t}=1\right)=p\left(C_{1}^{t} \mid C^{t-1}, I_{1}^{t}=1\right) \cdot p\left(C_{2}^{t} \mid C^{t-1}, I_{2}^{t}=0\right)  \tag{21}\\
& \Leftrightarrow \frac{p\left(C_{1}^{t} \mid C^{t-1}, I_{1}^{t}=0\right)}{p\left(C_{1}^{t} \mid C^{t-1}, I_{1}^{t}=1\right)}=\frac{p\left(C_{2}^{t} \mid C^{t-1}, I_{2}^{t}=0\right)}{p\left(C_{2}^{t} \mid C^{t-1}, I_{2}^{t}=1\right)} \tag{22}
\end{align*}
$$

This is almost identical to Equation (15), besides the flipped fraction for $C_{2}$. Note, however, that the same implications hold, namely that both fractions need to be constant and constant with value 1 . This again contradicts our assumptions, and proves that the two distributions must be different:

$$
\begin{equation*}
p\left(C_{1}^{t}, C_{2}^{t} \mid C^{t-1}, I_{1}^{t}=0, I_{2}^{t}=1\right) \neq p\left(C_{1}^{t}, C_{2}^{t} \mid C^{t-1}, I_{1}^{t}=1, I_{2}^{t}=0\right) \tag{23}
\end{equation*}
$$

Conclusion In summary, we have shown that the four possible cases of interactions strictly model different distributions. Further, this distinction between the four cases can only be obtained by information from $R^{t}$ through $I^{t}$, since $I^{t}$ cannot be a deterministic function of the previous time step. Thus, any possible representation of the variables $C_{1}, C_{2}$ must model the same four (or at least three) possible interaction settings.

## B.2.3 Any representation requires the same interaction cases - multi-variable case

So far, we have discussed the interaction cases for two variables. This discussion can be easily extended to cases of three or more variables. Before doing so, we formally state the lemma we are proving in this step.

Lemma B.2. For the interaction variables $I^{t}=\left\{I_{1}^{t}, \ldots, I_{K}^{t}\right\}$ in a causal model $\mathcal{M}$, any two values $a^{I}, b^{I} \in\{0,1\}^{K}$ with $a^{I} \neq b^{I}$ must strictly model different distributions:

$$
\forall C^{t}: p\left(C^{t} \mid C^{t-1}, I^{t}=a^{I}\right) \neq p\left(C^{t} \mid C^{t-1}, I^{t}=b^{I}\right)
$$

Proof. For $K$ variables, we can write the overall joint distribution $p\left(C^{t} \mid C^{t-1}, I^{t}\right)$ as:

$$
\begin{equation*}
p\left(C^{t} \mid C^{t-1}, I^{t}\right)=p\left(C_{1}^{t} \mid C^{t-1}, I_{1}^{t}\right) \cdot p\left(C_{2}^{t} \mid C^{t-1}, I_{2}^{t}\right) \cdot \ldots \cdot p\left(C_{K}^{t} \mid C^{t-1}, I_{K}^{t}\right) \tag{24}
\end{equation*}
$$

Consider now the distributions for two different, arbitrary interaction values $a^{I}, b^{I}\left(a^{I} \neq b^{I}\right)$ :

$$
\begin{align*}
p\left(C^{t} \mid C^{t-1}, I^{t}=a^{I}\right) & \stackrel{?}{=} p\left(C^{t} \mid C^{t-1}, I^{t}=b^{I}\right)  \tag{25}\\
p\left(C_{1}^{t} \mid C^{t-1}, I_{1}^{t}=a_{1}^{I}\right) \cdot \ldots \cdot p\left(C_{K}^{t} \mid C^{t-1}, I_{K}^{t}=a_{K}^{I}\right) & =p\left(C_{1}^{t} \mid C^{t-1}, I_{1}^{t}=b_{1}^{I}\right) \cdot \ldots \cdot p\left(C_{K}^{t} \mid C^{t-1}, I_{K}^{t}=b_{K}^{I}\right) \tag{26}
\end{align*}
$$

We can rewrite this equation as:

$$
\begin{equation*}
\frac{p\left(C_{1}^{t} \mid C^{t-1}, I_{1}^{t}=a_{1}^{I}\right)}{p\left(C_{1}^{t} \mid C^{t-1}, I_{1}^{t}=b_{1}^{I}\right)} \cdot \ldots \cdot \frac{p\left(C_{K}^{t} \mid C^{t-1}, I_{K}^{t}=a_{K}^{I}\right)}{p\left(C_{K}^{t} \mid C^{t-1}, I_{K}^{t}=b_{K}^{I}\right)}=1 \tag{27}
\end{equation*}
$$

Similar to our discussion on two variables, we can now analyze this equation under the situation where we keep all variables fixed up to $C_{i}^{t+1}$. This is a valid scenario since all variables are independent based on their conditioning set $C^{t-1}$ and $a^{I} / b^{I}$. This implies that the fraction of $C_{i}$ in Equation 27) must be equals to one divided by the multiplication of the remaining fractions, which we considered constant. With this, we have the following equation:

$$
\begin{equation*}
\frac{p\left(C_{i}^{t} \mid C^{t-1}, I_{i}^{t}=a_{i}^{I}\right)}{p\left(C_{i}^{t} \mid C^{t-1}, I_{i}^{t}=b_{i}^{I}\right)}=c \tag{28}
\end{equation*}
$$

where $c$ again summarizes all constant terms. As shown earlier in this section, this equality can only hold if $a_{i}^{I}=b_{i}^{I}$. In turn, this mean that Equation (25) can only be an equality if $a^{I}=b^{I}$. Hence, different interaction cases must strictly model different distributions.

## B.2.4 Alignment of interaction variables - 2 variables

Setup In the previous section, we have proven that any representation needs to model the same interaction cases. The next step is to show that the interaction cases further need to align, i.e., the interaction variables must be equivalent up to permutation and sign flips. For this, consider an alternative representation, $\hat{C}_{1}, \hat{C}_{2}$, which is the result of an invertible change-of-variables operation. We denote the corresponding interaction variables by $\hat{I}_{1}, \hat{I}_{2}$. Overall, we can write their probability distribution as:

$$
\begin{align*}
p\left(C_{1}^{t}, C_{2}^{t} \mid C^{t-1}, I_{1}^{t}, I_{2}^{t}\right) & =p\left(\hat{C}_{1}^{t}, \hat{C}_{2}^{t} \mid C^{t-1}, \hat{I}_{1}^{t}, \hat{I}_{2}^{t}\right) \cdot|\operatorname{det} \boldsymbol{J}|  \tag{29}\\
p\left(C_{1}^{t} \mid C^{t-1}, I_{1}^{t}\right) \cdot p\left(C_{2}^{t} \mid C^{t-1}, I_{2}^{t}\right) & =p\left(\hat{C}_{1}^{t} \mid C^{t-1}, \hat{I}_{1}^{t}\right) \cdot p\left(\hat{C}_{2}^{t} \mid C^{t-1}, \hat{I}_{2}^{t}\right) \cdot|\operatorname{det} \boldsymbol{J}| \tag{30}
\end{align*}
$$

For simplicity, we write the conditioning of $\hat{C}_{1}^{t}, \hat{C}_{2}^{t}$ still in terms of $C^{t-1}$, since $C^{t-1}$ and $\hat{C}^{t-1}$ contain the same information. Further, $\boldsymbol{J}$ represents the Jacobian of the invertible transformation of $C_{1}^{t}, C_{2}^{t}$ to $\hat{C}_{1}^{t}, \hat{C}_{2}^{t}$.

Cases to consider Now, our goal is to show that $\hat{I^{t}}{ }_{1}, \hat{I}^{t}{ }_{2}$ must be equivalent to $I_{1}, I_{2}$ up to permutation and sign flip. As an example, consider a value of $C^{t-1}$ under which we may have four possible values of $R^{t}$ which give us the following interactions:

| $\boldsymbol{R}$ | $\boldsymbol{I}_{\mathbf{1}}$ | $\boldsymbol{I}_{\mathbf{2}}$ | $\hat{\boldsymbol{I}}_{\mathbf{1}}$ | $\hat{\boldsymbol{I}}_{\mathbf{2}}$ |
| :---: | :---: | :---: | :---: | :---: |
| $r_{1}$ | 0 | 0 | 0 | 0 |
| $r_{2}$ | 1 | 0 | 1 | 0 |
| $r_{3}$ | 0 | 1 | 1 | 1 |
| $r_{4}$ | 1 | 1 | 0 | 1 |

with $r_{1}, r_{2}, r_{3}, r_{4} \in \mathcal{R}, r_{1} \neq r_{2} \neq r_{3} \neq r_{4}$. In the notation of intervention design, one can interpret these different interactions are different experiments, i.e., different sets of variables that are jointly intervened. We will denote them with $E_{1}, \ldots, E_{4}$ where $E_{i}=\left[I_{1}, I_{2}\right]$ for a given $r_{i}$. Similarly, we will use $\hat{E}_{i}=\left[\hat{I}_{1}, \hat{I}_{2}\right]$ to denote the same set for the alternative representation.
In this setup, we say that $I_{2}$ aligns with $\hat{I}_{2}$, since they are equal in all experiments $E_{1}, \ldots, E_{4} /$ for all values of $R^{t}$. However, $I_{1}$ does not align with any interaction variable of $\hat{C}$, because $I_{1} \neq \hat{I}_{1}$ and $I_{1} \neq 1-\hat{I}_{1}$, and same for $\hat{I}_{2}$. Thus, we are aiming to derive that this setup contradicts Equation (30).

Single-target vs Joint interaction We start the analysis by writing down all distributions to compare:

$$
\begin{align*}
& p\left(C_{1}^{t} \mid C^{t-1}, I_{1}^{t}=0\right) \cdot p\left(C_{2}^{t} \mid C^{t-1}, I_{2}^{t}=0\right)=p\left(\hat{C}_{1}^{t} \mid C^{t-1}, \hat{I}_{1}^{t}=0\right) \cdot p\left(\hat{C}_{2}^{t} \mid C^{t-1}, \hat{I}_{2}^{t}=0\right) \cdot|\operatorname{det} \boldsymbol{J}|  \tag{31}\\
& p\left(C_{1}^{t} \mid C^{t-1}, I_{1}^{t}=1\right) \cdot p\left(C_{2}^{t} \mid C^{t-1}, I_{2}^{t}=0\right)=p\left(\hat{C}_{1}^{t} \mid C^{t-1}, \hat{I}_{1}^{t}=1\right) \cdot p\left(\hat{C}_{2}^{t} \mid C^{t-1}, \hat{I}_{2}^{t}=0\right) \cdot|\operatorname{det} \boldsymbol{J}|  \tag{32}\\
& p\left(C_{1}^{t} \mid C^{t-1}, I_{1}^{t}=0\right) \cdot p\left(C_{2}^{t} \mid C^{t-1}, I_{2}^{t}=1\right)=p\left(\hat{C}_{1}^{t} \mid C^{t-1}, \hat{I}_{1}^{t}=1\right) \cdot p\left(\hat{C}_{2}^{t} \mid C^{t-1}, \hat{I}_{2}^{t}=1\right) \cdot|\operatorname{det} \boldsymbol{J}|  \tag{33}\\
& p\left(C_{1}^{t} \mid C^{t-1}, I_{1}^{t}=1\right) \cdot p\left(C_{2}^{t} \mid C^{t-1}, I_{2}^{t}=1\right)=p\left(\hat{C}_{1}^{t} \mid C^{t-1}, \hat{I}_{1}^{t}=0\right) \cdot p\left(\hat{C}_{2}^{t} \mid C^{t-1}, \hat{I}_{2}^{t}=1\right) \cdot|\operatorname{det} \boldsymbol{J}| \tag{34}
\end{align*}
$$

Our overall proof strategy is to derive relations between individual variables, e.g., $C_{1}$ and $\hat{C}_{1}$. Since the invertible transformation between $C$ and $\hat{C}$ must be independent of $R, I$ and $\hat{I}$, the relations we derive must hold across all the experiments. By dividing the sets of equations, we obtain:

$$
\begin{array}{ll}
\mathrm{Eq} 32 / \mathrm{Eq} 31: & \frac{p\left(C_{1}^{t} \mid C^{t-1}, I_{1}^{t}=1\right)}{p\left(C_{1}^{t} \mid C^{t-1}, I_{1}^{t}=0\right)}=\frac{p\left(\hat{C}_{1}^{t} \mid C^{t-1}, \hat{I}_{1}^{t}=1\right)}{p\left(\hat{C}_{1}^{t} \mid C^{t-1}, \hat{I}_{1}^{t}=0\right)} \\
\mathrm{Eq} 33 / \mathrm{Eq} 31: & \frac{p\left(C_{2}^{t} \mid C^{t-1}, I_{2}^{t}=1\right)}{p\left(C_{2}^{t} \mid C^{t-1}, I_{2}^{t}=0\right)}=\frac{p\left(\hat{C}_{1}^{t} \mid C^{t-1}, \hat{I}_{1}^{t}=1\right)}{p\left(\hat{C}_{1}^{t} \mid C^{t-1}, \hat{I}_{1}^{t}=0\right)} \frac{p\left(\hat{C}_{2}^{t} \mid C^{t-1}, \hat{I}_{2}^{t}=1\right)}{p\left(\hat{C}_{2}^{t} \mid C^{t-1}, \hat{I}_{2}^{t}=0\right)} \\
\mathrm{Eq} 34 / \mathrm{Eq} 31: & \frac{p\left(C_{1}^{t} \mid C^{t-1}, I_{1}^{t}=1\right)}{p\left(C_{1}^{t} \mid C^{t-1}, I_{1}^{t}=0\right)} \frac{p\left(C_{2}^{t} \mid C^{t-1}, I_{2}^{t}=1\right)}{p\left(C_{2}^{t} \mid C^{t-1}, I_{2}^{t}=0\right)}=\frac{p\left(\hat{C}_{2}^{t} \mid C^{t-1}, \hat{I}_{2}^{t}=1\right)}{p\left(\hat{C}_{2}^{t} \mid C^{t-1}, \hat{I}_{2}^{t}=0\right)} \tag{37}
\end{array}
$$

Note that the Jacobian, $|\operatorname{det} \boldsymbol{J}|$, cancels out in all distributions since it is independent of the interactions and thus identical for all equations above. As a next step, we replace $\hat{C}_{2}$ in Equation 36 with the result of Equation 37 and rearrange the terms:

$$
\begin{equation*}
\frac{p\left(C_{1}^{t} \mid C^{t-1}, I_{1}^{t}=0\right)}{p\left(C_{1}^{t} \mid C^{t-1}, I_{1}^{t}=1\right)}=\frac{p\left(\hat{C}_{1}^{t} \mid C^{t-1}, \hat{I}_{1}^{t}=1\right)}{p\left(\hat{C}_{1}^{t} \mid C^{t-1}, \hat{I}_{1}^{t}=0\right)} \tag{38}
\end{equation*}
$$

Similarly, replacing $\hat{C}_{1}$ in Equation with the new result in Equation 38, we obtain:

$$
\begin{equation*}
\frac{p\left(C_{1}^{t} \mid C^{t-1}, I_{1}^{t}=1\right)}{p\left(C_{1}^{t} \mid C^{t-1}, I_{1}^{t}=0\right)}=\frac{p\left(C_{1}^{t} \mid C^{t-1}, I_{1}^{t}=0\right)}{p\left(C_{1}^{t} \mid C^{t-1}, I_{1}^{t}=1\right)} \tag{39}
\end{equation*}
$$

This equation can obviously only hold if both fractions are equal to 1. However, as shown in Appendix B.2.2, this contradicts our assumptions of the theorem. Thus, we have shown that the interaction variables $\hat{I}_{1}, \hat{I}_{2}$ cannot model the same distribution as $I_{1}, I_{2}$. For the specific example of two causal variables and four experiments, it turns out that there exists no other set of interaction variables that would not align to $I_{1}, I_{2}$. Hence, in this case, any other valid representation $\hat{C}$ which fulfills Equation (30) must have interaction variables that align with the true model.

Conclusion This example is meant to communicate the general intuition behind our proof strategy for showing that the interaction variables between the true causal model $\mathcal{M}$ and a learned representation $\widehat{\mathcal{M}}$ align. We note that this example does not cover all possible models with two causal variables $C_{1}, C_{2}$, since our assumptions only require $\left\lfloor\log _{2} 2\right\rfloor+2=3$ experiments/different values of $R^{t}$, while we considered here four for simplicity. For this smaller amount of experiments, it becomes difficult to distinguish between models that model the true interaction variables $I_{1}, \ldots, I_{K}$ and possible linear combinations of such. This can be prevented by ensuring sufficient variability either in the dynamics (condition (A) Theorem 3.3 or over time (condition (B) - Theorem 3.3), which we show in the next two subsections.

## B.2.5 Alignment of interaction variables - Multi-variable case (condition (A) - Theorem 3.3)

We start with showing the interaction variable alignment under condition (A) of Theorem 3.3. The goal is to prove the following lemma:

Lemma B. 3 (Dynamics Variability). For any variable $C_{k}(k=1, \ldots, K)$ with interaction variable $I_{k}$, there exist exactly one variable $\hat{C}_{l}$ with interaction variable $\hat{I}_{l}$, which models the same interaction pattern:

$$
\forall C^{t}: I_{k}^{t}=\hat{I}_{l}^{t} \text { or } I_{k}^{t}=1-\hat{I}_{l}^{t}
$$

if the second derivative of the log-difference between the observational and the interactional distribution is not constantly zero:

$$
\forall C_{k}^{t}, \exists C^{t-1}: \frac{\partial^{2} \Delta\left(C_{k}^{t} \mid C^{t-1}\right)}{\partial\left(C_{k}^{t}\right)^{2}} \neq 0
$$

Proof. We structure the proof in four main steps. First, we generalize our analysis of the relations between interaction equations from the two variables to the multi-variable case. We then take a closer look at them from two sides: a variable from the true causal model, $C_{m}^{t}$, and a variable from the alternative representation, $\hat{C}_{l}^{t}$. The intuition behind the proof is that a change in $C_{m}^{t}$ must correspond to a change in $\hat{C}_{l}^{t}$ which appears in the same set of equations. This inherently requires that
$C_{m}^{t}$ and $\hat{C}_{l}^{t}$ share the same unique interaction pattern. With this intuition in mind, the following paragraphs detail these individual proof steps.

Equations sets implied by interactions Firstly, we consider a set of $Q$ true interaction experiments $E_{1}, \ldots, E_{Q}$, i.e., $Q$ different values of $R^{t}$ which cause different sets of interaction variable values $I_{1}^{t}, \ldots, I_{K}^{t}$, and similarly the $Q$ values of $R^{t}$ in the alternative representation space $\hat{I}$ with experiments $\hat{E}_{1}, \ldots, \hat{E}_{Q}$. In the previous example of the two variables, the experiments would be $E_{1}=[0,0], E_{2}=[1,0], E_{3}=[0,1], E_{4}=[1,1]$ and $\hat{E}_{1}=[0,0], \hat{E}_{2}=[1,0], \hat{E}_{3}=[1,1], \hat{E}_{4}=$ $[0,1]$. We will denote the interaction variable value $I_{k}$ of the causal variable $C_{k}$ in the experiment $E_{i}$ with $E_{i}^{k}$, i.e., $E_{2}^{1}=1$ in the previous example.

For any two experiments $E_{i}, E_{j}$, there exists a set of variables for which the interaction targets differ. We summarize the indices of these variables as $\mathcal{V}_{i j}$, and similarly for the alternative representation $\hat{\mathcal{V}}_{i j}$. Taking the two-variable example again, $\mathcal{V}_{12}=\{1\}$, i.e., the interaction variable of the causal variable $C_{1}$ differs between $E_{1}$ and $E_{2}$. Using this notation, we can write the division of two experiments $E_{i}, E_{j}$ as:

$$
\begin{equation*}
\prod_{k \in \mathcal{V}_{i j}} \frac{p\left(C_{k}^{t} \mid C^{t-1}, I_{k}^{t}=E_{i}^{k}\right)}{p\left(C_{k}^{t} \mid C^{t-1}, I_{k}^{t}=E_{j}^{l}\right)}=\prod_{l \in \hat{\mathcal{V}}_{i j}} \frac{p\left(\hat{C}_{l}^{t} \mid C^{t-1}, \hat{I}_{l}^{t}=\hat{E}_{i}^{l}\right)}{p\left(\hat{C}_{l}^{t} \mid C^{t-1}, \hat{I}_{l}^{t}=\hat{E}_{j}^{l}\right)} \tag{40}
\end{equation*}
$$

Analyzing equations for individual causal variables The experiments imply a set of $\frac{(Q-1)(Q-2)}{2}$ equations. Our next step is to analyze what these equations imply for an individual causal variable $C_{m}^{t}$. First, we take the $\log$ on both sides to obtain:

$$
\begin{equation*}
\sum_{k \in \mathcal{V}_{i j}} \log \frac{p\left(C_{k}^{t} \mid C^{t-1}, I_{k}^{t}=E_{i}^{k}\right)}{p\left(C_{k}^{t} \mid C^{t-1}, I_{k}^{t}=E_{j}^{k}\right)}=\sum_{l \in \hat{\mathcal{V}}_{i j}} \log \frac{p\left(\hat{C}_{l}^{t} \mid C^{t-1}, \hat{I}_{l}^{t}=\hat{E}_{i}^{l}\right)}{p\left(\hat{C}_{l}^{t} \mid C^{t-1}, \hat{I}_{l}^{t}=\hat{E}_{j}^{l}\right)} \tag{41}
\end{equation*}
$$

For readability, we adapt our notation of $\Delta\left(C_{k}^{t} \mid C^{t-1}\right)$ here by having:

$$
\begin{align*}
\Delta_{i j}\left(C_{k}^{t} \mid C^{t-1}\right) & =\log \frac{p\left(C_{k}^{t} \mid C^{t-1}, I_{k}^{t}=E_{i}^{k}\right)}{p\left(C_{k}^{t} \mid C^{t-1}, I_{k}^{t}=E_{j}^{k}\right)}  \tag{42}\\
\Delta_{i j}\left(\hat{C}_{l}^{t} \mid C^{t-1}\right) & =\log \frac{p\left(\hat{C}_{l}^{t} \mid C^{t-1}, \hat{I}_{l}^{t}=\hat{E}_{i}^{l}\right)}{p\left(\hat{C}_{l}^{t} \mid C^{t-1}, \hat{I}_{l}^{t}=\hat{E}_{j}^{l}\right)} \tag{43}
\end{align*}
$$

which gives us

$$
\begin{equation*}
\sum_{k \in \mathcal{V}_{i j}} \Delta_{i j}\left(C_{k}^{t} \mid C^{t-1}\right)=\sum_{l \in \hat{\mathcal{V}}_{i j}} \Delta_{i j}\left(\hat{C}_{l}^{t} \mid C^{t-1}\right) \tag{44}
\end{equation*}
$$

Now consider a single variable $C_{m}^{t}$, for which $m \in \mathcal{V}_{i j}$. If we take the derivative with respect to $C_{m}^{t}$, we get:

$$
\begin{equation*}
\frac{\partial \Delta_{i j}\left(C_{m}^{t} \mid C^{t-1}\right)}{\partial C_{m}^{t}}=\sum_{l \in \hat{\mathcal{V}}_{i j}} \frac{\partial \Delta_{i j}\left(\hat{C}_{l}^{t} \mid C^{t-1}\right)}{\partial C_{m}^{t}} \tag{45}
\end{equation*}
$$

The sum on the left drops away since we know that $C_{k}^{t} \Perp C_{m}^{t} \mid C^{t-1}, I^{t}$, and therefore $\frac{\partial \Delta_{i j}\left(C_{k}^{t} \mid C^{t-1}\right)}{\partial C_{m}^{t}}$ if $k \neq m$.
For each variable $C_{m}^{t}$, we obtain at least $Q-1$ equations ( $Q$ being the number of overall interaction experiments) since every experiment $E_{i}$ must have at least one experiment $E_{j}$ for which $E_{i}^{m} \neq E_{j}^{m}$, since otherwise the interaction variable $I_{m}$ must be equal in all experiments and thus a constant, violating our distinct interaction pattern assumption. In other words, we obtain a set of experiment pairs which differ in the interaction variable of $C_{m}^{t}$, i.e., $\mathcal{V}_{m}=\left\{\hat{\mathcal{V}}_{i j} \mid i, j \in \llbracket 1 . . Q \rrbracket, E_{i}^{m} \neq E_{j}^{m}\right\}$ with $\left|\mathcal{V}_{m}\right| \geq Q-1$.
For two experiment equations, $\hat{\mathcal{V}}_{i j}, \hat{\mathcal{V}}_{s r} \in \mathcal{V}_{m}$, we have the following equality following from Equation 45 :

$$
\begin{equation*}
\frac{\partial \Delta_{i j}\left(C_{m}^{t} \mid C^{t-1}\right)}{\partial C_{m}^{t}}=\sum_{l \in \hat{\mathcal{V}}_{i j}} \frac{\partial \Delta_{i j}\left(\hat{C}_{l}^{t} \mid C^{t-1}\right)}{\partial C_{m}^{t}}=\sum_{w \in \hat{\mathcal{V}}_{s r}} \frac{\partial \Delta_{s r}\left(\hat{C}_{w}^{t} \mid C^{t-1}\right)}{\partial C_{m}^{t}} \tag{46}
\end{equation*}
$$

Using $\Delta_{i j}\left(C_{k}^{t} \mid C^{t-1}\right)=-\Delta_{j i}\left(C_{k}^{t} \mid C^{t-1}\right)$, we can align the equations above via:

$$
\begin{align*}
\Delta\left(C_{k}^{t} \mid C^{t-1}\right) & =\frac{p\left(C_{k}^{t} \mid C^{t-1}, I_{k}^{t}=1\right)}{p\left(C_{k}^{t} \mid C^{t-1}, I_{k}^{t}=0\right)}  \tag{47}\\
\sum_{l \in \hat{\mathcal{V}}_{i j}} \frac{\partial \Delta\left(\hat{C}_{l}^{t} \mid C^{t-1}\right)}{\partial C_{m}^{t}} & =(-1)^{\mathbb{1}\left[E_{i}^{m}=E_{s}^{m}\right]} \sum_{w \in \hat{\mathcal{V}}_{s r}} \frac{\partial \Delta\left(\hat{C}_{w}^{t} \mid C^{t-1}\right)}{\partial C_{m}^{t}} \tag{48}
\end{align*}
$$

Analyzing equations for a single variable of alternative representation As the next step, we analyze the derivatives of individual variables of the alternative representation $\hat{C}$ in Equation 48). Consider a variable $\hat{C}_{l}^{t}, l \in \hat{\mathcal{V}}_{i j}$. Taking the derivative of Equation with respect to $\hat{C}_{l}^{t}$, the left-hand side simplifies to only the $\hat{C}_{l}^{t}$ since for all other variables, we have that $\hat{C}_{l}^{t} \Perp \hat{C}_{l^{\prime}}^{t} \mid C^{t-1}, \hat{I}^{t}$. The right-hand side, however, has two options:

$$
\begin{align*}
\frac{\partial^{2} \Delta\left(C_{m}^{t} \mid C^{t-1}\right)}{\partial C_{m}^{t} \partial \hat{C}_{l}^{t}}=\frac{\partial^{2} \Delta\left(\hat{C}_{l}^{t} \mid C^{t-1}\right)}{\partial C_{m}^{t} \partial \hat{C}_{l}^{t}} & =(-1)^{1\left[E_{i}^{m}=E_{s}^{m}\right]} \sum_{w \in \hat{\mathcal{V}}_{s r}} \begin{cases}0 & \text { if } w \neq l \\
\frac{\partial^{2} \Delta\left(\hat{C}_{l}^{t} \mid C^{t-1}\right)}{\partial C_{m}^{t} \partial \hat{C}_{l}^{t}} & \text { if } w=l\end{cases}  \tag{49}\\
& = \begin{cases}0 & \text { if } l \notin \hat{\mathcal{V}}_{s r} \\
(-1)^{1\left[E_{i}^{m}=E_{s}^{m}\right]} \frac{\partial^{2} \Delta\left(\hat{C}_{t}^{t} \mid C^{t-1}\right)}{\partial C_{m}^{t} \partial \hat{C}_{l}^{t}} & \text { if } l \in \hat{\mathcal{V}}_{s r}\end{cases} \tag{50}
\end{align*}
$$

If $E_{i}^{m} \neq E_{s}^{m}$, we have an equation similar to $c=-c$, which can only be solved via $c=0$. Therefore, we can further simplify the equation to:

$$
\frac{\partial^{2} \Delta\left(\hat{C}_{l}^{t} \mid C^{t-1}\right)}{\partial C_{m}^{t} \partial \hat{C}_{l}^{t}}= \begin{cases}0 & \text { if } l \notin \hat{\mathcal{V}}_{s r} \text { or } E_{i}^{m} \neq E_{s}^{m}  \tag{51}\\ \frac{\partial^{2} \Delta\left(\hat{C}_{l}^{t} \mid C^{t-1}\right)}{\partial C_{m}^{t} \partial \hat{C}_{l}^{t}} & \text { otherwise }\end{cases}
$$

Plugging everything together From Equation 51, we can make the following conclusions: for any variable $\hat{C}_{l}^{t}$ which is not in all experiment pairs of $\mathcal{V}_{m}$, its second derivative $\frac{\partial^{2} \Delta\left(\hat{C}_{l}^{t} \mid C^{t-1}\right)}{\partial C_{m}^{t} \partial \hat{C}_{l}^{t}}$ must be zero. This is an important insight, since we know that all second derivatives equations must still equal to $\frac{\partial^{2} \Delta\left(C_{m}^{t} \mid C^{t-1}\right)}{\partial C_{m}^{t} \partial \hat{C}_{l}^{t}}$. Using the chain rule, we can relate these second derivatives even further:

$$
\begin{align*}
\frac{\partial^{2} \Delta\left(C_{m}^{t} \mid C^{t-1}\right)}{\partial C_{m}^{t} \partial \hat{C}_{l}^{t}} & =\frac{\partial^{2} \Delta\left(C_{m}^{t} \mid C^{t-1}\right)}{\partial^{2} C_{m}^{t}} \boldsymbol{J}_{m l}^{-1}  \tag{52}\\
\frac{\partial^{2} \Delta\left(C_{m}^{t} \mid C^{t-1}\right)}{\partial^{2} C_{m}^{t}} \boldsymbol{J}_{m l}^{-1} & =\frac{\partial^{2} \Delta\left(\hat{C}_{l}^{t} \mid C^{t-1}\right)}{\partial C_{m}^{t} \partial \hat{C}_{l}^{t}} \tag{53}
\end{align*}
$$

where $\boldsymbol{J}_{m l}^{-1}$ is the $m l$-th entry of the inverse of the Jacobian, i.e., $\boldsymbol{J}_{m l}^{-1}=\frac{\partial C_{m}^{t}}{\hat{C}_{l}^{t}}$. From our assumptions, we know that $\frac{\partial^{2} \Delta\left(C_{m}^{t} \mid C^{t-1}\right)}{\partial^{2} C_{m}^{t}}$ cannot be constant zero for all values of $C_{m}^{t}$. Therefore, if $\frac{\partial^{2} \Delta\left(\hat{C}_{l}^{t} \mid C^{t-1}\right)}{\partial C_{m}^{t} \partial \hat{C}_{l}^{t}}$ is zero following Equation 51 , then this must strictly imply that $\boldsymbol{J}_{m l}^{-1}$ must be constantly zero, i.e., $C_{m}^{t}$ and $\hat{C}_{l}^{t}$ are independent.
However, at the same time, we know that $\boldsymbol{J}_{m l}^{-1}$ cannot be constantly zero for all $l$ since otherwise, $\boldsymbol{J}^{-1}$ (and therefore $\boldsymbol{J}$ ) has a zero determinant and thus the transformation between $C$ and $\hat{C}$ cannot be invertible. Therefore, in order for $\hat{C}$ to be a valid transformation, there must exist at least one variable $\hat{C}_{l}$ which is in all experiment sets $\mathcal{V}_{m}$. This implies that for this variable $\hat{C}_{l}$ and our original causal variable $\hat{C}_{m}$, the following relations must hold:

$$
\begin{equation*}
E_{i}^{k}=E_{j}^{k} \Leftrightarrow \hat{E}_{i}^{l}=\hat{E}_{j}^{l} \tag{54}
\end{equation*}
$$

This inherently implies that for any variable $C_{k}$, there must exist at least one variable $\hat{C}_{l}$, for which the following must hold:

$$
\begin{equation*}
\forall i, E_{i}^{k}=\hat{E}_{i}^{l} \quad \text { or } \quad \forall i, E_{i}^{k}=1-\hat{E}_{i}^{l} \tag{55}
\end{equation*}
$$

Finally, since for every variable $C_{k}$, the set of experiments is unique, i.e., no deterministic function between $I_{k}$ and any other interaction variable $I_{j}$, and the alternative representation has the same number of variables, it implies that there exists a 1-to-1 match between an interaction variable $I_{k}$ and in the alternative representation $\hat{I}_{k}$. This proves our original lemma.

## B.2.6 Alignment of interaction variables - Multi-variable case (condition (B) - Theorem 3.3)

Lemma B. 4 (Time-variability). For any variable $C_{k}(k=1, \ldots, K)$ with interaction variable $I_{k}$, there exist exactly one variable $\hat{C}_{l}$ with interaction variable $\hat{I}_{l}$, which models the same interaction pattern:

$$
\forall C^{t}: I_{k}^{t}=\hat{I}_{l}^{t} \text { or } I_{k}^{t}=1-\hat{I}_{l}^{t}
$$

if for any $C^{t}$, there exist $K+1$ different values $c^{1}, \ldots, c^{K+1}$ for $C^{t}$ for which the vectors $v_{1}, \ldots, v_{K}$ of the following structure are linearly independent:

$$
v_{i}=\left[\begin{array}{llll}
\frac{\partial \Delta\left(C_{i}^{t} \mid C^{t-1}=c^{1}\right)}{\partial C_{i}^{t}} & \frac{\partial \Delta\left(C_{i}^{t} \mid C^{t-1}=c^{2}\right)}{\partial C_{i}^{t}} & \ldots & \frac{\partial \Delta\left(C_{i}^{t} \mid C^{t-1}=c^{K+1}\right)}{\partial C_{i}^{t}}
\end{array}\right]^{T} \in \mathbb{R}^{K}
$$

Proof. We follow the same proof as for Lemma B. 3 up until Equation (45), where for each variable $C_{m}$, we have obtained the following equation:

$$
\begin{equation*}
\frac{\partial \Delta_{i j}\left(C_{m}^{t} \mid C^{t-1}\right)}{\partial C_{m}^{t}}=\sum_{l \in \hat{\mathcal{V}}_{i j}} \frac{\partial \Delta_{i j}\left(\hat{C}_{l}^{t} \mid C^{t-1}\right)}{\partial C_{m}^{t}} \tag{56}
\end{equation*}
$$

Here, we rewrite the derivative $\frac{\partial \Delta_{i j}\left(\hat{C}_{l}^{t} \mid C^{t-1}\right)}{\partial C_{m}^{t}}$ using the chain rule to:

$$
\begin{align*}
\frac{\partial \Delta_{i j}\left(\hat{C}_{l}^{t} \mid C^{t-1}\right)}{\partial C_{m}^{t}} & =\frac{\partial \Delta_{i j}\left(\hat{C}_{l}^{t} \mid C^{t-1}\right)}{\partial \hat{C}_{l}^{t}} \frac{\partial \hat{C}_{l}^{t}}{\partial C_{m}^{t}}  \tag{57}\\
& =\frac{\partial \Delta_{i j}\left(\hat{C}_{l}^{t} \mid C^{t-1}\right)}{\partial \hat{C}_{l}^{t}} \boldsymbol{J}_{l m} \tag{58}
\end{align*}
$$

Therefore, we obtain:

$$
\begin{equation*}
\frac{\partial \Delta_{i j}\left(C_{m}^{t} \mid C^{t-1}\right)}{\partial C_{m}^{t}}=\sum_{l \in \hat{\mathcal{V}}_{i j}} \frac{\partial \Delta_{i j}\left(\hat{C}_{l}^{t} \mid C^{t-1}\right)}{\partial \hat{C}_{l}^{t}} \boldsymbol{J}_{l m} \tag{59}
\end{equation*}
$$

Note hereby that $J_{l m}$ is independent of the time index $t$ and particularly $C^{t-1}$, which will become important in the next steps of the proof.

Alternative representation having linear independent vectors Now consider the $K$ different vectors $v^{1}, \ldots, v^{K}$, which are linearly independent. For each of these individual vectors, we have at least $K$ equations of the form of Equation (56), namely for each $C_{1}^{t}, \ldots, C_{K}^{t}$. We can also express this in the form of a matrix product. For that, we first stack the vectors $v^{1}, \ldots, v^{K}$ into $\boldsymbol{V} \in \mathbb{R}^{(K+1) \times K}$ :

$$
\boldsymbol{V}=\left[\begin{array}{ccc}
\mid & & \mid  \tag{60}\\
v_{1} & \cdots & v_{K} \\
\mid & & \mid
\end{array}\right]=\left[\begin{array}{cccc}
\frac{\partial \Delta\left(C_{1}^{t} \mid C^{t-1}=c^{1}\right)}{\partial C^{t}} & \frac{\partial \Delta\left(C_{2}^{t} \mid C^{t-1}=c^{1}\right)}{\partial C_{t}^{t}} & \cdots & \frac{\partial \Delta\left(C_{K}^{t} \mid C^{t-1}=c^{1}\right)}{\partial C_{K}^{t}} \\
\frac{\partial \Delta\left(C_{1}^{t} \mid C^{t-1}=c^{2}\right)}{\partial C_{1}^{t}} & \frac{\partial \Delta\left(C_{2}^{t} \mid C^{t-1}=c^{2}\right)}{\partial C_{2}^{t}} & \cdots & \frac{\partial \Delta\left(C_{K}^{t} \mid C^{t-1}=c^{2}\right)}{\partial C_{K}^{t}} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{\partial \Delta\left(C_{1}^{t} \mid C^{t-1}=c^{K+1}\right)}{\partial C_{1}^{t}} & \frac{\partial \Delta\left(C_{2}^{t} \mid C^{t-1}=c^{K+1}\right)}{\partial C_{2}^{t}} & \cdots & \frac{\partial \Delta\left(C_{K}^{t} \mid C^{t-1}=c^{K+1}\right)}{\partial C_{K}^{t}}
\end{array}\right]
$$

We denote $\hat{\boldsymbol{V}}$ as the same matrix as in Equation 60, just with each $C_{i}^{t}$ replaced with $\hat{C}_{i}^{t}$. Finally, we need to represent the factors of Equation 59 . Since these depend on a specific pair of experiments $E_{i}, E_{j}$, we pick for each variable $C_{m}^{t+1}$ an arbitrary pair of experiments, where $E_{i}^{m}=1$ and $E_{j}^{m}=0$. With this in mind, we can express the factors of Equation 55 , as:

$$
\boldsymbol{L}=\boldsymbol{J} \odot\left[\begin{array}{cccc}
\delta_{11}^{E} & \delta_{12}^{E} & \cdots & \delta_{1 K}^{E}  \tag{61}\\
\delta_{21}^{E} & \delta_{22}^{E} & \cdots & \delta_{2 K}^{E} \\
\vdots & \vdots & \ddots & \vdots \\
\delta_{K 1}^{E} & \delta_{K 2}^{E} & \cdots & \delta_{K K}^{E}
\end{array}\right]
$$

where $\boldsymbol{L} \in \mathbb{R}^{K \times K}, \odot$ is the Hamard product/element-wise product, and $\delta_{l m}^{E}=1$ if $\hat{E}_{i}^{l}=1, \hat{E}_{j}^{l}=0$ for the experiment pair $E_{i}, E_{j}$ picked for $C_{m}, 0$ if $\hat{E}_{i}^{l}=\hat{E}_{j}^{l}$, and -1 otherwise. With that, we can express Equation 59 in matrix form as:

$$
\begin{equation*}
\boldsymbol{V}=\hat{\boldsymbol{V}} \boldsymbol{L} \tag{62}
\end{equation*}
$$

Since $V$ has linearly independent columns and, based on Equation $\sqrt{62}$, is equal to linear combinations of the columns of $\hat{\boldsymbol{V}}$, it directly follows that $\hat{\boldsymbol{V}}$ must also have linearly independent columns.

Solution to linear independent system At the same time, we know that for each variable $C_{m}$, there exist pairs of experiments $E_{i}, E_{j}$ for which $E_{i}^{m}=E_{j}^{m}$. We denote this set of experiment pairs by $\overline{\mathcal{V}}^{m}=\left\{\overline{\mathcal{V}}_{i j} \mid i, j \in \llbracket 1 . . Q \rrbracket, E_{i}^{m}=E_{j}^{m}\right\}$ with its size denoted as $Q_{m}=\left|\overline{\mathcal{V}}^{m}\right|$. Each of these implies an equation like the following:

$$
\begin{equation*}
0=\sum_{l \in \overline{\mathcal{V}}_{i j}} \frac{\partial \Delta_{i j}\left(\hat{C}_{l}^{t} \mid C^{t-1}\right)}{\partial \hat{C}_{l}^{t}} \boldsymbol{J}_{l m} \tag{63}
\end{equation*}
$$

We can, again, write it in matrix form to show this set of equations over the different temporal values $c^{1}, \ldots, c^{K+1}$ :

$$
\begin{equation*}
\mathbf{0}=\hat{\boldsymbol{V}} \overline{\boldsymbol{L}}^{m} \tag{64}
\end{equation*}
$$

where

$$
\overline{\boldsymbol{L}}^{m}=\left[\begin{array}{cc}
\mid & \mid  \tag{65}\\
\boldsymbol{J}_{\cdot m} & \cdot \\
\boldsymbol{J}_{\cdot m} \\
\mid & \mid
\end{array}\right] \odot\left[\begin{array}{cccc}
\mathbb{1}\left[1 \in \overline{\mathcal{V}}_{1}^{m}\right] & \mathbb{1}\left[1 \in \overline{\mathcal{V}}_{2}^{m}\right] & \cdots & \mathbb{1}\left[1 \in \overline{\mathcal{V}}_{Q_{m}}^{m}\right] \\
\mathbb{1}\left[2 \in \overline{\mathcal{V}}_{1}^{m}\right] & \mathbb{1}\left[2 \in \overline{\mathcal{V}}_{2}^{m}\right] & \cdots & \mathbb{1}\left[2 \in \overline{\mathcal{V}}_{Q_{m}}^{m}\right] \\
\vdots & \vdots & \ddots & \vdots \\
\mathbb{1}\left[K \in \overline{\mathcal{V}}_{1}^{m}\right] & \mathbb{1}\left[K \in \overline{\mathcal{V}}_{2}^{m}\right] & \cdots & \mathbb{1}\left[K \in \overline{\mathcal{V}}_{Q_{m}}^{m}\right]
\end{array}\right]
$$

Intuitively, $\overline{\boldsymbol{L}}^{m}$ lists out the $Q_{m}$ different equations of Equation 63 for variable $C_{m}$, duplicated for all possible temporal values $c^{1}, \ldots, c^{K+1}$. Since all columns of $\hat{\boldsymbol{V}}$ are linearly independent, the only solution to the system is that $\overline{\boldsymbol{L}}^{m}=\mathbf{0}$, or in index form $\overline{\boldsymbol{L}}_{i j}^{m}=0$ for all $i=1, \ldots, Q_{m} ; j=1, \ldots, K$.

Matching of interaction variables The fact that $\overline{\boldsymbol{L}}_{i j}^{m}=0$ must be zero means that one of its two matrix elements must have a zero entry. Thus, for each variable $\hat{C}_{l}, \boldsymbol{J}_{l m}$ can only be non-zero if $l$ is not in any sets of $\overline{\mathcal{V}}^{m}$. This implies that either $\hat{C}_{l}$ must follow the exact same interaction pattern as $C_{m}$, i.e., $I_{m}=\hat{I}_{l}$ or $I_{m}=1-\hat{I}_{l}$, or $\hat{I}_{l}$ is a constant value. However, the constant value case can directly be excluded since this would imply $L$ to have a zero determinant $\left(\delta_{l .}^{E}=0\right)$, which is not possible with $\operatorname{det} \boldsymbol{V} \neq 0$. At the same time, at least one value of $\boldsymbol{J}_{. m}$ must be non-zero to ensure $\boldsymbol{J}$ to be invertible. Therefore, each variable $C_{m}$ must have one variable $\hat{C}_{l}$ for which $I_{m}=\hat{I}_{l}$ or $I_{m}=1-\hat{I}_{l}$. Finally, this match of $C_{m}, \hat{C}_{l}$ must be a unique since every variable $C_{m}$ has a different interaction pattern, and we are limited to $K$ variables $\hat{C}_{1}, \ldots, \hat{C}_{K}$. With that, we have proven the initial lemma.

Non-zero elements in Jacobian Additionally to the lemma, this proof also shows that $\boldsymbol{J}$ must have exactly one non-zero value in each column and row, i.e., being a permuted diagonal matrix.

## B.2.7 Equivalence up to component-wise invertible transformations and permutation

With both Lemma B. 3 and Lemma B. 4 we have shown that the two representations $C$ and $\hat{C}$ need to have the same interaction patterns. Now, we are ready to prove the identifiability of the individual causal variables. Since most of the results have been already shown in the previous proofs, we skip the intuition on the two-variable case and directly jump to the multi-variable case:

Lemma B.5. For any variable $C_{k}(k=1, \ldots, K)$ with interaction variable $I_{k}$, there exist exactly one variable $\hat{C}_{l}$ with an invertible transformation $T_{l}$ for which the following holds:

$$
C_{k}^{t}=T_{l}\left(\hat{C}_{l}^{t}\right)
$$

Proof. We start with reiterating the initial result of Appendix B.2.1 stating that there exist an invertible transformation between $C$ and $\hat{C}: C=T(\hat{C})$. This also gives us the change of variables distribution:

$$
\begin{equation*}
p\left(C^{t} \mid C^{t-1}, I^{t}\right)=p\left(\hat{C}^{t} \mid C^{t-1}, \hat{I}^{t}\right)|\operatorname{det} \boldsymbol{J}| \tag{66}
\end{equation*}
$$

Our goal is to show it follows for each $C_{k}$, there exists a $\hat{C}_{l}$ for which the following holds:

$$
\begin{equation*}
p\left(C_{k}^{t} \mid C^{t-1}, I_{k}^{t}\right)=p\left(\hat{C}_{l}^{t} \mid C^{t-1}, \hat{I}_{l}^{t}\right)\left|\boldsymbol{J}_{l k}\right| \tag{67}
\end{equation*}
$$

This change-of-variable equation implies that there exist an invertible transformation between $C_{k}$ and $\hat{C}_{l}$ with the scalar Jacobian $\boldsymbol{J}_{l k}$.

Intermediate proof step based on Lemma B. 3 To prove this based on LemmaB.3 we reuse our final results of the proof in Appendix B.2.5 Specifically, we have shown before that the inverse of the Jacobian $J_{k j}^{-1}$ for the transformation from $C_{k}$ to $\hat{C}_{j}$ must be constantly zero if $C_{k}$ and $\hat{C}_{j}$ do not share the same interaction pattern. Further, we have shown that for each variable $C_{k}$, there exists exactly one variable $\hat{C}_{l}$ for which $J_{k l}^{-1} \neq 0$. Given that $J_{k}^{-1}$. is zero except for entry $l$, and that this entry index is different for every $k$, it follows that $J_{k l}^{-1}$ must be a permuted diagonal matrix:

$$
\begin{equation*}
\boldsymbol{J}^{-1}=\boldsymbol{D P} \tag{68}
\end{equation*}
$$

where $\boldsymbol{D}$ is a diagonal matrix and $\boldsymbol{P}$ is a permutation matrix. The diagonal elements of $\boldsymbol{D}^{-1}$ are the non-zero values of $\boldsymbol{J}^{-1}$, i.e., where $\boldsymbol{J}_{k l}^{-1} \neq 0$. Inverting both sides gives us:

$$
\begin{equation*}
\boldsymbol{J}=\boldsymbol{P}^{T} \boldsymbol{D}^{-1} \tag{69}
\end{equation*}
$$

Inverting the diagonal matrix $\boldsymbol{D}$ gives us yet another diagonal matrix, just with inverted values. Therefore, we have that $\boldsymbol{J}_{k l}=\frac{1}{\boldsymbol{J}_{l k}^{-1}}$ if $\boldsymbol{J}_{k l}^{-1} \neq 0$, and 0 otherwise.

Intermediate proof step based on Lemma B. 4 In the proof of Lemma B.4 (Appendix B.2.6), we have already shown that $\boldsymbol{J}$ must be a permuted diagonal matrix.

Joint final step With having $\boldsymbol{J}$ identified as a permuted diagonal matrix, we can derive the originally stated component-wise invertible transformation. For clarity, we denote the indices at which the Jacobian is non-zero as $f(l)=\arg \max _{(l, k)}\left|\boldsymbol{J}_{l k}\right|$, i.e., $f(l)$ returns the index $(l, k)$ for which $\boldsymbol{J}_{l k} \neq 0$. Using these indices, we can write the determinant of $\boldsymbol{J}$ as the product of the individual diagonal elements:

$$
\begin{equation*}
|\operatorname{det} \boldsymbol{J}|=\prod_{l=1}^{K}\left|\boldsymbol{J}_{f(l)}\right| \tag{70}
\end{equation*}
$$

Inherently, we can use this to rewrite Equation (66) to:

$$
\begin{align*}
p\left(C^{t} \mid C^{t-1}, I^{t}\right) & =p\left(\hat{C}^{t} \mid C^{t-1}, \hat{I}^{t}\right) \prod_{l=1}^{K}\left|\boldsymbol{J}_{f(l)}\right|  \tag{71}\\
& =\prod_{l=1}^{K} p\left(\hat{C}_{l}^{t} \mid C^{t-1}, \hat{I}^{t}\right)\left|\boldsymbol{J}_{f(l)}\right| \tag{72}
\end{align*}
$$

Therefore, for a pair of variables $C_{k}, \hat{C}_{l}$ with $f(l)=(l, k)$, it follows that:

$$
\begin{equation*}
p\left(C_{k}^{t} \mid C^{t-1}, I_{k}^{t}\right)=p\left(\hat{C}_{l}^{t} \mid C^{t-1}, \hat{I}_{l}^{t}\right)\left|\boldsymbol{J}_{l k}\right| \tag{73}
\end{equation*}
$$

This shows that for every variable $C_{k}$, there exist one variable $\hat{C}_{l}$ with an invertible transformation $C_{k}^{t}=T_{l}\left(\hat{C}_{l}^{t}\right)$ which has the Jacobian of $\left|\boldsymbol{J}_{l k}\right|$.

## B.2.8 Putting everything together

Having proven Lemma B.1, B.2, B.3, B.4 and B.5 we have now all components to prove the original theorem:
Theorem B.6. An estimated model $\widehat{\mathcal{M}}=\langle\hat{g}, \hat{f}, \hat{\omega}, \hat{\mathcal{C}}\rangle$ identifies the true causal model $\mathcal{M}=\langle g, f, \omega, \mathcal{C}\rangle$ if:

1. (Observations) $\widehat{\mathcal{M}}$ and $\mathcal{M}$ model the same likelihood:

$$
p_{\widehat{\mathcal{M}}}\left(X^{t} \mid X^{t-1}, R^{t}\right)=p_{\mathcal{M}}\left(X^{t} \mid X^{t-1}, R^{t}\right) ;
$$

2. (Distinct Interaction Patterns) Each variable $C_{i}$ in $\mathcal{M}$ has a distinct interaction pattern (Definition 3.2); and one of the following two conditions holds for $\mathcal{M}$ :
A. (Dynamics Variability) Each variable's log-likelihood difference is twice differentiable and not always zero:

$$
\forall C_{i}^{t}, \exists C^{t-1}: \frac{\partial^{2} \Delta\left(C_{i}^{t} \mid C^{t-1}\right)}{\partial\left(C_{i}^{t}\right)^{2}} \neq 0
$$

B. (Time Variability) For any $C^{t} \in \mathcal{C}$, there exist $K+1$ different values of $C^{t-1}$ denoted with $c^{1}, \ldots, c^{K+1} \in \mathcal{C}$, for which the vectors $v_{1}, \ldots, v_{K} \in \mathbb{R}^{K+1}$ with
are linearly independent.

Proof. Based on Lemma B.1, we have shown that there exists an invertible transformation between the latent spaces of $\mathcal{M}$ and $\widehat{\mathcal{M}}$. Further, we have shown in Lemma B. 2 with Lemma B. 3 (for condition (A)) or Lemma B. 4 (for condition (B)) that $\widehat{\mathcal{M}}$ must model the same interaction cases and patterns as $\mathcal{M}$. Finally, this resulted in the proof of Lemma B. 5 namely that the invertible transformation $T$ has a Jacobian with the structure of a permuted diagonal matrix. This shows that there exist component-wise invertible transformations between the latent spaces of $\mathcal{M}$ and $\widehat{\mathcal{M}}$, effectively identifying the causal variables of $\mathcal{M}$.

## B. 3 EXTENSION TO LONGER TEMPORAL DEPENDENCIES

The shown proof demonstrates the identifiability results for causal relations between $C^{t}$ and its previous time step $C^{t-1}$. In case the ground truth system contains longer temporal dependencies, e.g. $C^{t-\tau} \rightarrow C^{t}$ for any $\tau>1$, we can easily obtain the same identifiability results by extending our conditioning set of the distribution $p\left(C^{t} \mid C^{t-1}, R^{t}\right)$ to include $\tau \geq 1$ additional time steps $p\left(C^{t} \mid C^{t-1}, C^{t-2}, \ldots, C^{t-\tau}, R^{t}\right)$.
The key property of the identifiability proof in Appendix B , that allows for this simple extension, is that we use $C^{t-1}$ only to ensure that the causal variables in a time step $t$ remain conditionally independent given $R^{t}$ :

$$
\begin{equation*}
C_{i}^{t} \Perp C_{j}^{t} \mid C^{t-1}, R^{t} \tag{74}
\end{equation*}
$$

In order to extend this to longer dependencies up to $t-\tau$, we can instead consider:

$$
\begin{equation*}
C_{i}^{t} \Perp C_{j}^{t} \mid C^{t-1}, \ldots, C^{t-\tau}, R^{t} \tag{75}
\end{equation*}
$$

Furthermore, the conditioning set can also be extended with any other observable information, e.g. environment parameters, as long as the conditional independencies hold. In the proof, this corresponds to replacing $C^{t-1}$ with the set of time steps that may have a causal relation to $C^{t},\left\{C^{t-\tau} \mid \tau=1, \ldots, T_{D}\right\}$, with $T_{D}$ denoting the maximal temporal length of causal relations.

Our learning algorithm, BISCUIT, can be similarly adapted to longer temporal relations. Specifically, we need to condition its prior $p_{\omega}$ and interaction MLP $\operatorname{MLP}_{\omega}^{\hat{I}_{i}}$ on more time steps, i.e. changing $p_{\omega}\left(z^{t} \mid z^{t-1}, R^{t}\right)$ and $\operatorname{MLP}_{\omega}^{\hat{I}_{i}}\left(R^{t}, z^{t-1}\right)$ to $p_{\omega}\left(z^{t} \mid z^{t-1}, z^{t-2}, \ldots, z^{t-\tau}, R^{t}\right)$ and $\operatorname{MLP}_{\omega}^{\hat{I}_{i}}\left(R^{t}, z^{t-1}, \ldots, z^{t-\tau}\right)$.

Table 2: Overview of the setups under which identifiability results have been derived in causal representation learning. As additional observations, we distinguish between counterfactuals, intervention targets, and regime variable. Further, we show which causal relations (over time and/or instantaneous) are supported by the respective identifiability results. BISCUIT shares a similar setup with iVAE, LEAP and DMS.

| Method | Observations / Inputs |  |  | Causal Relations |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Counterfactuals | Intervention targets | Regime | Temporal | Instantaneous |
| Locatello et al. (2020) | $\checkmark$ | $x$ | $x$ | $x$ | $x$ |
| LCM (Brehmer et al. 2022) | $\checkmark$ | $x$ | $x$ | $x$ | $\checkmark$ |
| Ahuja et al. (2022) | $\checkmark$ | $x$ | $(\checkmark)$ | $x$ | $x$ |
| CITRIS (Lippe et al. 2022b) | $x$ | $\checkmark$ | $x$ | $\checkmark$ | $x$ |
| iCITRIS (Lippe et al. 2023) | $x$ | $\checkmark$ | $x$ | $\checkmark$ | $\checkmark$ |
| iVAE (Khemakhem et al. 2020) | $x$ | $x$ | $\checkmark$ | $(\checkmark)$ | $x$ |
| LEAP (Yao et al., 2022) | $x$ | $x$ | $\checkmark$ | $\checkmark$ | $x$ |
| DMS (Lachapelle et al., 2022a) | $x$ | $x$ | $\checkmark$ | $\checkmark$ | $x$ |
| BISCUIT (ours) | $x$ | $x$ | $\checkmark$ | $\checkmark$ | $x$ |

## B. 4 IDENTIFYING THE TEMPORAL CAUSAL GRAPH

In our setting, we assume that the relations between underlying causal variables are limited to edges in a causal graph that go from a variable $C_{i}^{t-1}$ at time step $t-1$ to another variable $C_{j}^{t}$ in the following time step $t$. As summarized in Figure 2, the edges between the interactions variables $I_{i}^{t}$ and the relevant causal variables $C_{i}^{t}$ are fixed, as are the edges between the regime $R^{t}$ and the interaction variables $I_{i}^{t}$.

If the true causal variables were observed, by additionally assuming also the standard causal Markov and faithfulness assumptions (which are not otherwise necessary in our setup), one could easily learn the causal relations between $C_{i}^{t-1}$ and $C_{j}^{t}$ by checking which of these causal variables are still dependent when conditioning on $C^{t-1} \backslash C_{i}^{t-1}$ and $R^{t-1}$. This is a trivial modification of known results for causal discovery on time series (Peters et al. 2013), proving that the causal graph in this setting is identifiable.

In our setting, we do not know the true causal variables, but we learn the causal variables up to permutation and componentwise transformations. By applying any appropriate causal discovery algorithm for this time series setting, e.g., as described by Assaad et al. (2022), we can then identify the causal structure, again up to permutation of the nodes. We provide an example of discovering the causal graph between the learned causal variables of BISCUIT in Appendix C.1.3.

## B. 5 RELATION TO PREVIOUS IDENTIFIABILITY RESULTS

We compare our identifiability results to various previous works in causal representation learning in terms of the different inputs/observations the methods require, and the causal relations they support in Table 2. The related works which have the most similar setups to ours, i.e., using a regime variable and focuses on temporal causal relations, are iVAE (Khemakhem et al. 2020), LEAP (Yao et al. 2022) and DMS (Lachapelle et al., 2022b). In summary, iVAE and LEAP require a stronger form of both our dynamics and time variability assumptions, which excludes common models like additive Gaussian noise models. DMS requires that no two causal variables share the same parents, limiting the allowed temporal graph structures. We give a more detailed discussion below, which we will add in short to the main paper (Section 3 and 5) and in its full form in the appendix of our paper.

In iVAE (Khemakhem et al., 2020), the regime variable $u$ is assumed to contain any additional information that makes the causal variables conditionally independent. In our case, $u$ would include both $R^{t}$ and the previous time step $C^{t-1}$. Under this setup, the iVAE theorem states that an additive Gaussian noise model can only be identified up to a linear transformation, e.g. $\hat{C}^{t}=A C^{t}+c$ with $A \in \mathbb{R}^{K \times K}, c \in \mathbb{R}$. In comparison, the identifiability class in BISCUIT for the additive Gaussian noise model is much stronger, since the causal variables are identified up to component-wise invertible transformations. In order to gain a similar identifiability class as BISCUIT, iVAE requires the distributions $p\left(C_{i}^{t} \mid u\right)$ to have a sufficient statistic that is either not monotonic, or of size greater than 2 (similar to our dynamics variability assumption). Additionally, iVAE requires $2 K+1$ different regimes with linearly independent effects on the causal variables, which is similar to the linear independence in our time variability assumption.

The identifiability theorem of LEAP (Yao et al., 2022) has similar differences to ours as iVAE. In short, it requires a stronger form of our dynamics and time variability assumption. Specifically, the theorem requires that for all regimes $R^{t}$ and time steps $C^{t}$, there exist $2 K+1$ values of $C^{t-1}$ for which the first and second-order derivative of the log-likelihood differences (in our notation $\partial \Delta\left(C_{i}^{t} \mid C^{t-1}\right) / \partial C_{i}^{t}$ and $\partial \Delta\left(C_{i}^{t} \mid C^{t-1}\right)^{2} / \partial^{2} C_{i}^{t}$ ) are linearly independent. Thus, it requires our time variability assumption for both the first and second derivative, as well as $2 K+1$ points instead of $K+1$ as in BISCUIT. This excludes common models such as additive Gaussian noise models.

Finally, the Disentanglement via Mechanism Sparsity method (DMS) (Lachapelle et al., 2022b) is based on the same concepts as iVAE. In order to allow for additive Gaussian noise models, the following assumptions need to be taken: (1) each causal variable has a unique set of parents, (2) the distribution functions for each causal variable need to vary sufficiently over time, and (3) there exist $K+1$ values of $C^{t-1}$ that change the distributions for each causal variable in a linearly independent manner (similar to our time variability assumption). The assumption of unique parents may be violated in settings where causal variables strongly interact, especially when we have context-dependent interactions (e.g. the egg being cooked by the stove, only if it is in the pan). In comparison, BISCUIT can be applied to any graph structure and does not require additional variability assumptions, making it overall wider applicable.

We note that the stronger identifiability results of BISCUIT are only possible by taking the assumption of binary interactions. In situations where the interactions between the regime variable and the causal variables cannot be described by binary variables, iVAE, LEAP or DMS may still be applicable.

## B. 6 DETAILED EXAMPLE FOR ADDITIVE GAUSSIAN NOISE

In this section, we discuss the additive Gaussian Noise example of Section 3.2 in detail, including the specific mechanisms used in Figure 3. Consider an additive Gaussian noise model with two variables $C_{1}, C_{2}$ and their dynamics function $C_{i}^{t}=\mu_{i}\left(C^{t-1}, I_{i}^{t}\right)+\epsilon_{i}, \epsilon_{i} \sim \mathcal{N}\left(0, \sigma^{2}\right)$. For simplicity, in this example we assume the regime variable can be represented as $R^{t}=\left[I_{1}^{t}, I_{2}^{t}\right]$ and the mean function $\mu_{i}$ to be of the following form:

$$
\mu_{i}\left(C^{t-1}, I_{i}^{t}\right)= \begin{cases}1 & \text { if } I_{i}^{t}=1  \tag{76}\\ 0 & \text { otherwise }\end{cases}
$$

A common difficulty in additive Gaussian noise models is to identify the true causal variables, $C_{1}, C_{2}$, in contrast to possible rotated representations, i.e., $\hat{C}_{1}=\cos (\theta) C_{1}-\sin (\theta) C_{2}, \hat{C}_{1}=\sin (\theta) C_{1}+\cos (\theta) C_{2}$ for an angle $\theta \in[0,2 \pi)$. Thus, for simplicity, we limit the possible representation space here to rotations of the form $\hat{C}_{1}, \hat{C}_{2}$. We aim to show that if we enforce the dependency of the regime variable $R^{t}$ with each causal variable $\left(\hat{C}_{1}, \hat{C}_{2}\right)$ to be expressed by a binary interaction variable ( $\hat{I}_{1}, \hat{I}_{2}$ ), $\hat{C}_{1}$ and $\hat{C}_{2}$ must identify the true causal variables up to permutation and element-wise invertible transformations.
Firstly, in the general case, we can write the mean functions for the rotated representation $\hat{C}_{1}, \hat{C}_{2}$ as:

$$
\begin{align*}
& \hat{\mu}_{1}\left(\hat{C}^{t-1}, R^{t}\right)= \begin{cases}\cos (\theta)-\sin (\theta) & \text { if } R^{t}=[1,1] \\
\cos (\theta) & \text { if } R^{t}=[1,0] \\
-\sin (\theta) & \text { if } R^{t}=[0,1] \\
0 & \text { if } R^{t}=[0,0]\end{cases}  \tag{77}\\
& \hat{\mu}_{2}\left(\hat{C}^{t-1}, R^{t}\right)= \begin{cases}\sin (\theta)+\cos (\theta) & \text { if } R^{t}=[1,1] \\
\sin (\theta) & \text { if } R^{t}=[1,0] \\
\cos (\theta) & \text { if } R^{t}=[0,1] \\
0 & \text { if } R^{t}=[0,0]\end{cases} \tag{78}
\end{align*}
$$

Since the Gaussian distribution is rotational invariant, the fact that we can determine the mean from $C^{t-1}, R^{t}$ for the new representation implies that $C_{1}, C_{2}$ and $\hat{C}_{1}, \hat{C}_{2}$ model the same data likelihood, i.e. $\prod_{i=1}^{2} p_{i}\left(C_{i}^{t} \mid C^{t-1}, R^{t}\right)=$ $\prod_{i=1}^{2} \hat{p}_{i}\left(\hat{C}_{i}^{t} \mid \hat{C}^{t-1}, R^{t}\right)$. Therefore, without constraints on how $R^{t}$ is used in the distributions for the individual causal variables, we cannot distinguish the true causal variables from an arbitrarily rotated representation simply from the data likelihood under different interactions.
This changes when making use of binary interaction variables $\hat{I}_{1}, \hat{I}_{2}$. In this setting, both mean functions need to be reduced to the form:

$$
\hat{\mu}_{i}\left(\hat{C}^{t-1}, \hat{I}_{i}^{t}\right)=\left\{\begin{align*}
a\left(\hat{C}^{t-1}\right) & \text { if } \hat{I}_{i}^{t}=1  \tag{79}\\
b\left(\hat{C}^{t-1}\right) & \text { otherwise }
\end{align*}\right.
$$

where $a, b$ can be arbitrary functions. In other words, we need to reduce the mean functions for the general setting from 4 cases to 2 cases per causal variables. Hereby, it becomes clear that we can only do so by setting either $\sin (\theta)$ or $\cos (\theta)$ to zero, which is at $\theta \in\{0, \pi / 2, \pi, 3 \pi / 2\}$. Any of these rotations are a multiple of 90 degrees, which means that $\hat{C}_{1}, \hat{C}_{2}$ are identical to $C_{1}, C_{2}$ up to permutation and/or sign-flips. Therefore, by enforcing the effect of $R^{t}$ to be described by binary interaction variables, we have successfully identified the causal variables according to Definition 3.1.


Figure 1: (a) Example sequence in the Voronoi dataset (Lippe et al. 2023) for six variables. The six colors in the images represent an entangled view of the true causal variables. The dynamics of each causal variable is modelled by a randomly initialized MLP with an additive Gaussian model. (b) An example graph sampled in the Voronoi dataset for six variables. Each edge $C_{i} \rightarrow C_{j}$ represents a causal relation from $C_{i}^{t-1}$ to $C_{j}^{t}$. (c) Example interaction maps. The two spatial dimensions represents the two dimensions of $R^{t}$, with different colors representing different interventional experiments. Gray represents the observational regime. For more examples and predictions, see Figure 2 ,

## C EXPERIMENTAL DETAILS

In this section, we provide details on the experimental setup, including datasets and hyperparameters. Appendix C. 1, C. 2 , and C. 3 discuss the Voronoi, CausalWorld, and iTHOR experiments respectively.

## C. 1 VORONOI

## C.1.1 Dataset Setup

The Voronoi dataset (Lippe et al. 2023) represents a synthetic benchmark for testing the model on various distributions, graph structures and variable sizes. We adapt the original setup of Lippe et al. (2023) by removing instantaneous effects and restrict the distributions to additive Gaussian noise models:

$$
\begin{equation*}
C_{i}^{t}=\operatorname{MLP}_{i}\left(C^{t-1} \odot M_{i}\right)+\epsilon, \quad \epsilon \sim \mathcal{N}(0,0.4) \tag{80}
\end{equation*}
$$

where $M_{i} \in\{0,1\}^{K}$ is a binary mask according to the sampled causal graph (i.e., $M_{i j}=1$ if $C_{j}^{t-1} \rightarrow C_{i}^{t}$, and $M_{i j}=0$ otherwise). The network $\mathrm{MLP}_{i}$ is a randomly initialized 3-layer MLP with BatchNorm layers in between. Under interventions, we set the output of the MLP to zero, effectively performing a perfect intervention while keeping the same noise distribution.

For the graph structures, we sample each edge independently with a likelihood of 0.4 , i.e., $M_{i j} \sim \operatorname{Bern}(0.4)$. For a graph with six variables, this gives 2.4 parents per variable in expectation, and 3.6 for nine variables. Thereby, we ensure that each variable has at least one incoming edge.

The regime variable is a two-dimensional continuous variable in the range $R^{t} \in[-1.5,1.5]^{2}$ and is sampled uniformly at each time step. If any dimension has an absolute value greater than 1 , the data point is considered observational, i.e., no interventions. For all other values in the Robotic Arm setup, we assign each voronoi cluster to one causal variable randomly. If a circle with radius $1 / 16$ around $R^{t}$ touches a voronoi cluster, we perform an intervention on this respective causal variable. On boundaries, this results in performing interventions on multiple variables simultaneously. In the Minimal Interactions setup, we use the same strategy but limit the number of voronoi clusters to $\left\lfloor\log _{2} K\right\rfloor+2$ as in Lippe et al. (2022c), which is four for six variables and five for nine variables. Further, we do not allow for any overlap. Numerating the clusters by $c=1, \ldots,\left\lfloor\log _{2} K\right\rfloor+2$, we perform an intervention on variable $C_{i}$ if $\left\lfloor\frac{(i+1)}{2^{c-1}}\right\rfloor \bmod 2=0$. This gives each causal variable a unique pattern in its interaction variable. An example setup for both cases is shown in Figure 1 .
For each dataset, we sample 150k training sample in a single sequence. For the held-out independent test set, we use 25 k samples.

Table 3: Shared hyperparameters across all methods. The learning rate was separately finetuned for each method based on the NLL loss. For individual hyperparameters, see Appendix C.1.2

| Hyperparameter | iVAE | LEAP | DMS | BISCUIT |
| :---: | :---: | :---: | :---: | :---: |
| Encoder architecture | 5-layer CNN |  |  |  |
| Decoder architecture | 5-layer CNN |  |  |  |
| Channel size | 32 |  |  |  |
| Number of latents | $2 \cdot K$ |  |  |  |
| Learning rate | 4e-4 | $4 \mathrm{e}-4$ | $4 \mathrm{e}-4$ | $4 \mathrm{e}-4$ |
| Optimizer | Adam (Kingma et al. 2015) |  |  |  |
| Batch size | 256 |  |  |  |
| Number of epochs | 100 |  |  |  |

## C.1.2 Hyperparameters and Implementation Details

The hyperparameters shared across all methods are shown in Appendix C.1.2 The CNN used for the encoder and decoder is the same as in Lippe et al. (2023). The number of latents is twice as the number of causal variables, which represents a rough overestimation of the true number of causal variables in the environment. Further, the learning rate was finetuned separately for each method in the range [1e-4, 1e-3]. However, none of the tested methods showed to be sensitive to these hyperparameters, and $4 \mathrm{e}-4$ showed to work well across all methods. In the paragraph below, we discuss further implementation details specific to the individual methods.

BISCUIT In the prior, MLP $_{\omega}^{z_{i}}$ is implemented by a 2-layer MLP with hidden dimensionality 32 and $\operatorname{SiLU}$ Ramachandran et al. 2017) activations. $\operatorname{MLP}_{\omega}^{\hat{I}_{i}}$ shares the same structure. The output activation function of $\operatorname{MLP}_{\omega} \hat{I}_{i}$ is implemented as $f(x)=$ $\tanh (x \cdot \tau)$ where $\tau$ represents the inverse of the temperature and is scaled linearly in the range $[1,5]$ from start to end of the training. With $\tau=\infty$, the activation function becomes a step function: $f(x)=\tanh (x \cdot \infty)=1$ if $x>0,-1$ otherwise.
iVAE As conditioning variable $u$, we use the concatenation of the latents of the previous time step, $z^{t-1}$, and the current regime variable $R^{t}$. To account for the parameter difference to BISCUIT and the other baselines, we use a 2-layer MLP with hidden size 256. The prior outputs a Gaussian per latent with learnable mean and standard deviation.

LEAP We base our implementation of LEAP Yao et al. 2022) on the publicly released cod $\epsilon^{11}$. To allow for LEAP to work both on single images and sequences, we do not use an RNN structure in the encoder as this showed to give poor performance on this dataset. We use the same MLP architecture as in BISCUIT to model the prior network, and use affine conditional normalizing flows for the mapping of the noise to the prior distributions. The discriminator is implemented with a 2-layer MLP with hidden dimension 64. We finetuned the hyperparameters for sparsity and discriminator weight on the NLL weight, for which we found 0.01 and 0.1 respectively.

DMS We base our implementation of DMS (Lachapelle et al. 2022b) on the publicly released code ${ }^{2}$ In DMS, we use $R^{t}$ as two action variables that are concatenated to the inputs. We differ from the original implementation by only training the model on the conditional distribution, i.e., $p\left(X^{t} \mid X^{t-1}, R^{t}\right)$, and not include the loss for the first element, $p\left(X^{0} \mid R^{0}\right)$. The reason for this is that we observed significantly worse performance on this dataset when including this prior loss, and to be fair with BISCUIT, we align the implementation to focus on the conditional distribution too. As a hyperparameter, we finetuned the sparsity weight in the range $[0.001,0.1]$ with a final value of 0.02 , which lead to a learned graph density of $\sim 0.2$.

## C.1.3 Results

Result Table As supplement to Figure 6 of the main plot, we provide the $R^{2}$ scores with standard deviations in Table 4 Besides the $R^{2}$ score, we also report the Spearman correlation on the same latent variables to the ground truth causal variables. We created five datasets with different graphs and mechanisms for each setup. Each model was trained on these five datasets with two different seeds each. This gives us 10 results per model and data setup.

[^1]Table 4: Result table for the Voronoi results visualized in Figure 6 . All results are reported over 10 experiments, with standard deviation listed next to the mean.

| \# variables | Interactions | Method | $R^{2}$-diag | $R^{2}$-sep | Spearman-diag | Spearman-sep |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 6 variables | Robotic arm | BISCUIT | $0.99 \pm 0.00$ | $0.02 \pm 0.03$ | $0.99 \pm 0.00$ | $0.07 \pm 0.04$ |
|  |  | DMSVAE | $0.63 \pm 0.09$ | $0.31 \pm 0.05$ | $0.77 \pm 0.07$ | $0.53 \pm 0.05$ |
|  |  | LEAP | $0.62 \pm 0.08$ | $0.36 \pm 0.06$ | $0.76 \pm 0.07$ | $0.57 \pm 0.05$ |
|  |  | iVAE | $0.48 \pm 0.06$ | $0.23 \pm 0.04$ | $0.64 \pm 0.06$ | $0.45 \pm 0.04$ |
| 9 variables | Robotic arm | BISCUIT | $0.98 \pm 0.00$ | $0.02 \pm 0.02$ | $0.99 \pm 0.00$ | $0.08 \pm 0.04$ |
|  |  | DMSVAE | $0.67 \pm 0.07$ | $0.31 \pm 0.03$ | $0.79 \pm 0.05$ | $0.53 \pm 0.03$ |
|  |  | LEAP | $0.65 \pm 0.06$ | $0.35 \pm 0.06$ | $0.78 \pm 0.06$ | $0.57 \pm 0.05$ |
|  |  | iVAE | $0.38 \pm 0.05$ | $0.23 \pm 0.04$ | $0.54 \pm 0.06$ | $0.46 \pm 0.03$ |
| 6 variables | Minimal inter. | BISCUIT | $0.99 \pm 0.00$ | $0.02 \pm 0.02$ | $0.99 \pm 0.00$ | $0.09 \pm 0.03$ |
|  |  | DMSVAE | $0.62 \pm 0.14$ | $0.26 \pm 0.05$ | $0.75 \pm 0.11$ | $0.48 \pm 0.05$ |
|  |  | LEAP | $0.59 \pm 0.07$ | $0.31 \pm 0.04$ | $0.74 \pm 0.05$ | $0.53 \pm 0.04$ |
|  |  | iVAE | $0.47 \pm 0.08$ | $0.25 \pm 0.04$ | $0.63 \pm 0.07$ | $0.46 \pm 0.04$ |
| 9 variables | Minimal inter. | BISCUIT | $0.98 \pm 0.00$ | $0.00 \pm 0.01$ | $0.99 \pm 0.00$ | $0.05 \pm 0.02$ |
|  |  | DMSVAE | $0.62 \pm 0.07$ | $0.26 \pm 0.03$ | $0.77 \pm 0.06$ | $0.48 \pm 0.03$ |
|  |  | LEAP | $0.60 \pm 0.07$ | $0.30 \pm 0.04$ | $0.74 \pm 0.07$ | $0.52 \pm 0.04$ |
|  |  | iVAE | $0.37 \pm 0.05$ | $0.22 \pm 0.03$ | $0.52 \pm 0.07$ | $0.45 \pm 0.03$ |



Figure 2: Visualizing the ground truth (left) and learned (right) interaction variables of BISCUIT on the Voronoi dataset. The $x$ and $y$ dimension represent the two dimensions of the robotic arm position $R^{t} \in[-1.5,1.5]^{2}$, and the different colors correspond to interactions with different causal variables, i.e., interaction variables being equal to 1 (not to confuse with the actual colors in the observations). Gray represents the observational regime. (a,b) Under the robotic arm interaction setup, the interaction map corresponds to the same Voronoi structure as the observation. BISCUIT identifies the same structure well up to minor errors on the boundaries. Note that the ground truth and prediction matches up to permutation of the colors, i.e., the same permutation as latent to causal variables. (c,d) Under minimal interactions, BISCUIT models the same interaction structure as the ground truth. The different colors are due to the several overlaps of interaction variables.

Learned Interaction Variables To verify that the learned interaction variables are matching the ground truth, we plot them over the different values of $R^{t}$ in Figure 2. The x and y dimensions of the images correspond to the two dimensions of $R^{t}$, and different colors show different interaction variables. Overall, we find that BISCUIT learned the same underlying structure of the interaction variables, but, as expected, with an arbitrary permutation.


Figure 3: Discovering the causal graph among learned causal variables. Subfigure (a) and (c) show the causal structure that has been discovered between the learned causal variables of BISCUIT on a Voronoi dataset of 6 and 9 variables, respectively. Subfigures (b) and (d) show the corresponding ground truth causal structures. BISCUIT identifies the graph up to an SHD error of 1 for the 6 variables and 0 for 9 variables.


Figure 4: Example sequence in the CausalWorld dataset (Ahmed et al. 2020). Each observation has 3 images from different camera perspectives, with each image being an RGB with additional velocity channel of the object. For visualization, the velocity channel is shown with positive values in red and negative in green. The overall observation dimension is $64 \times 64 \times 12$.

Learned Causal Structure We provide results for estimating the causal graph between the learned causal variables of BISCUIT in the Voronoi dataset. For estimating $p\left(z^{t} \_i \mid z^{t-1}, R^{t}\right)$, we start from a fully-connected graph from $z^{t-1}$ to $z^{t}$, and applying a sparsity regularizer to remove edges. This is similar to NOTEARS (Zheng et al., 2018) without the acyclicity regularizer, since the directions of all edges are known. Alternatively, intervention-based causal discovery algorithms like DCDI (Brouillard et al., 2020) or ENCO (Lippe et al. 2022a) could be used with the learned interaction variables. The results in Figure 3 show that the identified causal graph matches the ground truth graph, with an SHD of 0 for the 9 variable graph and an SHD of 1 for the 6 variable graph.

## C. 2 CAUSALWORLD

## C.2.1 Dataset Setup

We set up the CausalWorld environment (Ahmed et al. 2020) to contain a single cube as an object with a tri-finger system to interact with it. The environment is observed by three cameras positioned around the arena, each returning an RGB image of dimensions $128 \times 128 \times 3$. Additionally, to perceive the velocity, a difference of frames on the cube is concatenated to
each RGB image. This gives a combined observation size of $128 \times 128 \times 12$. To reduce the computation cost of training all models on this dataset, we bi-linearly downscale the images to a resolution of $64 \times 64 \times 12$.

The regime variable consists of the three rotation angles of each arm of the tri-finger at the current and previous time step, giving overall $R^{t} \in \mathbb{R}^{18}$. This provides both location and velocity information about the tri-finger robotic system. Furthermore, in this setup, the regime variable across time steps has a causal relation, i.e., $R^{t-1} \rightarrow R^{t}$, since they share one time step and the tri-fingers have a limited distance they can travel within one time step.

The causal graph consists of seven high-level causal variables: the colors of the three tri-fingers, the friction of the canvas, the floor, and the cube, and finally the state of the cube (cube position, velocity and rotation). The frictions of the different objects are visualized by the colors of the respective objects. For all colors and frictions, we use an additive Gaussian noise model as a ground truth causal model, where under no interactions, we have $C_{i}^{t}=0.95 \cdot C_{i}^{t-1}+\epsilon_{i}, \epsilon_{i} \sim \mathcal{N}(0,0.15)$. Under interactions, we set $C_{i}^{t}=\sigma^{-1}(u), u \sim U(0,1)$ where $\sigma^{-1}$ is an inverse sigmoid. The causal model of the cube state is based on the physical interactions between the cube, the robot, and the frictions of the floor, stage, and cube. An interaction of one of the tri-fingers with the cube causes an intervention on the color of the touched tri-finger and the cube state (position, velocity, and rotation). Further, the floor friction is randomly re-sampled if all three tri-fingers touch the floor. Similarly, the canvas friction changes if all tri-finger rotations of the first arm element are above a certain threshold. Finally, the robot interacts with the cube friction if the fingers touch in the center of the arena.

We generate 200 sequences of each 1000 frames for training, and 25 sequences for testing. Examples are shown in Figure 4

## C.2.2 Hyperparameters and Implementation Details

BISCUIT We apply the autoencoder + normalizing flow setup of BISCUIT. For this, we first train an autoencoder with mean-squared error loss on individual observations to map the $64 \times 64 \times 12$ input to a 32 dimensional latent space. During the autoencoder training, we apply a Gaussian noise of 0.05 on the latents, and add an L2 regularizer with a weight of 1e-5 to limit the scale of the latent variables. As architecture, we use a convolutional ResNet (He et al. 2016) with two convolutional layers with consecutive GroupNorm normalization (Wu et al., 2018) per ResNet block. After each two ResNet blocks, we reduce the spatial dimensionality using a convolution with stride 2 until we reach a spatial size of $4 \times 4$. At this point, the feature map is flattened, and two linear layers map it to the 32 latent dimensions. The decoder is a mirrored version of the encoder, replacing stride convolutions with up-scaling layers using bi-linear interpolation. We add $R^{t}$ to the decoder by concatenating it with the latent vector before passing it to the first linear layer of the decoder. Both encoder and decoder use a channel size of 128 . We train this network with a batch size of 128 and learning rate of $4 \mathrm{e}-4$ with cosine scheduling for 500 epochs.

The normalizing flow follows the architecture used by Lippe et al. (2022b), namely six autoregressive affine coupling layers (Dinh et al., 2017) with $1 \times 1$ convolutions and activation normalization (Kingma et al. 2018) in between. The prior uses the same setup and hyperparameters as for the Voronoi dataset, except using a hidden dimension of 64 instead of 32 in the MLPs. We use a batch size of 512 and learning rate of $1 \mathrm{e}-3$, and train for 100 epochs.

Baselines For all baselines, we use the same convolutional ResNet architecture for the encoder and decoder as in the autoencoder of BISCUIT. To account for the additional parameters introduced by the normalizing flow of BISCUIT, we increase the hidden dimensions of the prior networks correspondingly. However, in general, we found no noticeable gain from increasing the prior dimensions of the baselines further beyond 64 for LEAP and DMS per latent, and 512 for iVAE. We performed a small hyperparameter search over the learning rates $\{2 \mathrm{e}-4,4 \mathrm{e}-4,1 \mathrm{e}-3\}$ and sparsity regularizers $\{0.001,0.01$, $0.1\}$. For LEAP and iVAE, we picked learning $4 \mathrm{e}-4$, and $2 \mathrm{e}-4$ for DMS. For the sparsity regularizers, very high regularizer lead to early sparsification of the graph, while too small regularizers did not change the graph much. Thus, we picked 0.01 for both models, although it did not show much of an impact on the final identification result. We use a batch size of 64 and train for 250 epochs with cosine learning rate scheduling. Longer trainings did not show any improvements.

## C.2.3 Results

Correlation Evaluation We show the results of all methods on the dataset in Table 5 Similar to the results on the Voronoi dataset, we include the standard deviation over multiple seeds. We performed each experiment only for three seeds to limit the computational cost, and the standard deviation was much lower than the significant differences. As a second metric, we also report the Spearman correlation, which shows a very similar trend. Finally, we show example $R^{2}$ matrices learned by all methods in Figure 5


Figure 5: $R^{2}$ matrix for learned models on the CausalWorld environment (Ahmed et al., 2020): (a) BISCUIT (ours), (b) DMS (Lachapelle et al. 2022b), (c) LEAP (Yao et al. 2022), (d) iVAE Khemakhem et al. 2020.

Table 5: Result table for the CausalWorld experiments over 3 seeds, with standard deviation listed next to the mean.

| Method | $\boldsymbol{R}^{\mathbf{2}}$-diag | $\boldsymbol{R}^{\mathbf{2}}$-sep | Spearman-diag | Spearman-sep |
| :---: | :---: | :---: | :---: | :---: |
| BISCUIT | $0.97 \pm 0.01$ | $0.01 \pm 0.00$ | $0.98 \pm 0.00$ | $0.09 \pm 0.02$ |
| DMSVAE | $0.32 \pm 0.03$ | $0.00 \pm 0.00$ | $0.44 \pm 0.09$ | $0.02 \pm 0.00$ |
| LEAP | $0.30 \pm 0.02$ | $0.00 \pm 0.00$ | $0.36 \pm 0.06$ | $0.02 \pm 0.00$ |
| iVAE | $0.28 \pm 0.00$ | $0.00 \pm 0.00$ | $0.29 \pm 0.00$ | $0.02 \pm 0.00$ |

Reconstructions The identification of the baselines suffers from the poor reconstruction of the models. We show an example of the reconstructions in Figure 6. In general, all baselines miss the cube as well as the colors of the tips. This is because the robotic arms and the cube move over time and appear at different positions in different frames, requiring the VAE to be accurately modeling their positions before learning the colors. However, the gradient signal is often too small to overcome the KL regularizer on the latent space. Common tricks like using a KL scheduler did not show to improve the results. In comparison, BISCUIT-NF can accurately reconstruct the images in Figure 7. Since it uses an autoencoder with an unregularized latent space, it is much easier for the model to map all information in the latent space.

Interaction Variables To analyze the learned interaction variables in BISCUIT, we recorded in the simulator the time steps on the test set in which there is a collision between an arm and the cube, and convert it to a binary signal ( 0 - no collision, 1 - collision). After training BISCUIT, we compare the learned binary interaction variables to the recorded collisions in terms of F1 score, similar to the Voronoi experiments. We follow a similar procedure for the remaining causal variables as well. We plot the F1 matrix of learned vs ground truth interactions in Figure 8 . The learned interaction variables for each arm have an F1 score of about $50 \%$. Since collisions only happen in approx. $5 \%$ of the frames, a score of $50 \%$ indicates a high similarity between the learned interaction and the ground truth collisions. The mismatches are mostly due to the learned interaction being more conservative, i.e. being 1 already a frame too early sometimes.


Figure 6: Reconstructions on the CausalWorld dataset by the baselines (b) iVAE, (d) LEAP and (f) DMS for an (a) ground truth example. The differences between the prediction of iVAE, LEAP and DMS to the ground truth is shown in (c), (e), (f), respectively. For better visual representation, we scale the difference from $[-1,1]$ back to $[0,1]$, i.e., no difference being gray. All baselines struggle to reconstruct the robotic arms, in particular their color, and the cube.


Figure 7: Reconstructions of BISCUIT on the CausalWorld dataset. Left is shown the ground truth observation of the environment, and right the reconstruction of the autoencoder in BISCUIT-NF. BISCUIT can reconstruct the images accurately up to minor smoothing artifacts.


Figure 8: F1 scores between the learned interaction variables by BISCUIT and ground truth interactions on the CausalWorld dataset. BISCUIT closely models the interactions between the causal variables.


Figure 9: Example sequence in the iTHOR dataset (Kolve et al. 2017). At each time step, we perform one action in the environment and use a randomly sampled pixel location of the interacted object as regime variable. The resolution of each frame is $256 \times 256 \times 3$.

Table 6: List of the objects in the iTHOR environment with their corresponding possible actions to performed on.

| Objects | Possible actions |
| ---: | :--- |
| Plate | PickupObject, PutObject, MoveObject |
| Egg | PickupObject, PutObject, MoveObject |
| Cabinet | OpenObject, CloseObject |
| Microwave | OpenObject, CloseObject, ToggleObject |
| Toaster | ToggleObject |
| Stove-Knob $(4 \times)$ | ToggleObject |

## C. 3 ITHOR

## C.3.1 Dataset Setup

The iTHOR dataset (Kolve et al., 2017) is based on the FloorPlan10 environment, which is the default kitchen environment. We show the overall floor plan in Figure 10. In it, we position the robot in front of the kitchen counter, and keep its position fixed. As a first step in the environment, we place two movable objects (a plate with a potato and an egg) randomly on the counter, as well as the pan on the stove. We remove all remaining movable objects from the robot's view. Then, at each time step, we perform a randomly chosen action on one of the objects. An overview of all objects and actions is shown in Table 6 Note that not all actions are always possible. For instance, objects can only be opened when they are closed, and vice versa. Further, we can perform the action ToggleObject on the microwave only if the microwave is closed, and the action OpenObject when the microwave is turned off. For the movable objects, we can only pick up one of the two objects at once. When an object is picked up, we can interact with a remaining object on the counter with the action MoveObject which moves it to a new random position on the counter. The action Put0bject randomly chooses one of the available receptacles to put the object down on. For the plate, this includes the counter and the microwave if it is open. For the egg, this includes the counter and the pan. If the egg is put into the pan, it is automatically broken and cannot be picked up or moved anymore. When any object is put down to the counter, we randomly sample a


Figure 10: The floor plan of the FloorPlan10 environment (Kolve et al., 2017). The robot's position and orientation are shown in red. location on the counter which does not overlap with any other object on the counter. Besides these interactions, we add the NoOp action, which does not interact with any object and represents the observational regime.
The regime variable $R^{t} \in[0,1]^{2}$ represents the click-location of a user on the image to select which object to interact with. Specifically, after choosing the action-object pair to perform at a time step, we use the object segmentation mask of the iTHOR simulator to identify the set of pixels that show the object in question. We then randomly sample one of these pixels, and set $R^{t}$ as the location of this pixel in the frame. After that, the actual action is performed. As location for the NoOp action, we sample a pixel location which does not belong to any object in the current frame. For the microwave, we split the object in two halves, where the left part, i.e., the door, performs the action OpenObject, and the right part, i.e., the buttons


Figure 11: Example ground truth interaction maps in the iTHOR dataset (Kolve et al., 2017). The colors are aligned with the predicted interaction maps of BISCUIT in Figure 7 .
and display, activates the microwave. Additionally, when the microwave is open, we sample the pixel location from the open door. Finally, the stoves are controlled by the knobs, such that their interactions are sampled from the knobs positions. Examples of the interaction maps are shown in Figure 11
The causal variables in this environment align with the action-object pairs at hand. For each object that has the action ToggleObject, we have a binary causal variable indicating whether it is active or not. Similarly, for each object that has the action OpenObject, we have a binary causal variable indicating whether it is open or not. For each object that has the action PickupObject, we have one binary causal variable indicating whether it is picked up or not, and three causal variables for the object's x-y-z position in the 3D environment. Additionally, for the egg, we have two binary causal variables indicating whether it is broken, i.e., in the pan, and cooked, which happens instantaneously when the stove is being turned on and the egg is in the pan. This results in overall 18 causal variables:

- Cabinet-Open
- Egg-Broken, Egg-Pos-x, Egg-Pos-y, Egg-Pos-z, Egg-Cooked, Egg-PickedUp
- Microwave-Open, Microwave-Active
- Plate-Pos-x, Plate-Pos-y, Plate-Pos-z, Plate-PickedUp
- Stove1-Active, Stove2-Active, Stove3-Active, Stove4-Active
- Toaster-Active

We generate the frames with a resolution of $512 \times 512 \times 3$, and reduce the dimension to $256 \times 256 \times 3$ via bi-linearly interpolation afterward. The high resolution is required since some states are only shown by fine details in the image. For instance, Figure 12 shows that the difference between the toaster being active or not is only a few pixels. In the meantime, actions like the cabinet being opened change about $10 \%$ of the image. This makes it challenging for reconstruction-based methods to fully capture all variables fairly in the latent space. Besides, the environment uses a 3D physics engine, showing some interactions that we are not able to fully capture by the causal variables defined. For instance, when the stove is turned on, the flame slowly grows over time and slightly fluctuates once it reached its maximum. Further, when the egg is broken, it slides into


Toaster - Off Toaster - On
Figure 12: The Toaster being turned off or on changes very few pixels in the observation. the pan over the next three frames.

We generate 1500 sequences of each 100 frames, and 250 sequences for testing. Examples are shown in Figure 9

## C.3.2 Hyperparameters and Implementation Details

BISCUIT We slightly adapt the setup from the experiments of the CausalWorld environment by:

1. we reduce the channel size to 64 and batch size to 64 due to the higher resolution;
2. we increase the latent dimension to 40 due to the larger number of causal variables;
3. we reduce the number of epochs to 150 for the autoencoder;
4. we reduce the learning rate to $2 \mathrm{e}-4$;
5. we do not use $R^{t}$ as input to the decoder.


Figure 13: $R^{2}$ matrix for learned models on the iTHOR environment (Kolve et al. 2017): (a) BISCUIT (ours), (b) DMS (Lachapelle et al. 2022b), (c) LEAP (Yao et al., 2022), (d) iVAE (Khemakhem et al., 2020).

Table 7: Result table for the iTHOR experiments over 3 seeds, with standard deviation listed next to the mean.

| Method | $\boldsymbol{R}^{\boldsymbol{2}}$-diag | $\boldsymbol{R}^{\boldsymbol{2}}$-sep | Spearman-diag | Spearman-sep |
| :---: | :---: | :---: | :---: | :---: |
| BISCUIT | $0.96 \pm 0.01$ | $0.15 \pm 0.01$ | $0.96 \pm 0.00$ | $0.22 \pm 0.02$ |
| DMSVAE | $0.61 \pm 0.05$ | $0.40 \pm 0.04$ | $0.65 \pm 0.07$ | $0.48 \pm 0.05$ |
| LEAP | $0.63 \pm 0.04$ | $0.45 \pm 0.04$ | $0.65 \pm 0.06$ | $0.49 \pm 0.03$ |
| iVAE | $0.48 \pm 0.04$ | $0.35 \pm 0.02$ | $0.48 \pm 0.04$ | $0.38 \pm 0.02$ |

In general, we did not find BISCUIT to be particularly hyperparameter sensitive in these experiments.
Baselines We adapt the experimental setup of the baselines in the same way as BISCUIT. We set the learning rate to 2e-4 for all baselines, which was more stable across models.

## C.3.3 Results

Correlation Evaluation Table 7 supplements the results of Table 1 in the main text by including standard deviations over three seeds, as well as the Spearman scores on the same variables. For the multidimensional causal variables 'Egg state' and 'Plate state', where each dimension is highly correlated and shares the same interactions, we follow Lippe et al. (2022b) by averaging the variable's dimensions in the $R^{2}$-diag calculation before taken the diagonal average. An example $R^{2}$ matrix for each method is shown Table 7 . BISCUIT identifies and separates all causal variables up to the two movable objects (plate and egg). Meanwhile, for both DMS and LEAP, we find that the models diversely entangle the causal variables. The only


Figure 14: Learned interaction maps of BISCUIT on iTHOR (Kolve et al. 2017). The images on the left constitute the input image, the right image the learned interaction variables, and the center the overlap of both. The colors correspond to the following causal variables modeled by the respective latent variable: red $\rightarrow$ plate/egg state, light green $\rightarrow$ Toaster-Active, light blue $\rightarrow$ Microwave-Active, blue $\rightarrow$ Microwave-Open, dark blue $\rightarrow$ Cabinet-Open, orange $\rightarrow$ Stove1-Active, yellow $\rightarrow$ Stove2-Active, green $\rightarrow$ Stove3-Active, purple $\rightarrow$ Stove4-Active.
causal variable that has not been modeled at all is the toaster, which is likely due to its small pixel footprint in the image (see Figure 12. Interestingly, iVAE showed a very different trend. While it has less diverse entanglement than LEAP and DMS, it often models several binary causal variables in the same latent dimension. Since its latent variables are all conditioned on full $R^{t}$, there is no difference to model two binary variable in one or two separate dimensions. In contrast, this does not happen in BISCUIT since these different binary causal variables have different binary interaction variables.

Interaction Maps Similarly to Figure 7 in the main text, we visualize more examples of the learned interaction maps of BISCUIT in Figure 14. The first column shows the input image, the third the learned binary interaction variables, and the second column the overlap of both. One can clearly see how BISCUIT adapts its interaction variables to the input image. For instance, in the second row, one can see how BISCUIT identifies the regions of the plate and the egg, visualized in red. In line with the $R^{2}$ evaluation, BISCUIT maps the interactions with the plate and egg together into one interaction variable instead of separating them. The interaction variables of the microwave change towards focusing on the opened door for the action CloseOb ject (blue). Since it is not possible to activate the microwave at this state, its corresponding interaction


Figure 15: Additional triplet predictions of BISCUIT on images from the test dataset. The first two images are encoded in the latent space. We then replace the latents of the first image by the second image for the dimensions that correspond to the causal variable listed in the fourth column. The third column shows then the reconstruction of BISCUIT for this new latent vector.
variable (light blue) mostly disappears. It does not fully disappear, since the model has never seen a click in this region when the microwave door is open. Meanwhile, other interaction variables that are independent of the actual input image, e.g., the stove knobs or the toaster, are also kept constant throughout the examples by BISCUIT.
The images only show 9 out of the 40 learned interaction maps. The remaining 31 interaction variables are mostly either (1) constants and would give an empty interaction map, or (2) follow a very similar pattern to the red interaction variable, i.e., the plate and the egg. While we find that some of these dimension focus slightly more on the plate and some more on the
egg, there was none that fully focused on either variable, which follows the insights of the $R^{2}$ evaluation.
Triplet Generations Similar to Figure 8 in the main text, we visualize additional examples of triplet predictions of BISCUIT in Figure 15. The first two images represent the input images, and the third the generated output. The fourth column specifies which causal variables we tried to replace in the first image by the latents of the second image. BISCUIT consistently generates the correct counterfactual prediction for a variety of causal variables and input images.
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