USIM-DAL: Uncertainty-aware Statistical Image Modeling-based Dense Active Learning for Super-resolution
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Abstract

Dense regression is a widely used approach in computer vision for tasks such as image super-resolution, enhancement, depth estimation, etc. However, the high cost of annotation and labeling makes it challenging to achieve accurate results. We propose incorporating active learning into dense regression models to address this problem. Active learning allows models to select the most informative samples for labeling, reducing the overall annotation cost while improving performance. Despite its potential, active learning has not been widely explored in high-dimensional computer vision regression tasks like super-resolution. We address this research gap and propose a new framework called USIM-DAL that leverages the statistical properties of colour images to learn informative priors using probabilistic deep neural networks that model the heteroscedastic predictive distribution allowing uncertainty quantification. Moreover, the aleatoric uncertainty from the network serves as a proxy for error that is used for active learning. Our experiments on a wide variety of datasets spanning applications in natural images (visual genome, BSD100), medical imaging (histopathology slides), and remote sensing (satellite images) demonstrate the efficacy of the newly proposed USIM-DAL and superiority over several dense regression active learning methods.

1 INTRODUCTION

The paradigm of dense prediction is very important in computer vision, given that pixel-level regression tasks like super-resolution, restoration, depth estimation etc., help in holistic scene understanding. A common example of a pixel-level (i.e., dense) regression task is Image super-resolution (SR) is the process of recovering high-resolution (HR) images from their low-resolution (LR) versions. It is an important class of image processing techniques in computer vision, deep learning, and image processing and offers a wide range of real-world applications, such as medical imaging [Li et al., 2021], satellite imaging [Verpoorter et al., 2014], surveillance [Caner et al., 2003] and security [Gohshi, 2015], and remote sensing [Yang et al., 2015a], to name a few. The well-performing techniques for super-resolution often rely on deep learning-based methods that are trained in a supervised fashion, requiring high-resolution data as groundtruth. However, the acquisition of high-resolution imaging data (to be served as labels) for many real-world applications may be infeasible. Consider the example of histopathology microscopy from medical imaging, where the typical digital microscope takes significantly longer to acquire the high-resolution scans (i.e., at high magnification) image of the slide than low-magnification [Aeffner et al., 2018, Hamilton et al., 2014]. Moreover, the acquired high-resolution scans also have a significantly larger memory footprint leading to an increase in storage resources [Bertram and Klopfleisch, 2017]. Similarly, acquiring high spatial resolution images from satellites for remote sensing requires expensive sensors and hardware and has significantly higher operating costs [Cornebise et al., 2018, 2022]. In such scenarios, generating a large volume of training samples is infeasible.

As a remedy, concepts like zero-shot SR or single-image SR have been proposed. Nevertheless, zero-shot SR still requires ample supervision from the test image patches [Shocher et al., 2018] to learn the transferrable model for novel scenarios with divergent distributions [Soh et al., 2020], and the performance of the single-image SR models is still affected by the lack of sufficient labeled data [Lim et al., 2017]. Notwithstanding these discussions, there are situations where there are restrictions on dealing with training samples within a pre-defined budget. For example, in histopathology microscopy, the constraint on available resources may allow high-resolution acquisition
for only a limited number of patients/microscopy slides. One of the viable solutions in this regard is to select a subset of highly representative training samples from the available training set while respecting the budget and deploying them to train the SR model. This corresponds to the notion of active learning for subset selection. However, selecting the subset is challenging considering the fact that we need a quantitative measurement for the eligibility of a given training LR-HR pair to be selected. Many works have explored different query functions to select a subset to label from a larger dataset [Beluch et al., 2018, Gorriz et al., 2017, Roy and McCallum, 2001]. However, most of them have been applied to classification or low-dimensional regression problems [Jain and Grauman, 2016], and there still exists a gap on how to address this for dense regression tasks (e.g., super-resolution). Active learning technique to label those points for which the current model is least certain has been studied well in the context of classification [Yang et al., 2015b]. While there are recent advances in uncertainty estimation using neural networks for dense regression [Kendall and Gal, 2017, Upadhyay et al., 2022], it is yet to be studied if they can be leveraged in active learning for dense regression.

In summary, our contributions are as follows: (i) We show how statistical image models can help alleviate the need for a large volume of high-resolution imaging data. (ii) We show that probabilistic deep networks, along with the statistical image models, can be used to learn informative prior about niche domain datasets that may allow limited access to high-resolution data. (iii) Our probabilistic deep network trained with the statistical image models allows us to estimate the uncertainty for the sample in a niche domain that can be leveraged for active learning as illustrated in Figure 1.

2 RELATED WORK

Active Learning. These are a set of techniques that involve selecting a minimal data subset to be annotated, representing the entire dataset, and providing maximum performance gains. Querying strategies for active learning can be broadly categorized into three categories: heterogeneity-based, performance-based, and representativeness-based models. Uncertainty sampling [Beluch et al., 2018, Gorriz et al., 2017, Wang et al., 2016, Roy and McCallum, 2001, Ebrahimi et al., 2019], a type of heterogeneity-based model, is a standard active learning strategy where the learner aims to label those samples which have the most uncertain labelings. Non-Bayesian approaches [Brinker, 2003, Wang and Ye, 2015] dealing with entropy, distance from decision boundary, etc., also exist but are not scalable for deep learning [Sener and Savarese, 2017]. Representation-based methods that aim at increasing the diversity in a batch [Jain and Grauman, 2016] have also been studied. However, most of these works have been studied in the context of classification or low-dimensional regression problems, and the literature on dense regression is still sparse.

Statistical Image models. The $n \times n$ RGB images occupy the space of $\mathbb{R}^{3n^2}$. However, the structured images occupy a small region in that space. The statistical properties of the samples in this small structured space can be leveraged to generate synthetic data that have similar statistics to real-world structured images. For instance, the observation that natural images follow a power law with respect to the magnitude of their Fourier Transform (FT) formed the basis for Wiener image denoising [Simoncelli, 2005], Dead Leaves models [Lee et al., 2001] and fractals as image models [Redies et al., 2008, Kataoka et al., 2020]. Similarly, works like [Field, 1987, Simoncelli, 2005, Kretzmer, 1952] showed that outputs of zero mean wavelets to natural images are sparse and follow a generalized Laplacian distribution. Works like [Heeger and Bergen, 1995, Portilla and Simoncelli, 2000] showed statistical models capable of producing realistic-looking textures. The recent work [Baradad Jurjo et al., 2021] takes this research a step closer to realistic image generation by learning from procedural noise processes and using the generated samples for pre-training the neural networks. However, it is only applied to classification.
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Consists of high-resolution images (corresponding to the $Y$ world constraint, as discussed in Section 2. In this work, we focus on the problem of super-resolution where the domain $X$ consists of low-resolution images in domain $D$. Let $N$ be a budget constraint that we do not have sufficient labels for modeling and further improving the model.

Uncertainty Estimation. Quantifying uncertainty in machine learning models is crucial for safety-critical applications [Nair et al., 2020, Sudarshan et al., 2021, Upadhyay et al., 2021b,c,a]. Uncertainty can be broadly categorized into two classes: (i) Epistemic uncertainty (i.e., uncertainty in model weights [Blundell et al., 2015, Daxberger et al., 2021, Graves, 2011, Kendall and Gal, 2017]). (ii) Aleatoric uncertainty (i.e., noise inherent in the observations) [Bae et al., 2021, Wang et al., 2019]. The dense predictive uncertainty may be considered as a proxy for error and can be used for active learning purposes [Laves et al., 2020].

3 METHOD

We first formulate the problem in Section 3.1, and present preliminaries on active learning, statistical image models, and uncertainty estimation in Section 3.2. In Section 3.3, we describe the construction of USIM-DAL that learns a prior via statistical image modeling, which is later used to select the most informative samples from the unlabeled set for labeling and further improving the model.

3.1 PROBLEM FORMULATION

Let $D_U = \{x_i\}_{i=1}^N$ be the unlabeled set of input images from domain $X$ (i.e., $x_i \in X \forall i$). We consider the task where images (x) are to be mapped to another set of dense continuous labels (y, e.g., other images, such that $y_i \in Y \forall i$). We want to learn a mapping $\Psi$ for the same, i.e., $\Psi : X \rightarrow Y$. However, we want to learn $\Psi$ under the constraint that we do not have sufficient budget to “label” all the $N$ samples in $D_U$ (i.e., acquire all the corresponding $y_i$), but we do have a budget to label a significantly smaller subset of $D_U$ with $K << N$ samples, say $D_U^K$. This is a real-world constraint, as discussed in Section 2. In this work, we focus on the problem of super-resolution where the domain $Y$ consists of high-resolution images (corresponding to the low-resolution images in domain $X$).

We tackle the problem of choosing the set of $K << N$ samples ($D_U^K$) that are highly representative of the entire unlabeled training set $D_U$, such that the learned mapping $\Psi$ on unseen data from a similar domain performs well.

3.2 PRELIMINARIES

Active Learning. As discussed above, given a set of $N$ unlabeled images $D_U$, we want to choose a set of $K << N$ samples ($D_U^K$) that are highly representative of the entire unlabeled training set $D_U$. This is the problem of active learning, which consists of query strategies that maps the entire unlabeled set $D_U$ to its subset. That is, the query strategy (constrained to choose $K$ samples and parameterized by $\phi$) is given by, $Q_{K,\phi} : D_U \rightarrow D_U^K$. Many works explore designing the query strategy $Q_{K,\phi}$ [Beluch et al., 2018, Gorriz et al., 2017, Wang et al., 2016]. However, they seldom attempt to design such a strategy for dense regression.

Figure 2: Samples generated from Statistical Image Models (combination of Spectrum + WMM + Color histogram).

Statistical Image Models (SIM). As discussed in [Baradad Jurjo et al., 2021], the statistical properties of RGB images can be exploited to generate synthetic images that can serve as an excellent pre-training learning signal. The generative model (based on statistical properties of RGB images) is described as $G(\cdot; \theta_D) : z \rightarrow x$ where $z$ is a stochastic latent variable and $x$ is an image. The image generation is modelled as a hierarchical process in which, first, the parameters of a model are sampled. Then the image is sampled given these parameters and stochastic noise. Previous works [Baradad Jurjo et al., 2021] highlight the following statistical models. (i) Spectrum: based on the magnitude of the Fourier transform (FT). The FT of many natural images follows a power law, i.e., $\frac{1}{|f|^\alpha}$, where $|f|$ is the magnitude of frequency $f$, and $\alpha$ is a constant close to 1. For generative models, the samples are constrained to be random noise images that have FT magnitude following $\frac{1}{|f|^\alpha}$ with $a$ and $b$ being two random numbers uniformly sampled as detailed in [Baradad Jurjo et al., 2021]. (ii) Wavelet-marginal model (WMM): Generates the texture by modeling their histograms of wavelet coefficient as discussed in [Simoncelli, 2005, Kretzmer, 1952]. (iii) Color histograms: As discussed in [Baradad Jurjo et al., 2021], this generative
model follows the color distribution of the dead-leaves model [Baradad Jurjo et al., 2021]. Combining all these different models allows for capturing colour distributions, spectral components, and wavelet distributions that mimic those typical for natural images. Figure 2 shows examples of generated samples from such models.

**Uncertainty Estimation.** Various works [Lakshminarayanan et al., 2016, Kendall and Gal, 2017] have proposed different methods to model the uncertainty estimates in the predictions made by DNNs for different tasks. Interestingly recent works [Kendall and Gal, 2017, Uapadhay et al., 2022] have shown that for many real-world vision applications, modeling the aleatoric uncertainty allows for capturing erroneous predictions that may happen with out-of-distribution samples. To estimate the uncertainty for the regression tasks using deep network (say \( \Psi(\cdot; \zeta) : X \rightarrow Y \)), the model must capture the output distribution \( P_{Y|X} \). This is often done by estimating \( P_{Y|X} \) with a parametric distribution and learning the parameters of the said distribution using the deep network, which is then used to maximize the likelihood function. That is, for an input \( x_i \), the model produces a set of parameters representing the output given by, \( \{y_i, \nu_i, \ldots, \rho_i\} := \Psi(x_i; \zeta) \), that characterizes the distribution \( P_{Y|X}(y; \{x_i, \nu_i, \ldots, \rho_i\}) \), such that \( y_i \sim P_{Y|X}(y; \{x_i, \nu_i, \ldots, \rho_i\}) \). The likelihood \( \mathcal{L}(\zeta; D) := \prod_{i=1}^{N} P_{Y|X}(y_i; \{x_i, \nu_i, \ldots, \rho_i\}) \) is then maximized to estimate the optimal parameters of the network. Typically, the parameterized distribution is chosen to be heteroscedastic Gaussian distribution, in which case \( \Psi(\cdot; \zeta) \) is designed to predict the mean and variance of the Gaussian distribution, i.e., \( \{\hat{y}_i, \hat{\sigma}_i^2\} := \Psi(x_i; \zeta) \). The optimization problem becomes,

\[
\zeta^* = \arg\min_\zeta \sum_{i=1}^{N} \frac{|y_i - \hat{y}_i|^2}{2\hat{\sigma}_i^2} + \frac{\log(\hat{\sigma}_i^2)}{2} \tag{1}
\]

With Uncertainty(\( \hat{y}_i \)) = \( \hat{\sigma}_i^2 \). An important observation from Equation 1 is that, ignoring the dependence through \( \zeta \), the solution to Equation 1 decouples estimation of \( \hat{y}_i \) and \( \hat{\sigma}_i \). That is, for minimizing with respect to \( \hat{y}_i \), we need,

\[
\frac{\partial}{\partial \hat{y}_i} \left( \sum_{i=1}^{N} \frac{|y_i - \hat{y}_i|^2}{2\hat{\sigma}_i^2} + \frac{\log(\hat{\sigma}_i^2)}{2} \right) = 0 \tag{2}
\]

\[
\frac{\partial^2}{\partial \hat{y}_i^2} \left( \sum_{i=1}^{N} \frac{|y_i - \hat{y}_i|^2}{2\hat{\sigma}_i^2} + \frac{\log(\hat{\sigma}_i^2)}{2} \right) > 0 \tag{3}
\]

Equation 2 & 3 lead to \( \hat{y}_i = y_i \) \( \forall i \). Similarly for minimizing with respect to \( \hat{\sigma}_i \) we need,

\[
\frac{\partial}{\partial \hat{\sigma}_i} \left( \sum_{i=1}^{N} \frac{|y_i - \hat{y}_i|^2}{2\hat{\sigma}_i^2} + \frac{\log(\hat{\sigma}_i^2)}{2} \right) = 0 \tag{4}
\]

\[
\frac{\partial^2}{\partial \hat{\sigma}_i^2} \left( \sum_{i=1}^{N} \frac{|y_i - \hat{y}_i|^2}{2\hat{\sigma}_i^2} + \frac{\log(\hat{\sigma}_i^2)}{2} \right) > 0 \tag{5}
\]

Equation 4 & 5 lead to \( \hat{\sigma}_i^2 = |y_i - \hat{y}_i|^2 \) \( \forall i \). That is, the estimation \( \hat{\sigma}_i^2 \) should perfectly reflect the squared error. Therefore, a higher \( \hat{\sigma}_i^2 \) indicates higher error. We leverage this observation to design our dense active learning framework as described in Section 3.3.

### 3.3 CONSTRUCTING USIM-DAL

To tackle the problem mentioned in Section 3.1 (i.e., choosing a small subset), we leverage the fact that even before training the model with the labelled set, we can train a model based on the samples that we get from statistical image model as described above, which can then be used to make inference on the unlabeled domain-specific dataset identifying the high-uncertainty samples. The high-uncertainty samples can then be labelled and used to fine-tune the model.

We constraint the generative process for statistical image models as, Similar to [Baradad Jurjo et al., 2021], we treat image generation as a hierarchical process in which first the parameters of a model, \( \theta_G \), are sampled. Then the image is sampled given these parameters and stochastic noise, i.e.,

\[
\theta_G \sim \text{prior}(\theta_G) \quad \text{and} \quad z \sim \text{prior}(z) \quad (6)
\]

\[
x = \mathcal{G}(z; \theta_G) \quad (7)
\]

In particular, for super-resolution, we create a large (synthetic) labelled dataset using the samples from the statistical image models, say \( \mathcal{D}_{SL} = \{\text{low}(x_{si}), x_{si}\}_{i=1}^{M} \). Where \( x_{si} \) are generated samples from statistical image model and \( \text{low}(\cdot) \), is the \( 4 \times \) down-sampling operation. We then train the network \( \Psi(\cdot; \zeta) \) on \( \mathcal{D}_{SL} \) using Equation 1, leading to the optimal parameter \( \zeta_{SL}^* \), as shown in Figure 1. The trained model \( \Psi(\cdot; \zeta_{SL}^*) \) is then run in inference mode on all the samples of the unlabeled set \( \mathcal{D}_U \) and gather the top uncertain samples for labeling, that is,

\[
\{\hat{y}_i, \hat{\sigma}_i\} := \Psi(x_i; \zeta_{SL}^*) \quad \forall x_i \in \mathcal{D}_U \quad (8)
\]

\[
\mathcal{D}^U_{UL} := \{x_j\}_{j=1}^{N} \quad (9)
\]

Where, \( \langle \cdot \rangle \) represents the mean operation, and \( \text{topK} \left( \{\hat{\sigma}_i\}_{i=1}^{N} \right) \) returns the indices of “top-K” most uncertain samples (i.e., mean uncertainty is high). We then acquire the labels for the samples in \( \mathcal{D}^U_{UL} \), giving us, \( \mathcal{D}^U_{UL} := \{(x_j, y_j)\} \). As discussed in Section 3.2, the input samples in \( \mathcal{D}^U_{UL} \) serve as a proxy to the set of \( K \) samples that would have the highest error between the prediction made by the model \( \Psi(\cdot; \zeta_{SL}^*) \) and the ground truth. That leads to better fine-tuning. The model \( \Psi(\cdot; \zeta_{SL}^*) \) is then fine-tuned on \( \mathcal{D}^U_{UL} \) via Equation 1, leading to the final state of the model \( \Psi(\cdot; \zeta_{KL}^*) \) (shown in Figure 1) that can be used for inferring on the new sample.

**USIM-DAL** models the aleatoric uncertainties in the prediction. Still, it is crucial to note that it leverages the Statistical Image Modeling (SIM)-based synthetic images for pertaining and learning important priors for color images that broadly capture different niche domains such as medical
images, satellite images, etc. Therefore, the initial model, capable of estimating the aleatoric uncertainty (trained on SIM-based synthetic images), can reasonably capture the uncertainty as a proxy for reconstruction error for domain-specific images that are not necessarily out-of-distribution images. Moreover, picking samples with high reconstruction errors for subsequent fine-tuning of the model yields better performance on similar highly erroneous cases, iteratively improving the model. Furthermore, in high-dimensional regression cases, the aleatoric and epistemic uncertainty often influence each other and are not independent Kendall and Gal [2017], Upadhyay et al. [2022], Zhang et al. [2019].

4 EXPERIMENTS AND RESULTS

We provide an overview of the experiments performed and the results obtained. In Section 4.1, we describe the task and various methods used for comparison. Section 4.3 analyzes the performance of various dense active learning algorithms for super-resolution and shows that our proposed method USIM-DAL can help greatly improve the performance when constrained with a limited budget.

4.1 TASKS, DATASETS, AND METHODS

We present the results of all our experiments on the super-resolution task. We demonstrate our proposed framework using a probabilistic SRGAN (which is the adaptation of SRGAN [Ledig et al., 2017] that estimates pixel-wise uncertainty as described in [Kendall and Gal, 2017]) model. We evaluate the performance of various models on a wide variety of domains like (i) Natural Images (with Set5, Set14, BSD100, and Visual Genome dataset [Ledig et al., 2017, Martin et al., 2001, Krishna et al., 2017]). (ii) Satellite Images (with PatternNet dataset [Zhou et al., 2018]). (ii) Histopathology Medical Images (with Came-lyon dataset [Litjens et al., 2018]). The evaluation protocol is designed to constraint all the training domain datasets to be restricted by a small fixed number of images (also called training budget). We used different training budgets of 500, 1000, 2000, 3000 and 5000 images for natural and satellite domains. For both natural and satellite images, the input image resolution was set to $64 \times 64$. For natural images the dataset was obtained from Visual Genome (separate from the test-set). Similarly, for the histopathology medical images, the input image resolution was set to $32 \times 32$ and we used training budgets of 4000, 8000, 12000, and 16000.

We compare the super-resolution performance in terms of metrics MSE, MAE, PSNR, and SSIM [Wang et al., 2004] for the following methods on respective test sets: (i) SRGAN model trained from scratch with a randomly chosen subset satisfying the training budget from the entire training data (called Random). (ii) SRGAN model trained from scratch on a large synthetically generated dataset via statistical image modeling (as described in Section 3.2). This model is called SIM. (iii) SRGAN model trained from scratch on a large synthetically generated dataset via statistical image modeling and then fine-tuned on a randomly chosen subset satisfying the training budget from the entire training data, called SIM+Random. (iv) SRGAN model trained from scratch on a large synthetically generated dataset via statistical image modeling and then fine-tuned on a subset chosen using uncertainty estimates, satisfying the training budget from the entire training data, called USIM-DAL.

4.2 DENSE ACTIVE LEARNING VIA UNCERTAINTY ESTIMATION

Our method proposes to utilize a probabilistic network that is learned from synthetic images sampled from statistical image models (i.e., $\Psi(\cdot; \zeta_{SL}^*)$ mentioned in Section 3.3).
Figure 4: Distribution of mean uncertainty for samples in Statistical Image Noise, PatternNet (satellite), Camelyon (medical), Visual Genome (natural) datasets.

Figure 3 shows the output of probabilistic SRGAN trained on synthetic images evaluated on samples from natural images. We observe that (i) The predicted super-resolved images (Figure 3-(c)) are still reasonable. (ii) The uncertainty estimates (Figure 3-(d)) still resemble the structures from the images and are a reasonable proxy to the error maps (Figure 3-(e)) between the predictions and the ground truth, even though the model has never seen the natural images.

We use the predicted uncertainty from this model to identify the samples from the real-world domain that would lead to high errors. Figure 4 shows the distribution of mean uncertainty values for samples in (i) Statistical Noise (ii) Natural (ii) Satellite (iii) Medical image datasets. We notice that the model trained on synthetic images leads to a gaussian distribution for the mean uncertainty values on the synthetic image datasets. We obtain similar distributions for other datasets from different domains. This further emphasizes that uncertainty estimates obtained from $\Psi(\cdot; \zeta_{SL}^*)$ can be used as a proxy to identify the highly uncertain (therefore erroneous) samples from different domains (i.e., the samples close to the right tail of the distributions).

4.3 USIM-DAL FOR SUPER-RESOLUTION

Table 1 shows the performance of different methods on multiple natural image datasets, including Set5, Set14, BSD100, and Visual Genome (VG). We observe that with the smallest training budget of 500 images, USIM-DAL performs the best with a PSNR/MAE of 25.174/0.035 (Table 1 shows the results with a scaling factor for better accommodation) compared to SIM+Random with PSNR/MAE of 25.0/0.039 and SIM with PSNR/MAE of 24.8/0.037. We also notice that at this budget, choosing the random subset of the training dataset to train the model from scratch performs the worst with PSNR/MAE of 23.36/0.043. As the budget increases (left to right in Table 1), the performances of all the methods also improve. However, a similar trend is observed where the USIM-DAL performs better than SIM+Random, SIM, and Random. We observe a similar trend for other natural image datasets.

This allows us to make the following observations: (i) Using a synthetic training image dataset (sampled from the statistical image model, discussed in Section 3.2) leads to better performance than using a small random subset of training images from the original domain (i.e., SIM better than Random). (ii) Using the above synthetic training image dataset to train a model and later fine-tuning it with domain-specific samples lead to further improvements (i.e., both USIM-DAL and SIM+Random better than SIM). (iii) With a limited budget, fine-tuning a model (pre-trained on synthetic...
Table 1: Evaluating different methods on natural image datasets (Set5, Set14, BSD100, Visual Genome) using MSE, MAE, PSNR, SSIM. Lower MSE/MAE is better. Higher PSNR/SSIM is better. “D”: Datasets. Best results are in **bold**.

We perform a similar set of experiments with other imaging domains, namely, (i) Satellite imaging (using Pattern-Net dataset) and (ii) Medical imaging (using Camelyon histopathology dataset). We observe a similar (to natural images) trend in these domains. Figure 5 shows the performance (measured using PSNR) for different methods on these two domains, with varying training budgets. For satellite imaging, at the lowest training budget of 500 images, **USIM-DAL** with PSNR of 23.5 performs better than **SIM+Random** with PSNR of 23.4 and **SIM** with a PSNR of 23.2. We observe that as the training budget increases to 2000 images, **USIM-DAL** (with PSNR of 23.6) outperforms **SIM+Random** (with PSNR of 23.35) with an even higher margin. As we increase the training budget further, the **SIM+Random** model starts performing similarly to **USIM-DAL**. With a budget of 5000 samples, **USIM-DAL** has a performance of 23.62, and **SIM+Random** has a performance of 23.60. Given a domain with large (specific to datasets) training budgets, the performance achieved from random sampling and active learning strategies will converge.
Figure 7: Qualitative results from different methods (performing $4 \times$ super-resolution) including (b) Random, (c) SIM, (e) SIM+Random, (f) USIM-DAL on (i) BSD100, (ii) Visual Genome, (iii) PatternNet, and (iv) Camelyon datasets. (a) LR input, and (d) HR groundtruth. Input resolution for BSD100, Visual Genome, and PatternNet is $64 \times 64$, and for Camelyon is $32 \times 32$. (f) USIM-DAL produces the most visually appealing outputs.

For Camelyon dataset, we use the input image resolution of $32 \times 32$. We observe that USIM-DAL performs the best across all budgets when compared to SIM+Random and SIM. We also note that high-frequency features that are typically present in high-resolution scans (i.e., obtained at $20 \times$ or $40 \times$ magnification from the histopathology microscope) make the super-resolution problem harder and require more data to achieve good performance.

Figure 6 summarizes the performance gain (in terms of PSNR) by using USIM-DAL (i.e., uncertainty-based active learning strategy for dense regression) compared to SIM+Random (i.e., no active learning, randomly choosing a subset from real training domain), relative to SIM (i.e., no real samples used from the domain) at best performing limited budgets. That is, the relative percentage boost in performance is reported as:

$$\frac{(\text{PSNR}_{\text{USIM-DAL}} - \text{PSNR}_{\text{SIM+Random}}) \times 100}{\text{PSNR}_{\text{SIM+Random}} - \text{PSNR}_{\text{SIM}}}$$

We note that USIM-DAL consistently performs better than SIM+Random, with the relative percentage boost in PSNR of 26.14% for Set5 to 142.69% for PatternNet. Figure 7 shows the qualitative outputs of different models on multiple datasets. On all the datasets, we notice that the output obtained by USIM-DAL is better than the output of SIM+Random that is better than SIM and Random.

5 DISCUSSION AND CONCLUSION

In this work, we presented a novel framework called USIM-DAL that is designed to perform active learning for dense-regression tasks, such as image super-resolution. Dense-regression tasks, such as super-resolution, are an important class of problem for which deep learning offers a wide range of solutions applicable to medical imaging, security, and remote sensing. However, most of these solutions often rely on supervision signals derived from high-resolution images. Due to the time-consuming acquisition of high-resolution images or expensive sensors, hardware, and operational costs involved, it is not always feasible to generate large volumes of high-resolution imaging data. But in real-world scenarios, a limited budget for acquiring high-resolution
data is often available. This calls for active learning that chooses a subset from large unlabeled set to perform labeling to train the models. While multiple querying strategies (in the context of active learning) exist for the classification tasks, the same for dense regression tasks are seldom discussed. Our work paves the way for using modern uncertainty estimation techniques for active learning in dense regression tasks. We show that a large synthetic dataset acquired using statistical image models can be used to learn informative priors for various domains, including natural images, medical images, satellite images, and more. The learned priors can then be used to choose the subset consisting of high-uncertainty samples that can then be labeled and used to fine-tune the prior further. Through extensive experimentation, we show that our approach generalizes well to a wide variety of domains, including medical and satellite imaging. We show that active learning performed by proposed querying strategy (i.e., USIM-DAL) leads to gains of upto 140% / 53% with respect to a random selection strategy (i.e., SIM+Random) relative to no dataset-specific fine-tuning (i.e., SIM) on satellite/medical imaging.
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