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Abstract

Message passing on factor graphs is a powerful
framework for probabilistic inference, which finds
important applications in various scientific do-
mains. The most wide-spread message passing
scheme is the sum-product algorithm (SPA) which
gives exact results on trees but often fails on graphs
with many small cycles. We search for an alter-
native message passing algorithm that works par-
ticularly well on such cyclic graphs. Therefore,
we challenge the extrinsic principle of the SPA,
which loses its objective on graphs with cycles.
We further replace the local SPA message update
rule at the factor nodes of the underlying graph
with a generic mapping, which is optimized in a
data-driven fashion. These modifications lead to a
considerable improvement in performance while
preserving the simplicity of the SPA. We evalu-
ate our method for two classes of cyclic graphs:
the 2 × 2 fully connected Ising grid and factor
graphs for symbol detection on linear communica-
tion channels with inter-symbol interference. To
enable the method for large graphs as they occur
in practical applications, we develop a novel loss
function that is inspired by the Bethe approxima-
tion from statistical physics and allows for training
in an unsupervised fashion.

1 INTRODUCTION

Message passing on graphical models is a powerful frame-
work to efficiently solve inference and optimization prob-
lems. The most prominent message passing algorithm is the
sum-product algorithm (SPA), also known as belief propaga-
tion (BP) [Pearl, 1988], which implements exact inference
on tree-structured graphs [Kschischang et al., 2001]. Due
to its simplicity, the SPA is often applied to cyclic graphs

where it becomes an iterative and approximate algorithm.
While this works surprisingly well for various applications,
such as decoding of low-density parity-check codes [Gal-
lager, 1963], a class of error-correcting codes, the SPA per-
forms poorly on frustrated systems, i.e., on graphs with
many cycles and strong coupling between the nodes.

The seminal work of Yedidia et al. [2000] revealed a con-
nection between the SPA and free energy approximations of
statistical physics, in particular, the fixed points of BP cor-
respond to stationary points of the Bethe free energy. Based
on this insight, alternative message passing methods were
proposed which directly minimize the Bethe free energy
[Yuille, 2002, Welling and Teh, 2013]. These algorithms are
guaranteed to converge to an extremum of the Bethe free
energy but are computationally more demanding than plain
BP. Wainwright et al. [2003] proposed tree-reweighted BP
as a message passing algorithm on the “convexified” Bethe
free energy, which is guaranteed to have a global minimum.
While this algorithm has stronger convergence guarantees
compared to BP, it involves the selection and optimization
of so-called edge appearance probabilities, a graph-specific
problem that is often non-trivial for practical applications.
Yedidia et al. [2000] proposed “generalized BP” as an algo-
rithm that passes messages between regions of nodes instead
of single nodes. Larger regions will generally improve the
quality of the approximation, however, they also increase
the computational complexity.

Recently, model-based deep learning has shown great po-
tential to empower various suboptimal algorithms, such as
the SPA on cyclic graphs. Neural BP, proposed by Nach-
mani et al. [2016], unfolds the iterations of the SPA on
its underlying graph and equips the resulting deep net-
work with tunable weights. The GAP algorithm of Schmid
and Schmalen [2022] varies the observation model by pre-
processing, thereby shaping a graph with more favorable
properties with respect to BP performance. Satorras and
Welling [2021] extend graph neural networks (GNNs) to
factor graphs and propose a hybrid model where BP runs
conjointly to a GNN which is structurally identical to the
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original factor graph but has fully parametrized message up-
dates. All these works have in common that they are based
on the SPA as a core concept which is vigorously improved
using machine learning in order to compensate for its short-
comings on graphs with cycles. In this work, we follow
an alternative approach and directly search for alternative
message passing algorithms that perform especially well on
graphs with cycles, where the SPA tends to fail. To this end,
we replace the well-known SPA message update rule with a
compact neural network (NN), which is optimized to find a
superior local message update rule. Furthermore, we discuss
the role of the extrinsic information principle which was
originally introduced for tree-structured graphs. Based on
the close connection of BP to the Bethe approximation, we
propose a novel end-to-end loss function that allows unsu-
pervised and application-agnostic training of new message
passing schemes.

2 BACKGROUND

We briefly introduce factor graphs and the SPA as a
widespread framework for probabilistic inference on graphi-
cal models. We refer the reader to [Kschischang et al., 2001]
for an excellent in-depth treatment of the topic.

2.1 FACTOR GRAPHS

Let f(X ) be a multivariate function of X = {x1, . . . , xN}
which factors into a product of local functions fj :

f(X ) =
1

Z

J∏
j=1

fj(Xj), Xj ⊆ X . (1)

A factor graph visualizes the factorization in (1) as a bi-
partite graph. Every variable xn is represented by a unique
vertex, a so-called variable node, which we draw as a circle
in the graph. Factor nodes represent the local functions fj
and are visualized by squares. The undirected edges of the
graph connect a factor node fj(Xj) with a variable node xn
if and only if fj is a function of xn, i.e., if xn ∈ Xj . From
a graphical perspective, Xj thus corresponds to the set of
adjacent variable nodes to the factor node fj . Similarly, we
define N (xn) to be the set of adjacent factor nodes to the
variable node xn.

In this work, we restrict the variables xn ∈ {+1,−1} to be
binary and the local factors fj to be either functions of a
singular variable xn or functions of pairs (xn, xm) such that
the factorization becomes

f(X ) =
1

Z

N∏
n=1

ψn(xn)
∏

(n,m)∈E

ψn,m(xn, xm), (2)

where E is the set of edges in the graph. Figure 1 shows an
exemplary factor graph.
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Figure 1: Factor graph representation of (2) with factor
nodes of degree 2 (blue) and degree 1 (red). This graph also
models the 2× 2 fully connected Ising graph of Sec. 2.3.

2.2 SUM-PRODUCT ALGORITHM

The SPA is a message passing algorithm that operates in a
factor graph and attempts to determine the marginals of the
multivariate function f(X ). Messages are propagated be-
tween the nodes of the factor graph along its edges and repre-
sent interim results of the marginalization. Let mfj→xn

(xn)
denote a message sent from a factor node fj along an edge
to a variable node xn and let mxn→fj (xn) denote a mes-
sage on the same edge, but sent in the opposite direction.
If the factor graph visualizes a probabilistic model, i.e., if
the variable nodes represent random variables, a message
mfj→xn

(xn) can be interpreted as a probabilistic statement
from node fj about the random variable xn to be in one of
its possible states [Yedidia et al., 2005]. The SPA defines
the updates of the propagating messages at the nodes of
the factor graph according to the simple rules [Kschischang
et al., 2001]:

mx→fj (x) =
∏

fi∈N (x)\fj

mfi→x(x) (3)

mfj→x(x) =
∑
∼{x}

fj(Xj) ∏
x′∈Xj\x

mx′→fj (x′)

 . (4)

The summary operator
∑
∼{x} denotes the marginalization

over all variables in Xj except for x. One key property of
the SPA is the extrinsic information principle which states
that the update of an outgoing message mA→B at node A
destined to node B does not depend on the incident mes-
sage mB→A which travels on the same edge but in oppo-
site direction. For the special case of degree-2 factor nodes
ψn,m(xn, xm), the SPA update rule (4) thereby simplifies
to

mψn,m→xn(xn) =
∑
xm

ψn,m(xn, xm) ·mxm→ψn,m(xm).
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Messages at factors nodes ψn(xn) with degree 1 are not
updated at all.

Initially, all messages are set to some unbiased state before
they are iteratively updated according to a certain sched-
ule. For tree-structured graphs, the messages converge after
they have once traveled forward and backward through the
entire graph. The result of the SPA, i.e., the marginal func-
tions f(xn), are finally obtained by a combination of all
messages incident to the respective variable nodes:

f(xn) =
∏

fi∈N (xn)

mfi→xn
(xn).

Since the SPA makes no reference to the topology of the
factor graph and the message updates are local, the SPA
may also be applied to factor graphs with cycles [Yedidia
et al., 2003]. On graphs with cycles, the SPA only yields an
approximation of the exact marginals. While this approxima-
tion works surprisingly well in many cases, even including
particular classes of graphs with many small cycles, there
are also cases where the results are quite poor or where the
SPA does not converge at all [Murphy et al., 1999].

Relation to the Bethe Approximation In their seminal
work, Yedidia et al. [2000] showed a revealing connection
between the SPA and free energy approximations in statis-
tical physics. From a variational perspective, probabilistic
inference can be seen as an optimization problem

q = arg min
q∈M

DKL(q||p), (5)

where we want to find the distribution q from the set M
of all globally valid probability distributions, known as the
marginal polytope [Wainwright and Jordan, 2008]. Since
the Kullback-Leibler (KL) divergence DKL(q||p) is always
non-negative and zero if and only if q = p, we reach the
minimum exactly for q = p. Obviously, optimizing over
all possible probability distributions q ∈M is generally in-
tractable. Based on some general assumption, free energy
methods simplify the problem in (5) to the minimization
of a variational free energy term. We refer the reader to
[Yedidia et al., 2005] for a detailed elaboration on this topic.

The Bethe approximation restricts the distribution q(X ) to
be a product of univariate distributions bn(xn) and joint
distributions bn,m(xn, xm) between pairs (n,m) ∈ E :

qBethe (X ) :=

N∏
n=1

bn(xn)
∏

(n,m)∈E

bn,m(xn, xm).

This simplification leads to the Bethe free energy

FBethe =
∑

(n,m)∈E

∑
xn,xm

bn,m(xn, xm) log

(
bn,m(xn, xm)

φn,m(xn, xm)

)

−
N∑
n=1

(|Xn| − 1)
∑
xn

bn(xn) log

(
bn(xn)

ψn(xn)

)
,

with φn,m(xn, xm) := ψn(xn)ψn,m(xn, xm)ψm(xm).
Moreover, the Bethe approximation relaxes the search space
in (5) from the marginal polytope M to the local polytope

L =
{
{bn(xn), bn,m(xn, xm) : ∀n ∈ [1;N ], (n,m) ∈ E}:∑
xn

bn,m(xn, xm) = bm(xm),
∑
xn

bn(xn) = 1

∑
xm

bn,m(xn, xm) = bn(xn)
}
.

This means that the distributions bn(xn) and bn,m(xn, xm)
only need to locally fulfill consistency in a pairwise sense.
In summary, the Bethe approximation converts (5) into the
optimization problem

qBethe = arg min
{bn,bn,m}∈L

FBethe({bn, bn,m}). (6)

Yedidia et al. [2000] showed that the fixed points of BP
applied to a factor graph correspond to the stationary points
of the respective Bethe free energy. Seen in this light, BP
is a suboptimal algorithm to minimize FBethe. The approxi-
mative nature in this sense is twofold: First, there may exist
multiple fixed points of the SPA for the same factor graph,
i.e., the solution of the (converged) BP might correspond
to an extremum of FBethe other than the global minimum
in L [Knoll et al., 2018]. Second, the beliefs only fulfill
the pairwise consistency constraints at the fixed points of
BP. This means that the solution only lies within the local
polytope L after BP has converged. However, BP does not
necessarily converge and failure of convergence is a major
error mode [Yuille, 2002].

Various methods to directly solve (6) or variants thereof
were proposed (see [Yedidia et al., 2005] and references
therein). Yuille [2002] proposed to decompose the Bethe
free energy into concave and convex parts which enables the
application of a concave-convex procedure (CCCP). That
algorithm consists of a double loop where the outer loop
iteratively minimizes FBethe and the inner loop ensures that
the pairwise consistency constraints are fulfilled. Due to the
CCCP, the algorithm provably converges to an extremum
of the Bethe free energy.

2.3 EXAMPLES

For the remainder of this section, we introduce two impor-
tant classes of factor graphs which are the basis for the
numerical experiments in Sec. 4.

Example 1 - Ising Graphs We consider factor graphs
with N = M2 variable nodes, arranged in a square 2D lat-
tice, in which pairs of adjacent variable nodes (xn, xm)
are symmetrically coupled by the weights Jn,m via fac-
tor nodes ψn,m(xn, xm) = exp(Jn,mxnxm). Additionally,
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each variable node xn has local evidence in the form of
a degree-1 factor node ψn(xn) = exp (θnxn). The Ising
model originates from statistical physics where the binary
variables xn ∈ {+1,−1} represent the orientation of ele-
mentary magnets in a lattice [Peierls, 1936]. Each magnet is
exposed to a local field θn and is influenced by its neighbors
via an assigned pairwise coupling Jn,m. Besides its funda-
mental significance in statistical physics, the Ising model
is a universal mathematical model and finds applications in
many other scientific domains such as image processing [Be-
sag, 1986] and modeling of social networks [Banerjee and
El Ghaoui, 2008, Wainwright and Jordan, 2008].

Following [Yedidia et al., 2005, Mooij and Kappen, 2007,
Knoll et al., 2018], we study the fully connected 2× 2 Ising
model, i.e., M = 2 and N = 4, where every pair of variable
nodes is connected. A factor graph representation of this
model is given in Fig. 1. With more cycles than variable
nodes and a girth of 3, this graph can be parametrized to
a highly frustrated system and is thus able to highlight the
weaknesses of the SPA [Yedidia et al., 2005]. In particular,
we consider the Ising spin glass, where the parameters θn
and Jn,m are independent and identically distributed (i.i.d.)
random variables, sampled from a uniform distribution
U [−S,+S] with S ∈ R+. We are interested in the com-
putation of the marginal functions

f(xn) =
∑
∼{xn}

f(x1, x2, x3, x4), n = 1, 2, 3, 4, (7)

which correspond to marginal probability distributions
p(xn) = f(xn) if the Ising graph represents a probabilistic
model. While the direct computation of (7) is still feasible
for our example with N = 4, the number of summations
grows exponentially with N , which calls for alternative
methods with lower complexity. Applying the SPA on the
factor graph in Fig. 1 yields the single beliefs bn(xn) as an
approximation of f(xn) with a complexity that only grows
quadratically with N .

Example 2 - Symbol Detection We study the prob-
lem of symbol detection in a digital communication sys-
tem [Proakis and Salehi, 2007]. A transmitter sends a se-
quence of N independent and uniformly distributed sym-
bols cn ∈ {+1,−1} over a linear channel with memory,
impaired by additive white Gaussian noise (AWGN). The
receiver observes the sequence

y =



h0

... h0 0

hL
...

. . .
hL h0

0
. . .

...
hL


︸ ︷︷ ︸

=:H


c1
c2
...

cN


︸ ︷︷ ︸

=:c

+


w1

w2

...

wN+L


︸ ︷︷ ︸

=:w

, (8)

where h ∈ RL+1 describes the impulse response of the
channel of length L+ 1 and wk ∼ CN (0, σ2) are indepen-
dent noise samples from a complex circular Gaussian distri-
bution. Applying Bayes’ theorem, the posterior distribution
p(c|y) can be expressed in terms of the likelihood:

p(c|y) =
1

Z
p(y|c) =

1

Z
exp

(
− (y −Hc)

2

σ2

)
.

In the context of symbol detection, we want to infer the
transmit symbols cn based on the channel observation y,
i.e., we are interested in the marginal distributions p(cn|y).
Based on an observation model by Ungerboeck [1974]

p(y|c) ∝ exp

(
2Re

{
cHHHy

}
− cHHHHc

σ2

)
,

we can factorize the likelihood

p(y|c) =
1

Z

N∏
n=1

Fn(cn)

N∏
m=1
m<n

In,m(cn, cm)

 (9)

into the factors

Fn(cn) := exp

(
1

σ2
Re
{

2xnc
?
n −Gn,n|cn|2

})
In,m(cn, cm) := exp

(
− 2

σ2
Re{Gn,mcmc?n}

)
,

where x := HHy and G := HHH are the matched filtered
versions of the observation and the channel matrix, respec-
tively. Modeling a factor graph based on (9) and applying the
SPA yields a low-complexity symbol detection algorithm,
originally proposed by Colavolpe et al. [2011].

3 MESSAGE PASSING FOR CYCLIC
GRAPHS

Despite its drawbacks on cyclic graphs, the amazing success
of the SPA lies in its simplicity and generality: it is only
defined by a local message update rule which can be applied
to any generic factor graph based on a suitable message
update schedule. Driven by this elegant concept, we are in-
terested in finding message passing algorithms that perform
well on graphs with many cycles where the SPA fails. More
specifically, we ask the following questions:

• If the SPA fails to converge, does an alternative local
message update rule exist that converges (possibly to an
extremum of the Bethe free energy) and which provides
better results than the SPA?

• If the SPA converges to an extremum of the Bethe
free energy, is there a local message update rule which
yields superior performance, either because the SPA
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converges to a fixed point which only corresponds to
a local instead of global minimum of the Bethe free
energy, or because the Bethe approximation itself is a
bad approximation in this case?

3.1 ON MESSAGE UPDATE RULES

A message update rule defines a mapping from one or mul-
tiple incident messages to one outgoing message, which is
applied locally at the variable or factor nodes of a factor
graph. Besides the initialization of the messages and their
update schedule, these mappings fully define a graph-based
inference algorithm. The SPA update rule at the variable
nodes (3) is simply the product of all extrinsic messages.
We adopt this quite intuitive aggregation principle and focus
on finding a message update rule for the factor nodes, i.e.,
an alternative to (4). For factor nodes of degree 2, such as
in (2), the update rule simplifies to a mapping from one
single incident message to one outgoing message:

FNe(ψn,m) : mxn→ψn,m
(xn) 7→ mψn,m→xm

(xm). (10)

If the pairwise factors ψn,m(xn, xm) are symmetric with
regard to xn and xm, and follow the exponential form

ψn,m(xn, xm) = exp(En,mxnxm), xn, xm ∈ {+1,−1},

we can distill the dependency from the function ψn,m to the
scalar parameter En,m ∈ R, which quantifies the repulsive
(En,m < 0) or attractive (En,m > 0) coupling between the
nodes xn and xm. This directly coincides with the pairwise
coupling weights Jn,m = En,m of the Ising model in Exam-
ple 1. The factor nodes In,m of Example 2 can be reduced
to the coupling parameters En,m = −2Gn,m/σ

2.

Challenging the Extrinsic Principle Most of the existing
message passing algorithms follow the extrinsic informa-
tion principle. For instance in turbo decoding, it is known
to be an important property of good message passing de-
coders [Richardson and Urbanke, 2001]. Ensuring that only
extrinsic messages are received, it prevents backcoupling of
intrinsic information in tree-structured graphs, which would
otherwise lead to a self-enhancement of the messages, also
known as “double counting”. Thereby, it guarantees that the
SPA is exact on trees [Kuck et al., 2020]. We argue that this
is in general not valid for cyclic graphs where backcoupling
of messages is inevitable due to the very nature of the cycles.
Therefore, we propose a second message update rule which
operates contradictory to the extrinsic principle: instead of
ignoring the intrinsic message, the message update should
rather actively leverage this additional information, e.g., to
ensure that local consistency between neighboring nodes is
fulfilled.

Without the extrinsic principle, we need to reconsider the
messages from degree-1 factor nodes which are then also

subject to iterative updates. To avoid an increase in complex-
ity due to additional message updates at the degree-1 factor
nodes, we apply a clustering approach similar to [Rapp et al.,
2022]. We split up the single factors ψn(xn) into |Xn| parts
Ψn(xn) := (ψn(xn))

1
|Xn| and merge them into the adjacent

pairwise factors ψn,m(xn, xm), such that the new clustered
factors are

Ψn,m(xn, xm) := Ψn(xn)ψn,m(xn, xm)Ψm(xm).

The overall factorization (2) simplifies to

f(x1, . . . , xN ) =
1

Z

∏
(n,m)∈E

Ψn,m(xn, xm),

which leads to the non-extrinsic mapping

FN(Ψn,m) :

(
mxn→Ψn,m

(xn)
mxm→Ψn,m

(xm)

)
7→ mΨn,m→xm

(xm).

(11)
If the single factors are in exponential form

Ψn(xn) = exp (Enxn) , xn ∈ {+1,−1},

the clustered factors Ψn,m(xn, xm) are fully characterized
by the three scalars En, En,m and Em.

3.1.1 Neural Networks as Function Approximators

Finding suitable mappings (10) or (11) such that the overall
message passing algorithm performs well is generally non-
trivial. We employ feed-forward NNs, known to be efficient
universal function approximators [Hornik et al., 1989], to
reduce the search space of all possible mappings to a set of
weights and biases P , which fully parametrize the NN. At a
factor node fj , the network accepts Nin inputs and produces
the updated outgoing message mfj→xn . For factor graphs
with binary variables xn, the messages mfj→xn

(xn) can be
expressed in scalar log-likelihood ratios (LLRs)

Lfj→xn
:= log

(
mfj→xn

(xn = +1)

mfj→xn
(xn = −1)

)
.

A similar definition holds for the LLRs Lxn→fj based on
the messages mxn→fj (xn). For the extrinsic update (10),
there are Nin = 2 inputs: the LLR of the incoming extrinsic
message and the coupling parameterEn,m of the local factor
node. Without the extrinsic principle, the NN furthermore
accepts the LLR of the intrinsic message as well as En and
Em, i.e., in totalNin = 5 inputs. Since we only approximate
a local mapping from a few scalar inputs to a single output,
we can choose a very compact NN structure with a single
hidden layer and 7 neurons, as summarized in Table 1.

Having set up the NN structure, we are able to define a
convenient message update rule by appropriately tuning
the parameterization P of the NN. We are interested in
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Table 1: NN Architecture

Layer (linear) Activation Dimension

Input ReLU (Nin, 7)
Hidden Tanh (7, 7)
Output Linear (7, 1)

a local update rule such that the overall message passing
performs well. To this end, we optimize P with respect to an
objective function that evaluates the end-to-end performance
of the inference task. Therefore we apply a fixed number of
message passing iterations and back-propagate the gradient
of the objective function in order to iteratively optimize
P using gradient descent based on a representative set of
examples. Note that this data-driven approach inevitably
leads to a specialization of the learned message update to
the data. However, we expect the result to be fairly generic
and to have good generalization capabilities since we only
optimize very few parameters in an otherwise model-aware
system. Moreover, despite the end-to-end optimization, we
only use a single message update rule for the entire factor
graph, i.e., we employ the same instance of the NN for the
message updates at all factor nodes and in each iteration1.

We note that our approach can be interpreted as a special
instance of a GNN as, e.g., described by Yoon et al. [2019].
In comparison, our model passes scalar messages instead of
high-dimensional vectors and does not use any hidden states
or embeddings at the variable nodes. For this reason, we do
not require a second NN with a gated recurrent unit, as used
in [Yoon et al., 2019] to update the hidden states based on
the aggregated messages. Furthermore, we do not require a
third NN which implements a trainable readout function to
interpret the final node embeddings.

3.2 END-TO-END OBJECTIVE FUNCTIONS

In the generic context of marginal inference, we hope
to find a good approximation of the true marginals.
A convenient objective function is the KL divergence
which measures a type of statistical distance between
the beliefs bn(xn) and the exact marginal distributions
p(xn) =

∑
∼{xn} p(x1, . . . , xN ):

LKL := DKL (bn(xn)‖p(xn)) . (12)

For large graphs, the computation of p(xn) might be infea-
sible, and LKL becomes impractical. Therefore, we propose
alternative loss functions in what follows.

1As a consequence, the training procedure of the NN is not
entirely local because the local copies of the NN at each factor
node must be globally synchronized during optimization. However,
the local nature of the message updates is still retained.

The training of a symbol detector as in Example 2 is a typi-
cal supervised learning scenario where the labels are given
by the transmitted symbols cn. An appropriate performance
measure for symbol detection is the bitwise mutual infor-
mation (BMI) which is an achievable information rate2 for
our scenario [Guillén i Fàbregas et al., 2008]. By a sample
mean estimate overD labeled examples (c,y) from the data
batch D, the BMI can be approximated by

BMI ≈ 1− 1

DN

N∑
n=1

∑
(c,y)∈D

log2

(
e−cnLn(y) + 1

)
,

where Ln(y) denotes the LLR from the belief bn(cn) [Al-
varado et al., 2018].

Other applications such as the Ising model in Example 1
relate to the class of unsupervised problems if the true
marginals are not accessible. For such scenarios, we con-
sider a novel and application-agnostic objective function in
the following. Inspired by the Bethe approximation, which
is known to yield excellent results for many applications,
even in cases where the SPA performs poorly [Yuille, 2002],
we propose a regularized minimization of the Bethe free
energy:

LBethe := FBethe + αLL, α ∈ R+. (13)

To ensure local consistency, we introduce the Bethe consis-
tency distance

LL := DKL

(∑
xm

bn,m(xn, xm)

∥∥∥∥∥bn(xn)

)

+DKL

(∑
xn

bn,m(xn, xm)

∥∥∥∥∥bm(xm)

)

as a type of distance measure between the solution of the ap-
proximative inference {bn, bn,m} and the local polytope L.
The weight α in (13) is a hyperparameter that controls how
strictly the local consistency is enforced. With this penalty
term LL, we hope to suppress oscillations in the message
passing, as they occur in the SPA for graphs with strong
coupling.

4 EXPERIMENTS

We consider the examples of Sec. 2.3 for numerical eval-
uation. To enable a deeper analysis, we fix the number of
variable nodes to N = 4 such that the computation of the
true marginals is feasible. Despite this rather small extent,
these models lead to factor graphs with a high density of
short cycles and are thus expressive examples to highlight
the weaknesses of the SPA. Furthermore, we fix the global

2In our case, where the symbols cn follow a Rademacher
distribution, the BMI is equivalent to the mutual information.
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Table 2: Behavior of the Novel Message Passing Algorithm
cycBP for the 2× 2 Spin Glass, Averaged over 105 Graphs

Algo. Loss LKL σ̂LKL FBethe LL

SPA - 0.087 0.265 −7.50 0.30
SPAµ - 0.035 0.113 −7.49 0.12
CCCP - 0.044 0.094 −7.24 2 · 10−6

cycBPe LKL 0.040 0.068 −7.37 0.17
cycBP LKL 0.014 0.023 −7.37 0.48
cycBPe LBethe 0.030 0.054 −7.38 0.11
cycBP LBethe 0.027 0.057 −7.47 0.027

settings of the message passing to standard choices: all LLR
messages are initialized with zero and we perform 10 itera-
tions of a parallel schedule, i.e., each iteration comprises the
parallel update of all messages at the factor nodes followed
by message updates at all variable nodes.

A common technique to improve the performance of the
SPA on graphs with cycles is the use of “momentum”, i.e.,
replacing a message L(t) of the SPA in iteration t with the
weighted average (1 − µ)L(t) + µL(t−1) [Murphy et al.,
1999]. By choosing 0 < µ < 1, the idea is to improve the
convergence behavior of the message passing scheme com-
pared to the original SPA (µ = 0) while retaining the same
fixed points. As in [Murphy et al., 1999], we set µ = 0.1
and use this variant of the SPA as an additional baseline in
the following experiments, where we refer to it as SPAµ.

Besides the SPA, we similarly apply message passing based
on the newly proposed update rule (11). We call the resulting
inference algorithm cycBP (BP for cyclic graphs). If we
use the extrinsic update rule (10), we denote the algorithm
with cycBPe. We also consider the CCCP for the Bethe free
energy as defined in [Yuille, 2002], since it gives interesting
insights into the quality of the Bethe approximation. For the
double loop, we apply 25 outer iterations, each comprising
25 inner iterations.

Ising model We study the 2×2 fully connected spin glass
model of Example 1 for S = 2, i.e., all parameters θn and
Jn,m are independently sampled from a uniform distribution
U [−2,+2]. Table 2 evaluates the behavior of all discussed
inference schemes, averaged over 105 different graphs. σ̂LKL

denotes the empirical standard deviation of LKL of the indi-
vidual graphs from the empirical mean. We can observe that
the SPA does not leverage the full potential of the Bethe ap-
proximation, since the average loss LKL = 0.087 of the SPA
is twice as large compared to LKL = 0.044 for the CCCP.
Although the SPA reaches on average a smaller FBethe than
the CCCP, the beliefs of the SPA show local inconsistencies
with LL = 0.3 due to non-convergent behavior. Using “mo-
mentum” in the SPA message updates can help to mitigate
this behavior: the SPAµ shows improved pairwise consis-
tency LL = 0.12 and also yields in average a better approxi-
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Figure 2: The mapping (10) of the cycBPe algorithm, opti-
mized for the 2× 2 spin glass with S = 3 (solid), in com-
parison with the mapping of the SPA (dotted), plotted for
different coupling En,m.

mation of the true marginals (LKL = 0.035). The CCCP has
a vanishing Bethe consistency distance LL, i.e., the results
of the CCCP lie within the local polytope L. We search for
alternative message update rules, by optimizing P of the
NN-based mappings towards minimal LKL. The training
batches are sampled from a spin glass model with S = 3 to
put more emphasis on graphs with strong coupling, where
the SPA is known to be susceptible to convergence errors.
The results in Tab. 2 show that there indeed exist superior
message update rules to the SPA for this class of cyclic
graphs. Using the extrinsic update rule (10), the cycBPe al-
gorithm reaches LKL = 0.04 and thereby outperforms the
original SPA as well as the CCCP.

We visualize the message update rule of the cycBPe algo-
rithm in Fig. 2 by plotting the optimized mapping (10) from
the incoming LLR message Lxn→ψn,m

to the outgoing LLR
message Lψn,m→xm

. Similar to the SPA, the mapping is
point-symmetric to the origin. The major difference is the
behavior for incident LLR messages with high magnitudes
|Lxn→ψn,m | > 8, where the outgoing messages are heavily
attenuated. Intuitively, this behavior reduces the potential
of oscillation in graphs with strong coupling En,m. We can
further improve the inference performance by disabling the
extrinsic principle in the message passing procedure. The
resulting algorithm cycBP can be interpreted as a generaliza-
tion of cycBPe and outperforms the latter withLKL = 0.014,
as reported in Tab. 2. It also yields a superior approximation
of the true marginals compared to the momentum-based
SPAµ, although the Bethe consistency distance LL = 0.48
is relatively high in this case.

Moreover, we consider unsupervised training towards the
proposed loss function LBethe. For the cycBPe algorithm, the
unsupervised training leads to a smaller loss LKL = 0.03
compared to the supervised training, i.e., the loss function
LBethe is better suited for the optimization via stochastic gra-
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Figure 3: Approximation error LKL on the 2×2 Ising model
with constant parameters θ and J : SPA (top left), CCCP (top
right), cycBP optimized on spin glasses w.r.t. LKL (bottom
left), and cycBPe trained with LBethe (bottom right).

dient descent than the loss function LKL in this case. In the
unsupervised training towards LBethe, we observe substan-
tial differences between the two variants cycBPe and cycBP:
while the optimization of cycBPe converges reliably, the
training of cycBP is unstable and the optimization needs to
run multiple times with different initializations for P until a
reasonable result is obtained. This behavior is also reflected
in the results in Tab. 2, where the cycBP algorithm shows
a degraded performance with LKL = 0.027, compared to
the supervised training (LKL = 0.014). We conjecture that
this is accounted for by the local consistency constraint LL,
which can be directly enforced at the message update at
the factor nodes if the intrinsic message also takes part in
the update. Optimization of the hyperparameter α did not
lead to considerable changes in this behavior and we used
α = 25 for all presented results.

To analyze the convergence properties on highly frustrated
systems, we consider the Ising model with constant param-
eters θ and J . Note that we do not specifically optimize
the models for this scenario, but rather use the previous
parametrization P which is optimized for spin glasses with
S = 3. Figure 3 plots LKL over θ and J for different infer-
ence algorithms. Knoll et al. [2018] showed that the Bethe
free energy has a unique minimum in the complete antifer-
romagnetic domain (J < 0) and in large parts of the ferro-
magnetic case (J > 0), except for a region around θ = 0,
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Figure 4: Detection performance of the proposed cycBP
algorithm, averaged over 107 random channels.

where FBethe has two minima in L. This coincides with our
findings of the approximation error LKL for the CCCP in
Fig. 3. The SPA shows failure to converge in large parts of
the antiferromagnetic region with J < −1, where it does
not converge to the unique fixed point and produces large ap-
proximation errors. The extrinsic message passing scheme
cycBPe, optimized towards LBethe, shows an improved be-
havior. However, in the antiferromagnetic case with strong
repellings (J < −1.5), there are still considerable approxi-
mation errors. The non-extrinsic message passing algorithm
cycBP shows good inference capabilities over the complete
considered region if it is optimized towards LKL. The un-
supervised training with respect to LBethe leads to a similar
performance as the CCCP, however, the training procedure
is again relatively unstable in this case.

Symbol Detection We further consider the factor graphs
of Example 2 for approximate symbol detection on linear
channels with memory L = 2. To generate random chan-
nels, we independently sample each tap h` of the chan-
nel impulse response for every example from a Gaussian
distribution with zero mean and unit variance and subse-
quently normalize each channel to unit energy ‖h‖2 = 1.
Figure 4 evaluates the detection performance of the con-
sidered inference algorithms in terms of the BMI over the
signal-to-noise ratio Eb/N0 = 1/σ2. Both, the SPA and the
CCCP run into an error floor for high Eb/N0, where the
graphs tend to have strong coupling via the factor nodes
In,m(cn, cm). The momentum-based message updates of
the SPAµ enhance the original SPA in the entire Eb/N0

range under consideration and close the performance gap
to the CCCP. During the optimization of the new message
update rules, the Eb/N0 in dB was sampled from U [0, 16]
for each batch element independently. To help the update
rule adapt to different channel realizations, i.e., different
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Eb/N0 and different channel taps h, we feed Eb/N0 and h
as additional inputs to the NN. Figure 4 shows that the opti-
mized algorithms cycBPe and cycBP clearly outperform the
SPA and the CCCP, especially for highEb/N0. Consistently
with our findings on the Ising graphs, the cycBP algorithm
performs better than the extrinsic variant cycBPe. The latter
can also be trained towards LBethe without degrading the
detection performance. This is particularly surprising since
it thereby clearly outperforms the CCCP. The optimization
of the cycBP algorithm towards LBethe does not converge
and is therefore not shown in Fig. 4. However, since training
towards the BMI is feasible for largeN , the supervised train-
ing of the cycBP algorithm yields an attractive algorithm
with low complexity and superior performance, which can
be highly relevant for practical applications.

4.1 DISCUSSION

To investigate the two central questions which we formu-
lated in Sec. 3 and to show the potential of our method,
we investigated compact models with N = 4. These mod-
els are expressive examples for analysis since they have a
high density of short cycles and because the true marginals
are available as ground truth data. However, verifying the
capability of the proposed cycBP algorithm for practical ap-
plications requires extensive numerical evaluation on larger
graphs and varying graph structures. This is ongoing work
and our preliminary results are promising.

5 CONCLUSION

This work considered message passing for approximate in-
ference and showed the existence of message update rules
which perform especially well on cyclic graphs where the
SPA fails. We challenged the extrinsic information principle
for cyclic graphs and proposed an alternative message up-
date rule which also takes intrinsic information into account.
The gain was demonstrated by numerical experiments on
two exemplary classes of factor graphs. The learned mes-
sage update rules generalize well and training is extremely
fast since the update rule is defined by a very compact NN
that is reused at all factor nodes. We furthermore proposed
a novel unsupervised and application-agnostic loss function
that follows the idea of the Bethe approximation.
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