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A TEST ACCURACY, TRAINING TIME, AND TRAINING DETAILS

The test accuracy of PDM with different proximity measures are presented in Table 1. The training time comparison of PDM
with DGI Velickovic et al. [2019] is presented in Table 2. The training details and hyperparameters are shown in Table 3.

Table 1: Test accuracy of PDM with different proximity measures

Cora Citeseer PubMed

PDM (heat kernel) 84.4 74.3 83.6
PDM (PPR) 84.1 74.6 83.8
PDM (SimRank) 82.2 74.6 82.3

Table 2: Training Time Comparison between DGI and PDM

Cora Citeseer
Total Training

Time (ms)
Time Per

Epoch (ms) Test Accuracy
Total Training

Time (ms)
Time Per

Epoch (ms) Test Accuracy

DGI 2980 14.9 82.3 4060 20.3 71.8
PDM 7340 36.7 84.4 10180 50.9 74.6

Table 3: Training details and hyper-parameters for PDM on all datasets

Cora Citeseer PubMed ogbn-arxiv ognb-proteins ogbn-products

Architecture GCN GCN GCN GCN GCN GCN
Depth 1 1 2 3 3 3
Hidden Size 2048 2048 32 2048 2048 1024
Activation Leaky ReLU tanh tanh Leaky ReLU Leaky ReLU tanh
Learning Rate 5e-3 5e-4 1e-2 1e-4 1e-4 1e-4
Diffusion Type Heat Heat PPR PPR PPR PPR
Epochs 100 100 100 100 200 10
Optimizer AdamW [Loshchilov and Hutter, 2019]
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B COMPARISON WITH AUGMENTATION-FREE METHODS

We compare the performance of PDM with the augmentation-free method AFGRL [Lee et al., 2022], and the results are
shown in Table 4. For AFGRL, we consider the best test accuracy for number of neighbors k ∈ {4, 8, 16}. PDM offers
significant improvements over AFGRL, up to 5.1% on citeseer.

Table 4: Test Accuracy of AFGRL and PDM

Cora Citeseer PubMed

AFGRL 81.1 69.5 79.2
PDM 84.4 74.6 83.8
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