Conditional Counterfactual Causal Effect for Individual Attribution
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Abstract

Identifying causes of an event, also termed as causal attribution, is a commonly encountered task in many applications. Existing methods, mostly in the Bayesian or causal inference literature, suffer from two main drawbacks: 1) they cannot attribute for individuals, and 2) only attribute one single cause at a time and cannot deal with the interaction effect among multiple causes. In this paper, we propose an individual causal attribution method, called conditional counterfactual causal effect (CCCE), which utilizes the individual observation as the evidence and is able to handle the common influence and interaction effects of multiple causes simultaneously. We discuss the identifiability of CCCE and then provide the identification formulas under certain proper assumptions. Finally, we conduct experiments on simulated and real data to illustrate the effectiveness of CCCE, compared with many state-of-the-art attribution methods.

1 INTRODUCTION

In many scenarios, we are interested in finding out the underlying causes of occurred events for individuals. For instance, in recommendation systems, when a user makes a purchase, the advertiser would like to know whether the purchase is caused by a particular advertising. This knowledge can be used to evaluate the effect of recommendation and further to guide advertisers to make reasonable payments and schedule future strategies. As another example, one may want to know the reasons why users give a low rating to a product, in order to develop better products. Addressing these questions, however, is not easy, as they require answering causal questions related to counterfactuals [Dawid 2000]. Concretely, the advertisers want to know “Would the user have bought the item if there were no advertising?”, while the latter is about “How would users have rated the product if some attributes of the product were different?”. Therefore, we need a measure to quantify the change of the result when the cause changes, that is, how possibly the result is attributed to the cause.

For bivariate case (a cause and an effect), Pearl [2009] defined probability of necessity (PN) and probability of sufficiency (PS) to measure respectively how necessary or sufficient a cause is for the occurrence of the effect, and extended them to probability of necessary and sufficient causation (PNS), that is, how likely the event is affected in both ways. Dawid et al. [2014] defined probability of causation (PC) and related it to the causal relative risk (RR). These methods can only solve the attribution problem of two variables, but in practice, an effect can be affected by more than one causes. For the situation of multiple causes, Dawid et al. [2016] defined conditional probability of causation based on some background variables that are pre-treatment covariates. Jin [2012] discussed the identification of conditional causal effect. Lu et al. [2022] proposed the posterior total and direct causal effects (PostTCE and PostDCE) and extended the evidence (observational data of individuals) to the case of post-treatment variables. However, both conditional causal effect and PostTCE can only measure the contribution of one cause to the outcome variable at a time, ignoring the joint influence or interaction effect of multiple causes. In practice, interaction effect can be important in many applications [Belch and Michael 1998, Voorveld and Valkenburg 2015, Jensen and Ruback 1983, Ayres and Walter 1991]. For example, in recommendation, the impact of using only television advertisement on users’ purchase may be extremely limited, while using television and print advertisements at the same time may significantly improve the purchases [Naik and Raman 2003, Lin et al. 2013]. In addition, the evidences used by conditional causal effect and PostTCE are also limited. The former only focuses on the pre-treatment covariate, while the latter focuses on the outcome variable and the variables preceding the out-
We consider binary variables $\{X, Y, Z\}$ for true (e.g., purchase of supporting equipment) and $\{X, Y, Z\}$ for false (e.g., no purchase of supporting equipment). We assume that variables $V := \{X, Y, Z\}$ are given in a topological order, so that $W_i$ is not affected by $W_j$ for any $W_i, W_j \in V$ with $i < j$. We can then divide $X$ into two subsets according to the topological order w.r.t. $X_k \in V$. That is, we can write $X = \{A_k, D_k\}$, in which $A_k = \{X_1, \ldots, X_{k-1}\}$ and $D_k = \{X_{k+1}, \ldots, X_p\}$. Given a topological order, the data generating mechanism for $X$ and $Y$ can be described as $X_k = f_k(A_k, \epsilon_k), k = 1, 2, \ldots, p$, and $Y = f_Y(X, \epsilon_Y)$, where $\epsilon_k$’s and $\epsilon_Y$ are independent noise variables [Pearl 2009]. The data generating mechanisms for variables in $Z$ can be similarly defined.

For any subset $S \subseteq \{1, \ldots, p\}$, denote $X_S = \{X_k : \ k \in S\}$ and $|S|$ as the cardinality of $S$. Let $Y_{X_S=x_S}$ denote the potential outcome of $Y$ under $X_S = x_S$, abbreviated as $Y_{x_S}$, and $(X_k)_{n_k}$ is defined similarly. Let $X_{-k} = X \setminus \{X_k\}$ denote the set of variables $X_i$’s without $X_k$, and $x = \{x_1, \ldots, x_p\} \preceq x' = \{x'_1, \ldots, x'_p\}$ denote that $x_i \leq x'_i$ for all $i$. In this paper, we assume the consistency holds [Pearl 2009], that is, for any variable sets $U$ and $V$, we have $U_V = U$ if $V = v$ is observed. We also assume the composition holds [Pearl 2009], that is, for any variable sets $U$, $V$ and $W$, we have that $U_V = u$ implies $U_W = W_v$.

### 2.2 RELATED ATTRACTION METHODS

As discussed in [Dawid 2000], assessing whether one event is the cause of another is different from measuring the effect of a cause. The latter commonly uses Bayesian methods or causal effect, which cannot answer attribution questions. Assume binary valued variables with 1 standing for true or that the event happens. The posterior probability approach is about association and cannot explain causation, since we can write $P(X = 1 \mid Y = 1) = P(Y = 1 \mid X = 1)P(X = 1)/P(Y = 1)$, which relies on the prior probability of $X$. The causal effect measures the effect of a cause, which is about the effect when a cause is turned on and is not suitable for finding the causes given an observed evidence. For example, poison can have a larger average causal effect than unhealthy food on the death. However, when we observe a person dies, it is not proper to always attribute the reason to poison, because he/she may not have taken poison at all. As such, finding the causes of an effect requires involving counterfactuals.

Consider cause $X$ and effect $Y$, and $Y_{X_0=0}$ and $Y_{X_1}$ denote the potential outcomes of $Y$ under $X = 0$ and $X = 1$, respectively. To measure how necessary $X$ is a cause of an observed effect $Y = 1$, [Pearl 2009] defined the probability
of necessity as

\[ \text{PN}(X \Rightarrow Y) = P(Y_{X=0} = 0 \mid X = 1, Y = 1), \]  

which gives the probability that the event \( Y \) would not have occurred in the absence of the event \( X \) given that both events \( Y \) and \( X \) did in fact occur. PN closely matches the reasoning used in lawsuits, where legal responsibility is understood counterfactually, that is, in the sense of necessary causation. In such a context, PN equals the probability that the damage \( Y \) suffered by the plaintiff would not have occurred were it not for the defendant’s action \( X \) [Pearl 1995]. The probability of necessity and the probability of necessity and sufficiency are defined as

\[
\begin{align*}
\text{PS}(X \Rightarrow Y) &= P(Y_{X=1} = 1 \mid X = 0, Y = 0), \\
\text{PNS}(X \Rightarrow Y) &= P(Y_{X=0} = 0, Y_{X=1} = 1). 
\end{align*}
\]

Pearl [2009] provided their identification equations under the assumption of monotonicity \( Y_{X=0} \leq Y_{X=1} \) and the assumption of no confounding \( X \perp Y_x \). Similarly, Lu et al. [2022] defined the conditional probability of necessity as

\[
\text{PN}(X \Rightarrow Y) = P(Y_{X=0} = 0 \mid X = 1, Y = 1),
\]

which measures the attribution of \( X \) on the effect for individuals of cases, that is, \( Y = 1 \), with the evidence \( X = x \). Note that \( \text{PostTCE}(X_k \Rightarrow Y \mid X = x, Y = 1) \) if there is only one cause, that is, \( X = \{X_1\} \). Hence, \( \text{PostTCE} \) can be considered as a generalization of PN in the case of multiple variables.

3 DEFINITION OF CONDITIONAL COUNTERFACTUAL CAUSAL EFFECT

Notice that \( \text{PostTCE} \) measures the impact of only one cause on the outcome. When there exist common effects or interaction effects between two or more causes, it fails to attribute multiple causes simultaneously. Besides, in the problem of individual attribution, we often take some known observational information of individuals as the evidence. \( \text{PostTCE} \) only takes the variables preceding the outcome as the evidence, and cannot use the information provided by the variables succeeding the outcome. To deal with these problems, we propose the conditional counterfactual causal effect, which measures the causal effect of \( X_S \) on \( Y \) for individuals with the evidence \( W = w \).

Definition 1 (Conditional Counterfactual Causal Effect). Given the variable set \( V = (X, Y, Z) \), the evidence \( W = w \) and a set of causes \( X_S \subseteq X \), the conditional counterfactual causal effect of \( X_S \) on \( Y \) is defined as

\[
\text{CCCE}(X_S \Rightarrow Y \mid W = w) = E(Y_{x_S} - Y_{x_S} \mid W = w),
\]

in which \( W \subseteq V \) and \( x_S \geq x_S^0 \).

In many applications such as those mentioned in Section 1, we would set \( x_S^0 \) and \( x_S \) as \( 1_{\{\text{S}\}} \) and \( 0_{\{\text{S}\}} \), which are vectors with all entries being 1 and 0, respectively. By this definition, CCCE can measure the joint influence of all causes in \( X_S \) on the outcome \( Y \). We remark that \( x_S^0 \) and \( x_S \) can be set to other values given other cases of interest; in this paper we will focus on the case with \( x_S^0 \) and \( x_S \) being \( 1_{\{\text{S}\}} \) and \( 0_{\{\text{S}\}} \), respectively. In addition, the evidence \( W = w \) always contains the observation of \( Y \). For example, in order to evaluate the effect of advertising, we are more concerned about the conversion rate of recommendations among people with buying behavior (\( Y = 1 \)). Hence, CCCE measures the causation for causes in \( X_S \). The larger the CCCE of \( X_S \) on \( Y \), the larger the attribution of the effect to the causes \( X_S \) is. Note that the evidence \( W = w \) can contain the observation of \( X_S \). Therefore, CCCE is different from the conditional causal effect in [Lin 2012]. The former is a counterfactual variable, while the latter only conditions on covariates except \( X_S \), that is, the conditional causal effect only involves intervention variables and can be identified with observational and interventional data under suitable assumptions.

CCCE can be regarded as a generalization of \( \text{PostTCE} \). Specifically, in the case of \( Z = \emptyset \) and \( X_S = \{X_1\} \), if the evidence \( W = w \) is in the form of \( \emptyset = \emptyset, Y = 1 \), then CCCE is reduced to \( E(Y_{X_1 = 1} - Y_{X_1 = 0} \mid U = u, Y = 1) \), which is exactly \( \text{PostTCE}(X_1 \Rightarrow Y \mid U = u, Y = 1) \) [Lu et al. 2022]. The details will be given in next section. Further, in the case of \( Z = \emptyset \) and \( X_S = \{X_1\} \), if the evidence is given by \( \{X_1 = 1, Y = 1\} \),
then CCCE is reduced to \( E(Y_{X_1=1} - Y_{X_1=0} \mid X_1 = 1, Y = 1) = P(Y_{X_1=0} = 0 \mid X_1 = 1, Y = 1) \), which is exactly \( \text{PN}(X_1 \Rightarrow Y) \) [Pearl 2009]. What’s more, if the evidence is given by \( \{X_1 = 0, Y = 0\} \), then CCCE is reduced to \( E(Y_{X_1=1} - Y_{X_1=0} \mid X_1 = 0, Y = 0) = P(Y_{X_1=1} = 1 \mid X_1 = 0, Y = 0) \), which is exactly \( \text{PS}(X_1 \Rightarrow Y) \) [Pearl 2009]. Thus, CCCE can be considered as a generalization of PN, PS and PostTCE. It should be noted that this generalization is not trivial, because CCCE calculates the impact of random multiple causes on the result simultaneously, and also adds \( Z \) into the evidence set, which makes the identifiability of CCCE more complex than PostTCE.

4 IDENTIFIABILITY FOR CONDITIONAL COUNTERFACTUAL CAUSAL EFFECT

Similar to PN, PC and PostTCE, CCCE also requires to calculate the probability of counterfactual variables. In this section, we provide the assumptions required for identifiability (Section 4.1) and discuss the identifiability of CCCE under different evidences. In Section 4.2, we present the identification formula of CCCE given the evidence about a subset of \( X \). In Section 4.3, we discuss the identifiability of CCCE given the evidence about the outcome variable \( Y \) and a subset of \( X \). In Section 4.4, we extend the evidence set to the general case, that is, an arbitrary subset \( W \subseteq V \), and give a general result on the identifiability of CCCE.

4.1 ASSUMPTIONS

To give the identification formula of CCCE, the following assumptions are required.

**Assumption 1** (No confounding).

(a) There is no confounding among the variables in \( X \), that is, \((X_k)_{a_k} \perp A_k\) for all \( a_k \) and \( k = 2, \ldots, p\);
(b) There is no confounding between \( Y \) and \( X \), that is, \( Y_X \perp X \) for all \( x \);
(c) Given \( X \) and \( Y \), there is no confounding between \((X,Y)\) and \( Z \), that is, \((Y_X, X_\mathbb{S}) \perp Z \mid X, Y \) for all \( x, x_\mathbb{S} \) and \( X_{\mathbb{S}} \subseteq X \).

The assumption of no confounding is also known as the assumption of ignorability [Paul and Donald 1983] or exogeneity [Pearl 2009], implying that there is no unobserved confounders. The Assumptions [1(a)] and [1(b)] are satisfied if \( \epsilon_1, \ldots, \epsilon_p \) are mutually independent and \((\epsilon_1, \ldots, \epsilon_p)\) and \( \epsilon_Y \) are independent, respectively, while the Assumption [1(c)] is satisfied when \((\epsilon_1, \ldots, \epsilon_p, \epsilon_Y)\) and the noise variables of \( Z \) are independent.

**Assumption 2** (Monotonicity).

(a) The variables in \( X \) satisfy the monotonicity, that is, \((X_k)_{a_k} \leq (X_k)_{a'_k}\) for all \( k = 1, \ldots, p \) whenever \( a_k \leq a'_k\);
(b) The outcome variable \( Y \) satisfies the monotonicity, that is, \( Y_X \leq Y_{X'} \) whenever \( x \leq x' \).

The assumption of monotonicity is often assumed in practice, implying that the causes cannot prevent the effect. For example, in the field of recommendation, the effect of using television and print advertisements at the same time is no worse than using only one of them. In this sense, the effect of \( n + 1 \) causes is definitely not worse than \( n \) causes. However, it should be noted that there are many redundant causes. For example, given all parents of the outcome, the other ancestor variables become independent of the outcome. In reality, there indeed exists some situations that the monotonicity cannot be satisfied. For example, moderate exercise is beneficial for physical health, but excessive exercise can actually be harmful. But in general, monotonicity is a common assumption in attribution problems and can be satisfied in most cases in practical applications.

4.2 IDENTIFIABILITY OF THE CCCE CONDITIONED ON A SUBSET OF \( X \)

Under Assumptions [1] and [2], we discuss the identifiability and provide the identification equation of CCCE given the evidence about a subset of \( X \), that is, \( \text{CCCE}(X_{\mathbb{S}} \Rightarrow Y \mid X' = x') \), where \( X' \subseteq X \). According to the definition of CCCE, we first discuss the identifiability of the conditional probabilities \( P(Y_{x_{\mathbb{S}}'} = 1 \mid X = x) \) and \( P(Y_{x_{\mathbb{S}}'} = 1 \mid X = x) \) for any \( x_{\mathbb{S}} \leq x_{\mathbb{S}} \preceq x_{\mathbb{S}}^0 \), where \( x_{\mathbb{S}} \subseteq x \), as shown in Lemma [1] and Lemma [2] in the following.

**Lemma 1.** Given a causal ordering \((X, Y, Z) = (X_1, \ldots, X_p, Y, Z)\), let \( \mathbb{S} \subseteq \{1, \ldots, p\} \) and \( x_{\mathbb{S}}^0 \preceq x_{\mathbb{S}} \). Under Assumptions [1(a)], [1(b)] and Assumption [2(a)], the conditional probability \( P(Y_{x_{\mathbb{S}}^0} = 1 \mid X = x) \) is identifiable, and its identification formula is

\[
P(Y_{x_{\mathbb{S}}^0} = 1 \mid X = x) = \mathbb{P}(Y_{x_{\mathbb{S}}^0} = 1 \mid A_k = a_k, D_k = d_k) = \sum_{c_{k:p}} \left\{ P(Y = 1 \mid A_k = a_k, D_k = c_{k:p}) \times \prod_{i \in \{k, \ldots, p\} \setminus \mathbb{S}} \left[ 1 - x_i c_i + x_i (-1)^{1-c_i} \right] \times P(X_i = 1 \mid A_i = a_i) \right\},
\]

where \( x_{\mathbb{S}} \subseteq x, k = \min \mathbb{S}, X_{k:1} = \{X_k, \ldots, X_{i-1}\} \) and \( c_{k:p} = (c_k, \ldots, c_p) \) satisfying \( c_i = x_i^0 \) if \( i \in \mathbb{S} \).

**Proof (sketch).** By topological order, starting from the variable with the smallest index in \( X_{\mathbb{S}} \), iteratively simplify the
counterfactual terms into the observational terms by using the no confounding assumption, monotonicity assumption, consistency and composition. More details are given in the supplementary material.

**Lemma 2.** Given a causal ordering \((X, Y, Z) = (X_1, \ldots, X_p, Y, Z)\), let \(S \subseteq \{1, \ldots, p\}\) and \(x_S^1 \geq x_S \geq x_S^0\). Under Assumptions \([7a, 7b]\) and Assumption \([2a]\), the conditional probability \(P(Y_{x_S^1} = 1 \mid X = x)\) is identifiable, and its identification formula is

\[
P(Y_{x_S^1} = 1 \mid X = x) = \sum_{c_{k:p} \geq d_k} \left\{ \prod_{i \in \{k, \ldots, p\}} x_i + c_i - x_i c_i + (1 - x_i) \right\}
\]

where \(x_{x_S^0} \subseteq x, x_{x_S^1} = \{X_{k_i} \mid c_{k_i} = c_{k_1} \mid i \in S\} \text{ and } c_{k:p} = (c_{k_1}, \ldots, c_p)\) satisfying \(c_i = x_i^1\) if \(i \in S\).

A proof (and also proofs of the remaining lemmas and theorems) can be found in the supplementary material. Taking Lemma \([1]\) as an example, the conditional probability \(P(Y = 1 \mid A_k = a_k, D_k = c_{k:p})\) in Equation \([7]\) contains \(D_k\) in the condition part, which may be affected by \(X_S\). Especially, if the observed sample \(x_S = x_S^0\) appears in the evidence \(W = w\), then the conditional probability \(P(Y_{x_S^0} = 1 \mid X = x) = P(Y = 1 \mid X = x)\) by consistency. If \(Z = \emptyset\) and \(|S| = 1\), that is, \(X_S = \{X_1\}\), then Lemma \([4]\) degenerates to Lemma \([1]\) in [Lu et al. 2022]. A similar observation holds for Lemma \([2]\).

Based on the above lemmas, we next present the identifiability result of CCCE given the evidence about \(X\).

**Theorem 1.** Given a causal ordering \((X_1, \ldots, X_p, Y, Z)\), let \(S \subseteq \{1, \ldots, p\}\). Under Assumptions \([7a, 7b]\) and Assumption \([2a]\), CCCE \(X_S \Rightarrow Y \mid X = x\) is identifiable, and its identification formula can be obtained by substituting the equations in Lemma \([7]\) and Lemma \([2]\) into its definition, that is,

\[
\text{CCCE}(X_S \Rightarrow Y \mid X = x) = P(Y_{x_S^1} = 1 \mid X = x) - P(Y_{x_S^0} = 1 \mid X = x),
\]

where \(x_S^1 \geq x_S \geq x_S^0\) and \(x_S \subseteq x\).

Notice that the identification formulas in Lemma \([1]\) and Lemma \([2]\) only have the probability of observed variables, implying that CCCE in Theorem \([1]\) can be estimated from the observational data only. However, sometimes we can only get a part of evidence of \(X\), say, \(X' \subseteq X\). Hence, we show below the identifiability of the CCCE based on the evidence about a subset of \(X\).

**Corollary 1.** Given a causal ordering \((X_1, \ldots, X_p, Y, Z)\), let \(S \subseteq \{1, \ldots, p\}\), \(X' \subseteq X\) and \(X' = x'\), then the following equation holds:

\[
\text{CCCE}(X_S \Rightarrow Y \mid X' = x') = \sum_{x \geq x'} \text{CCCE}(X_S \Rightarrow Y \mid X = x) \times P(X = x \mid X' = x').
\]

Further, if Assumptions \([7a, 7b]\) and \([2a]\) are satisfied, CCCE \(X_S \Rightarrow Y \mid X' = x'\) is identifiable according to Theorem \([7]\).

In the corollary above, we show that the CCCE with the evidence of a subset \(X' = x'\) is the expectation of that with the evidence of the full set \(X = x\) that are taken over the unknown causes \(X \setminus X'\) conditionally on \(X' = x'\). In other words, the CCCE with the evidence of a subset \(X' = x'\) is identifiable whenever that with the evidence of the full set \(X = x\) is identifiable.

### 4.3 Identifiability of the CCCE conditioned on \((X, Y)\)

In the practical application of the attribution problem, we often pay more attention to the group of cases \((Y = 1)\). For example, among all the people who buy an item, advertisers want to know whether their buying behavior is due to recommendation. Below we give the identifiability of CCCE given the evidence about \(X\) and \(Y\).

**Theorem 2.** Under Assumption \([2b]\), the following equations hold:

\[
\text{CCCE}(X_S \Rightarrow Y \mid X = x, Y = 1) = 1 - \frac{P(Y_{x_S^0} = 1 \mid X = x)}{P(Y = 1 \mid X = x)};
\]

\[
\text{CCCE}(X_S \Rightarrow Y \mid X = x, Y = 0) = 1 - \frac{P(Y_{x_S^0} = 0 \mid X = x)}{P(Y = 0 \mid X = x)},
\]

where \(S \subseteq \{1, \ldots, p\}\), \(x_S^1 \geq x_S \geq x_S^0\) and \(x_S \subseteq x\). Further, if Assumptions \([7a, 7b]\) and \([2a]\) are satisfied, CCCE \(X_S \Rightarrow Y \mid X = x, Y = y\) for \(y = 0, 1\) is identifiable and its identification formulas can be obtained by substituting the equations \([7]\) and \([8]\) into equations above, respectively.

Similar to Corollary \([1]\) we also present the identifiability of CCCE based on the evidence about the outcome variable \(Y\) and a subset of \(X\).
Corollary 2. Given a causal ordering \((X_1,\ldots,X_p,Y,Z)\), let \(S \subseteq \{1,\ldots,p\}\), \(X' \subseteq X\) and \(X' = x'\), then the following equation holds:

\[
\text{CCCE}(X_S \Rightarrow Y \mid X' = x',Y = y) = \sum_{x \in x'} \text{CCCE}(X_S \Rightarrow Y \mid X = x,Y = y) \times P(X = x \mid X' = x',Y = y),
\]

for \(y = 0,1\). Further, if Assumptions \(7(a),\ 7(b)\) and \(2\) are satisfied, \(\text{CCCE}(X_S \Rightarrow Y \mid X' = x',Y = y)\) is identifiable according to Theorem \(2\).

### 4.4 A GENERAL IDENTIFIABILITY RESULT FOR CCCE

Given the previous identifiability results, we now consider a more general setting and discuss the identifiability of CCCE based on the evidence of an arbitrary subset \(S\). Before describing the main result in Theorem \(3\) we start with two useful results.

Lemma 3. Under Assumption \(7(c)\), we have

\[
P(Y_{x_S} = 1 \mid X = x,Y = y,Z = z) = P(Y_{x_S} = 1 \mid X = x,Y = y),
\]

where \(S \subseteq \{1,\ldots,p\}\) and \(x_S^*\) denotes an arbitrary value of \(x_S\).

Using Lemma \(3\), we can give the identifiability of CCCE based on the evidence about the complete set \((X,Y,Z)\), as shown in the following.

Corollary 3. Given a causal ordering \((X_1,\ldots,X_p,Y,Z)\), let \(S \subseteq \{1,\ldots,p\}\), CCCE based on the evidence about the complete set has the following equation:

\[
\text{CCCE}(X_S \Rightarrow Y \mid X = x,Y = y,Z = z) = \text{CCCE}(X_S \Rightarrow Y \mid X = x,Y = y).
\]

Based on all conclusions in this section, now we can give a general result for the identifiability of CCCE based on the evidence about an arbitrary subset of \(V\), as shown below.

Theorem 3. Given a causal ordering \((X_1,\ldots,X_p,Y,Z)\), let \(S \subseteq \{1,\ldots,p\}\), and \(W\) is an arbitrary subset of \((X,Y,Z)\). Under Assumption \(7\) and Assumption \(2\), CCCE of \(X_S\) on \(Y\) based on the evidence \(W = w\) has the following equation:

\[
\text{CCCE}(X_S \Rightarrow Y \mid W = w) = \sum_{(x,y,z): (x,y,z) \in w} \text{CCCE}(X_S \Rightarrow Y \mid X = x,Y = y) \times P(X = x,Y = y,Z = z \mid W = w),
\]

which is identifiable according to Theorem \(2\).

According to the results in this section, CCCE only uses the topological ordering of the variables for the attribution, but a causal graph may have several different valid topological orderings. In fact, for a given graph, the value of CCCE is invariant for different valid topological orderings, as long as the evidence set \(W = w\) contains the variable \(Y\) and its all ancestors. Note that, for any topological ordering of a given graph, the order of ancestors of \(Y\) always precedes the order of \(Y\). Therefore, for any given valid topological ordering, we only need to make the evidence set \(W = w\) contain \(Y\) and the variables before \(Y\) in this ordering.

## 5 EXPERIMENTS

In this section, we conduct experiments to illustrate the effectiveness of CCCE and compare it with other attribution methods. We run the experiments on a desktop computer with Intel(R) Core(TM) i5-8250U CPU and 8GB RAM. The codes are available at [https://github.com/LLily0703/CCCE](https://github.com/LLily0703/CCCE).

### 5.1 SIMULATION

**Setup** Consider a real-world scenario in which we aim to find out why a family purchases eye-protection lamps. The causal graph describing the relations of related factors is given in Figure 1, where Children (\(X_1\)), Kid Tablets (\(X_2\)), Education (\(X_3\)), Books (\(X_4\)), Children’s Watch (\(X_5\)) and Stationery (\(X_6\)) are some possible causes of Eye-protection Lamps (\(Y\)) and the direct arrows indicate direct effects between variables. All the variables are binary-valued, and \(X_1 = 1\) denotes that there are children in the family, \(X_3 = 1\) denotes the family attaches importance to education, \(X_j = 1, j = 2, 4, 5, 6\) denotes that the family has purchased the corresponding items and \(Y = 1\) denotes the family has purchased the eye-protection lamps. According to the causal graph, a topological order of variables is given by \((X_1, X_3, X_2, X_4, X_5, Y, X_6)\). Note that while the true causal graph is used for generating data in our experiments, only this topological order is available for attribution. Besides, we assume that these variables satisfy the assumption of no confounding and the assumption of monotonicity.

![Figure 1: A causal graph of eye-protection lamps](https://example.com/cg.png)

**Data Generating Process** The do-calculus [Pearl 1995] and the Markov property of \(P(V)\) w.r.t. causal graph \(\mathcal{G}\)
According to the above data generating process, we generate ten different causal graphs with the same structure but different causal mechanisms (edge weights). Afterwards, we conduct ten experiments on each causal graph, that is, generate ten different datasets with a sample size of 1000. We first randomly select the probabilities. For each individual sample, we use RAND (randomly select in variables preceding \( Y \)), POST \((P(X_k = 1 | Y = 1))\), PN, PS, PNS, ACE, POSTTCE and CCCE for attribution and take the observational sample \((x_1, x_2, x_3, x_4, y, x_6)\) as the evidence. When looking for only one reason, we regard the variable with the largest value as the true cause of the outcome. For two causes, CCCE can measure the impact of two variables simultaneously, while other methods measure one cause at a time and find the two with the first two largest values as true causes.

**Evaluation and Result** After finding the causes, we use the Change Rate (CR, higher is better) to measure the effectiveness and accuracy of attribution. To define the Change Rate, let \( N \) be the size of observational data set \( D \). Let \( A = \{ v = (x_1, x_3, x_2, x_4, x_5, y, x_6) \in D | y = 1 \text{ occurs in } v \} \). Then for any vector in \( A \), set the value of cause variables \( X_S \) in these vectors to 0 and generate the sample of the counterfactual variable \( Y_{X_S=0} \) to replace \( y \) in them. Then, let \( B = \{ v = (X_S, x_1, x_3, x_2, x_4, x_5, y, x_6) \in A \ | \ y_{X_S=0} = 0 \text{ occurs in } v \} \), where \( V \) is the set of all variables except \( Y \). Hence, the Change Rate can be calculated by \(|B|/N\). In fact, the set \( B \) pick up a group of people that given \( X_S = 1 \) and \( Y = 1 \), when we change the value of \( X_S \) to zero, then the value of \( Y \) changes to 0 from 1. Therefore, the Change Rate calculates the proportion of people in set \( B \) to the total population, which is an estimate of the counterfactual probability \( P(Y_{X_S=0} = 0 | \text{ } V = v, Y = 1) \). The higher the proportion of this kind of people, the greater the impact of \( X_S \) on \( Y \). We repeat the above experiment ten times with different seeds and take the average as the result, as shown in Table I.

<table>
<thead>
<tr>
<th></th>
<th>RAND</th>
<th>POST</th>
<th>PN</th>
<th>PS</th>
<th>PNS</th>
<th>ACE</th>
<th>POSTTCE</th>
<th>CCCE</th>
</tr>
</thead>
<tbody>
<tr>
<td>CR1</td>
<td>0.2390</td>
<td>0.4502</td>
<td>0.4598</td>
<td>0.4437</td>
<td>0.4602</td>
<td>0.4515</td>
<td>0.6636</td>
<td><strong>0.6713</strong></td>
</tr>
<tr>
<td>std.</td>
<td>(0.0143)</td>
<td>(0.0278)</td>
<td>(0.0247)</td>
<td>(0.0419)</td>
<td>(0.0276)</td>
<td>(0.0284)</td>
<td>(0.0290)</td>
<td>(0.0303)</td>
</tr>
<tr>
<td>CR2</td>
<td>0.3842</td>
<td>0.6706</td>
<td>0.6434</td>
<td>0.6420</td>
<td>0.6394</td>
<td>0.6712</td>
<td>0.7026</td>
<td><strong>0.7398</strong></td>
</tr>
<tr>
<td>std.</td>
<td>(0.0141)</td>
<td>(0.0360)</td>
<td>(0.0257)</td>
<td>(0.0268)</td>
<td>(0.0267)</td>
<td>(0.0350)</td>
<td>(0.0277)</td>
<td>(0.0200)</td>
</tr>
</tbody>
</table>

Let \( PA(X, G) \) denote the parents of \( X \) in the causal graph \( G \), which can be abbreviated as \( PA(X) \). Then the conditional distribution of each variable \( X_i \) is transformed into the marginal distribution of \( 2^{PA(X, G)} \) binary counterfactual variables, except for the root nodes. Hence, according to the topological order, we can generate observation data by using these counterfactual probabilities. First, we generate samples \((x_1, x_2)\) of root variables \((X_1, X_3)\) according to the distributions \( P(X_1), P(X_3) \). Then, according to the topological ordering, generate the sample \( x_3 \) of \( X_4 \) by its marginal counterfactual distributions \( P((X_2)_{x_1, x_3}) = P((X_2)_{x_1}) \). Similarly, we have \( x_4 \). Then, we generate sample of \( x_5 \) and \( x_6 \) of \( X_6 \) through \( x_1, x_2 \) and \( x_3 \) respectively. Finally, we can get \((x_2, x_1, x_3, x_4)\) in order, \((x_3, x_2, x_1, x_4)\), \((x_4, x_3, x_2, x_1)\), \((x_1, x_2, x_3, x_4)\) using these counterfactual probabilities.

In our simulation, the probabilities are either (i) generated in order, we can generate samples of all variables \((x_1, x_2, x_3, x_4)\), \((x_1, x_2, x_3, x_4, y)\), \((x_1, x_2, x_3, x_4, y, x_6)\) as the evidence. When looking for only one reason, we regard the variable with the largest value as the true cause of the outcome. For two causes, CCCE can measure the impact of two variables simultaneously, while other methods measure one cause at a time and find the two with the first two largest values as true causes.

**Evaluation and Result** After finding the causes, we use the Change Rate (CR, higher is better) to measure the effectiveness and accuracy of attribution. To define the Change Rate, let \( N \) be the size of observational data set \( D \). Let \( A = \{ v = (x_1, x_3, x_2, x_4, x_5, y, x_6) \in D | y = 1 \text{ occurs in } v \} \). Then for any vector in \( A \), set the value of cause variables \( X_S \) in these vectors to 0 and generate the sample of the counterfactual variable \( Y_{X_S=0} \) to replace \( y \) in them. Then, let \( B = \{ v = (X_S, x_1, x_3, x_2, x_4, x_5, y, x_6) \in A \ | \ y_{X_S=0} = 0 \text{ occurs in } v \} \), where \( V \) is the set of all variables except \( Y \). Hence, the Change Rate can be calculated by \(|B|/N\). In fact, the set \( B \) pick up a group of people that given \( X_S = 1 \) and \( Y = 1 \), when we change the value of \( X_S \) to zero, then the value of \( Y \) changes to 0 from 1. Therefore, the Change Rate calculates the proportion of people in set \( B \) to the total population, which is an estimate of the counterfactual probability \( P(Y_{X_S=0} = 0 | \text{ } V = v, Y = 1) \). The higher the proportion of this kind of people, the greater the impact of \( X_S \) on \( Y \). We repeat the above experiment ten times with different seeds and take the average as the result, as shown in Table I.

<table>
<thead>
<tr>
<th></th>
<th>RAND</th>
<th>POST</th>
<th>PN</th>
<th>PS</th>
<th>PNS</th>
<th>ACE</th>
<th>POSTTCE</th>
<th>CCCE</th>
</tr>
</thead>
<tbody>
<tr>
<td>CR1</td>
<td>0.2390</td>
<td>0.4502</td>
<td>0.4598</td>
<td>0.4437</td>
<td>0.4602</td>
<td>0.4515</td>
<td>0.6636</td>
<td><strong>0.6713</strong></td>
</tr>
<tr>
<td>std.</td>
<td>(0.0143)</td>
<td>(0.0278)</td>
<td>(0.0247)</td>
<td>(0.0419)</td>
<td>(0.0276)</td>
<td>(0.0284)</td>
<td>(0.0290)</td>
<td>(0.0303)</td>
</tr>
<tr>
<td>CR2</td>
<td>0.3842</td>
<td>0.6706</td>
<td>0.6434</td>
<td>0.6420</td>
<td>0.6394</td>
<td>0.6712</td>
<td>0.7026</td>
<td><strong>0.7398</strong></td>
</tr>
<tr>
<td>std.</td>
<td>(0.0141)</td>
<td>(0.0360)</td>
<td>(0.0257)</td>
<td>(0.0268)</td>
<td>(0.0267)</td>
<td>(0.0350)</td>
<td>(0.0277)</td>
<td>(0.0200)</td>
</tr>
</tbody>
</table>

CR1 shows the average change rate of different methods for attributing one cause, while numbers in parentheses in the second line are their standard deviations. Recall that when only one cause is attributed, CCCE degenerates into POSTTCE. It can be seen that POSTTCE and CCCE perform much better than other methods and have similar change rates, 0.6636 and 0.6713, respectively. In addition, CR2 in Table I shows the average change rate for attributing two causes. Due to monotonicity, all methods perform better.
than attributing one cause, and POST and TCE are still much better than others. Besides, CR2 of CCCE is only about 3.72% higher than that of POST, as counterfactual probabilities of all causes are generated independently and randomly, and there is no interaction effect in this case. Therefore, there is little difference between attributing two variables simultaneously and attributing one variable twice.

Next, we use the method of Equation (16) to generate the probabilities of counterfactuals with explicit interaction effect. In particular, \( \gamma_1 \sim \text{Uniform}(1, 3); \gamma_j, \gamma_j \sim \text{Uniform}(-2, 2), j = 2, \ldots, 6; \alpha_{ij} \sim \text{Uniform}(0, 0.5); \alpha_{Y1} \sim \text{Uniform}(0, 1); \alpha_{Yj} \sim \text{Uniform}(0, 0.5), j = 2, 3; \) and \( \beta = 2. \) We use the same way to calculate the change rate for attributing two causes. The results are shown in Table 2.

In this case, there is an interaction effect between \( X_2 \) and \( X_3. \) It can be seen that the change rate of CCCE (0.6597) is the highest, at least 5% higher than other methods. This is because when there is the interaction effect, only CCCE can attribute multiple causes simultaneously while other methods can only calculate one cause at a time.

As mentioned before, the monotonicity assumption may not be true in practice. Hence, we next test the performance of CCCE and the baselines when that monotonicity assumption does not hold. In this experiment, we randomly select several causal graphs for simulation experiments. The experimental setup is exactly the same as that in Table 1 in our previous paper, except that when we generate counterfactual samples, a proportion \( p = (0, 0.2, 0.4, 0.6) \) of random samples will not meet the monotonicity assumption. We present the result of one of the causal graphs here, as shown in Table 3, while the other causal graphs have similar results.

It can be seen that with the decline of the level of monotonicity, the effects of all methods have declined to a certain extent. However, even so, under different levels of monotonicity, the performance of each method is similar to that in Table 1, that is, the performance of POST and CCCE is much better than that of other methods, while the performance of CCCE is slightly better than that of POST, but the difference is not significant. This is because this experiment is the same as the setup of Table 1, which is conducted without interaction effect. This also shows that even if monotonicity is not satisfied, our method can still achieve very good results. In addition, when the monotonicity assumption is destroyed, the CR2 values of some methods are less than their CR1 values. In other words, the effect of attributing two causes is not as good as that of attributing one cause, which also shows that the monotonicity assumption is indeed destroyed.

---

Table 2: Change rate of methods for attribution with interaction effect.

<table>
<thead>
<tr>
<th>p</th>
<th>RAND</th>
<th>POST</th>
<th>PN</th>
<th>PS</th>
<th>PNS</th>
<th>ACE</th>
<th>POST TCE</th>
<th>CCCE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CR2</td>
<td>0.3976</td>
<td>0.5863</td>
<td>0.5300</td>
<td>0.5263</td>
<td>0.5340</td>
<td>0.5471</td>
<td>0.6088</td>
</tr>
<tr>
<td></td>
<td>std.</td>
<td>(0.0206)</td>
<td>(0.0266)</td>
<td>(0.0263)</td>
<td>(0.0257)</td>
<td>(0.0320)</td>
<td>(0.0310)</td>
<td>(0.0238)</td>
</tr>
</tbody>
</table>

Table 3: Change rate of methods for attribution under different level of monotonicity.

<table>
<thead>
<tr>
<th>p</th>
<th>RAND</th>
<th>POST</th>
<th>PN</th>
<th>PS</th>
<th>PNS</th>
<th>ACE</th>
<th>POST TCE</th>
<th>CCCE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CR1</td>
<td>0.1795</td>
<td>0.5375</td>
<td>0.5342</td>
<td>0.5337</td>
<td>0.5352</td>
<td>0.5348</td>
<td>0.6517</td>
</tr>
<tr>
<td></td>
<td>std.</td>
<td>(0.0096)</td>
<td>(0.0107)</td>
<td>(0.0060)</td>
<td>(0.0164)</td>
<td>(0.0098)</td>
<td>(0.0112)</td>
<td>(0.0121)</td>
</tr>
<tr>
<td>0.2</td>
<td>CR1</td>
<td>0.1772</td>
<td>0.5154</td>
<td>0.5119</td>
<td>0.5210</td>
<td>0.5116</td>
<td>0.5100</td>
<td>0.6345</td>
</tr>
<tr>
<td></td>
<td>std.</td>
<td>(0.0096)</td>
<td>(0.0107)</td>
<td>(0.0060)</td>
<td>(0.0164)</td>
<td>(0.0098)</td>
<td>(0.0112)</td>
<td>(0.0121)</td>
</tr>
<tr>
<td>0.4</td>
<td>CR1</td>
<td>0.1755</td>
<td>0.4942</td>
<td>0.4902</td>
<td>0.4920</td>
<td>0.4915</td>
<td>0.4871</td>
<td>0.6177</td>
</tr>
<tr>
<td></td>
<td>std.</td>
<td>(0.0096)</td>
<td>(0.0107)</td>
<td>(0.0060)</td>
<td>(0.0164)</td>
<td>(0.0098)</td>
<td>(0.0112)</td>
<td>(0.0121)</td>
</tr>
<tr>
<td>0.6</td>
<td>CR1</td>
<td>0.1651</td>
<td>0.4698</td>
<td>0.4758</td>
<td>0.4688</td>
<td>0.4675</td>
<td>0.4668</td>
<td>0.5977</td>
</tr>
<tr>
<td></td>
<td>std.</td>
<td>(0.0090)</td>
<td>(0.0122)</td>
<td>(0.0152)</td>
<td>(0.0113)</td>
<td>(0.0149)</td>
<td>(0.0131)</td>
<td>(0.0120)</td>
</tr>
</tbody>
</table>

---
5.2 REAL DATA

In this experiment, we apply our method to a real world dataset about the expression levels of proteins and phospholipids [Sachs et al., 2005]. The ground truth causal graph has 11 vertices and 19 edges, as shown in Figure 2. We aim to attribute the expression of the variable Mek in Figure 2. Here we only use the observational data with 853 samples for our attribution. We binarize the data by setting the data greater than the median value to 1, and 0 otherwise.

Figure 2: The ground truth causal graph of 11 proteins and phospholipids in [Sachs et al., 2005].

We assume that the causal order is known as (PKC, PKA, Raf, Jnk, P38, Mek, Erk, Akt, Pleg, PIP2, PIP3). We take the empirical posterior probabilities $P(X_j = 1 | A_j = a_j)$ as the counterfactual probabilities $P((X_j)_{n_j})$ and calculate the change rates of different methods in the same way as Section 5.1. The results are shown in Table 4. Similarly, CR1 in Table 4 is the average change rate for attributing one cause. Again, POSTTCE and CCCE outperform other methods. Note that the change rates of POSTTCE and CCCE are close, while the latter has a smaller standard deviation. As for CR2, the average change rate for attributing two causes, CCCE performs best and its change rate is 5.75% higher and a smaller standard deviation compared with POSTTCE. This implies that there is an interaction effect between the causes of Mek. It is worth noting that values of CR2 obtained by POST, PN, PS, PNS and POSTTCE are lower than those of CR1, respectively. We conjecture that this is because the monotonicity assumption may not hold in this dataset. Nevertheless, CCCE still has an increased change rate.

6 CONCLUDING REMARKS

In this paper, we propose CCCE to quantify how possibly the result is attributed to causes. In particular, CCCE allows us to attribute several causes simultaneously and characterize the interaction effect between two or more causes. In addition, CCCE can use the observational data of any variable as evidence, including post-treatment variables and variables may be affected by the outcome. We discuss the identifiability of CCCE, and present the assumptions required and identification equations in different cases. According to these results, we extend the result to the general case, and finally give a general result on th identifiability of CCCE. We apply our method to both synthetic and real world datasets and achieve a significant improvement over the existing methods.

In the present paper, all variables involved are binary, which might be a limitation in practice. We plan to extend CCCE to the case of discrete or categorical variables. Relaxing the assumption of a known causal order is also a future work direction.
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