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1 OMITTED PROOF

Lemma 1.1 Assuming that D and B have bounded co-
variance matrices ΣD,ΣB ≤ σ2I , and their means have
an apparent difference, i.e., ∥µD − µB∥22 ≥ ασ2

ϵ where
α > 2665

576 , then if we drop all the representations that sat-
isfies |⟨r − µP ,v⟩| ≥ t with a certain t, then we can re-
duce the scale of the poisoned deviation from O(ϵ

√
dr) to

Θ(ϵ2
√
dr).

To prove the above lemma, we need the help of Chebyshev’s
inequality, which is introduced in the following.

Lemma 1.2 (Chebyshev’s inequality) Given a scalar ran-
dom variable X , if E[X] = µ and Var[X] = σ2, then

P(|X − µ| ≥ t) ≤ σ2

t2
(1)

Given Chebyshev’s inequality, we have the following corol-
lary, which will be used in the proof of Lemma 1.1.

Corollary 1.1 Given a multi-dimensional variable X , if
E[X] = µ and Cov[X] ≤ σ2I , then for any unit vector u,
we have

P(|⟨X − µ,u⟩| > t) ≤ σ2

t2
(2)

Proof [Proof of Corollary 1.1]

Considering ⟨X,u⟩ as a scalar random variable, we have
E[⟨X,u⟩] = ⟨µ,u⟩ and,

Var[⟨X,u⟩] = uTCov[X]u ≤ σ2. (3)

With Chebyshev’s inequality, we know that

P(|⟨X,u⟩ − ⟨µ,u⟩| ≥ t) ≤ Var[⟨X,u⟩]
t2

≤ σ2

t2
(4)

Beyond Corollary 1.1, we also need to use the following
lemma and corollary in the proof of Lemma 1.1.

Lemma 1.3 Given two distributions P and Q with mean
µP and µQ and covariance matrices ΣP ,ΣQ ≤ σ2I , if

∥µP −µQ∥22 ≥ ασ2

ϵ , then ⟨v,µP −µQ⟩2 ≥ ασ2−σ2/(1−ϵ)
ϵ

where v is the first eigenvector of the covariance matrix of
(1− ϵ)P + ϵQ.

Proof [Proof of Lemma 1.3] The mean of the mixture (1−
ϵ)P + ϵQ is (1− ϵ)µP + ϵµQ, which is denoted by µM .
We denote µP − µQ by δ. The covariance matrix of (1−
ϵ)P + ϵQ can be expressed as

EX∼(1−ϵ)P+ϵQ[(X − µM )(X − µM )T ]

= (1− ϵ)EX∼P [(X − µM )(X − µM )T ]

+ ϵEX∼Q[(X − µM )(X − µM )T ]
(5)

Since we have

EX∼P [(X − µM )(X − µM )T ]

= EX∼P [(X − µP + ϵδ)(X − µP + ϵδ)T ]

= ΣP + ϵ2δδT

EX∼Q[(X − µM )(X − µM )T ]

= EX∼Q[(X − µQ − (1− ϵ)δ)T )(X − µQ − (1− ϵ)δ)T ]

= ΣQ + (1− ϵ)2δδT ,

we have a lower bound on the covariance matrix of the
mixture (1− ϵ)P + ϵQ as

ΣM = EX∼(1−ϵ)P+ϵQ[(X − µM )(X − µM )T ]

= (1− ϵ)ΣP + ϵΣQ + ϵ(1− ϵ)δδT ≥ ϵ(1− ϵ)δδT .
(6)
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Suppose that v is the first eigenvector of ΣM and u = δ
∥δ∥2

,
we then have

vTΣMv ≥ uTΣMu ≥ ϵ(1− ϵ)uT δδTu = ϵ(1− ϵ)∥δ∥22.
(7)

Since ΣP ,ΣQ ≤ σ2I , we also have

vTΣMv = (1− ϵ)vTΣP v + ϵvTΣQv + ϵ(1− ϵ)vT δδTv

≤ σ2 + ϵ(1− ϵ)⟨v, δ⟩2 (8)

Thus, we have

⟨v, δ⟩2 ≥ vTΣMv − σ2

ϵ(1− ϵ)
≥ ∥δ∥22 −

σ2

ϵ(1− ϵ)
(9)

Given the assumption that ∥δ∥22 ≥ ασ2

ϵ ,

⟨v, δ⟩2 ≥ ασ2 − σ2/(1− ϵ)

ϵ
(10)

Based on Lemma 1.3, we have the following corollary.

Corollary 1.2 Given the definitions and conditions in
Lemma 1.3, if ϵ ≤ 1

10 and α > 2665
576 , then we have

(1− 2ϵ)|⟨δ,v⟩| > 3σ
2
√
ϵ
.

Proof Given Lemma 1.3, we have

(1− 2ϵ)|⟨δ,v⟩| ≥ (1− 2ϵ)

√
α− 1

1− ϵ

σ√
ϵ

(11)

Since 1 − 2ϵ and − 1
1−ϵ are decreasing functions w.r.t. ϵ,

they achieve the minimum at ϵ = 1
10 . Thus, we have

(1− 2ϵ)|⟨δ,v⟩| ≥ 4

5

√
α− 10

9

σ√
ϵ
. (12)

So if α > 2665
576 , we have (1− 2ϵ)|⟨δ,v⟩| > 3σ

2
√
ϵ
.

Proof [Proof of Lemma 1.1] The mean of the poisoned
representation distribution P is µP = (1 − ϵ)µD + ϵµB.
Let δ = µB − µD and t = |ϵ⟨δ,v⟩| + σ√

ϵ
. We denote the

covariance matrix of P by ΣP and its first eigenvector by
v.

For the original representation distribution, we have

Pr∼D[|⟨r − µP ,v⟩| > t]

= Pr∼D[|⟨r − µD,v⟩ − ϵ⟨δ,v⟩| > t] 1

≤ Pr∼D[|⟨r − µD,v⟩| >
σ√
ϵ
] 2

≤ ϵ 3 (13)

1 is because µP = µD + ϵδ. 2 is because if |⟨r −
µD,v⟩−ϵ⟨δ,v⟩| > t, then either ⟨r−µD⟩ > t+ϵ⟨δ,v⟩ >
σ√
ϵ

or ⟨r − µD⟩ < −t+ ϵ⟨δ,v⟩ < − σ√
ϵ

holds true. Thus,
we have |⟨r−µD⟩| > σ√

ϵ
, and {r, |⟨r−µD,v⟩−ϵ⟨δ,v⟩| >

t} ⊆ {r, |⟨r − µD,v⟩| > σ√
ϵ
}. Therefore, 2 holds true.

3 is because of Corollary 1.1.

For the poisoned distribution, we have

Pr∼B[|⟨r − µP ,v⟩| < t]

= Pr∼B[|⟨r − µB,v⟩+ (1− ϵ)⟨δ,v⟩| < t] 1

≤ Pr∼B[|⟨r − µB,v⟩| > (1− 2ϵ)|⟨δ,v⟩| − σ√
ϵ
] 2

≤ Pr∼B[|⟨r − µB,v⟩| >
σ

2
√
ϵ
] ≤ 4ϵ 3 (14)

1 is because µP = µB − (1 − ϵ)δ. In the following, we
prove 2 : Given |⟨r − µB,v⟩ + (1 − ϵ)⟨δ,v⟩| < t, we
have −t− (1− ϵ)⟨δ,v⟩ < ⟨r−µB,v⟩ < t− (1− ϵ)⟨δ,v⟩.
Since t = |ϵ⟨δ,v⟩|+ σ√

ϵ
, −|ϵ⟨δ,v⟩|− σ√

ϵ
−(1−ϵ)⟨δ,v⟩ <

⟨r − µB,v⟩ < |ϵ⟨δ,v⟩|+ σ√
ϵ
− (1− ϵ)⟨δ,v⟩.

Then, we consider two cases: If ⟨δ,v⟩ ≥ 0, we have
⟨r − µB,v⟩ < σ√

ϵ
− (1− 2ϵ)|⟨δ,v⟩|. Given Corollary 1.2,

we have |⟨r−µB,v⟩| > (1−2ϵ)|⟨δ,v⟩|− σ√
ϵ
. If ⟨δ,v⟩ < 0,

we have ⟨r−µB,v⟩ > (1− 2ϵ)|⟨δ,v⟩|− σ√
ϵ
. Given Corol-

lary 1.2, we also have |⟨r−µB,v⟩| > (1−2ϵ)|⟨δ,v⟩|− σ√
ϵ
.

Therefore, 2 holds true. 3 is because of Corollary 1.2.

Suppose after filtering out the data that satisfies |⟨r −
µP ,v⟩| ≥ t, the remaining deviation caused by B is ex-
pected to be

|ϵEr∼B,|⟨r−µP ,v⟩|<t[r]| < ϵtPr∼B[|⟨r − µP ,v⟩| < t]

≤ 4ϵ2t = 4ϵ2(|ϵ⟨δ,v⟩|+ σ√
ϵ
) (15)

Since σ√
ϵ
≤ 2

3 |ϵ⟨δ,v⟩| according to Corollary 1.2, we have

|ϵEr∼B,|⟨r−µP ,v⟩|<t[r]| ≤
20

3
ϵ3|⟨δ,v⟩| ≤ 20

3
ϵ3∥δ∥2

(16)

Since ϵ ≤ 1
10 and ∥δ∥2 ∼ Θ(

√
dr), we have

|ϵEr∼B,|⟨r−µP ,v⟩|<t[r]| ∼ Θ(ϵ2
√
dr). (17)


	Omitted Proof

