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Abstract

Recurrent neural network architectures were introduced over 30 years ago. From the start
attention focused on their performance at learning regular languages using some variant
of gradient descent. This talk reviews some of the history of that research, includes some
empirical observations, and emphasizes questions to which we still seek answers.
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