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Abstract
State machines models are models that simulate the behavior of discrete event systems, capable of representing systems such as software systems, network interactions, and control systems, and have been researched extensively. The nature of most learning algorithms however is the assumption that all data be available at the begining of the algorithm, and little research has been done in learning state machines from streaming data. In this paper, we want to close this gap further by presenting a generic method for learning state machines from data streams, as well as a merge heuristic that uses sketches to account for incomplete prefix trees. We implement our approach in an open-source state merging library and compare it with existing methods. We show the effectiveness of our approach with respect to run-time, memory consumption, and quality of results on a well known open dataset.
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1. Introduction
State machines are insightful models that naturally represent formal languages and discrete systems, and have been extensively used in various domains such as model checking (Baier and Katoen, 2008) and modeling discrete event systems such as truck driving (Verwer, 2010), computer networks (Pellegrino et al., 2017), and controllers and software systems (WALKINSHAW et al., 2016). A major advantage of state machines is that, combined with expert knowledge, they are interpretable (Hammerschmidt et al., 2016). Learning state machines can be roughly subdivided into active learning and passive learning. Active learning learns from interactions with a system under test. Passive learning learns directly from observed execution traces without interfering with a system’s execution. Most passive algorithms require all data to be available before running the inference step and hence cannot learn from data streams. Exceptions are the works of Balle et al. (2012, 2014) and Schmidt and Kramer (2014). These works employ a typical streaming approach where decisions made by the learning algorithm are postponed until sufficient data has been observed. In this work, we propose a novel streaming strategy, with its main advantage being that it corrects errors made during previous iterations. In this way, we can perform learning steps even when the statistical tests performed by the algorithm are inconclusive: subsequent iterations can correct these steps. As a consequence, we learn faster. Our streaming strategy is generic and can be used with multiple heuristics.
Like most passive learning algorithms, we adopt state-merging in the red-blue framework from Lang et al. (1998). This framework starts with a prefix-tree that directly encodes the entire input data set and then greedily merges states of this tree until no more consistent merges can be performed. Being a streaming algorithm, our method only keeps counts from all observed traces in memory and builds the prefix tree only for states with sufficient occurrence counts. To learn models from such a partially specified prefix tree, we propose a new Count-Min-Sketch based merge heuristic. The main idea is that we hash future prefixes and store them in sketches in each state. Our new heuristic performs consistency checks directly on these sketches. Importantly, Count-Min-Sketches allow for efficient updates which allows performing and undoing of merges in constant time.

We implemented our approach in the open source FlexFringe library (Verwer and Hammerschmidt, 2017), a flexible state-merging framework that allows to specify one’s own heuristics and consistency checks. We added streaming capability and our own consistency check using Count-Min-Sketches. FlexFringe provides efficient structures for performing and undoing merges, as well as a multitude of heuristics such as Alergia (Carrasco and Oncina, 1994) that we use in our experiments. We demonstrate the effectiveness of our approach on the well known PAutomaC dataset. We evaluate on run-time, memory footprint and approximation quality. We experiment in settings where merge undoing is enabled, and the more common streaming setting where merges are postponed until sufficient data is available. In our experiments our method clearly outperforms the earlier approach of Balle et al. (2014) in terms of approximation quality. It also compares favorably to streaming using Alergia as the heuristic without merge undoing and performs better on most problems when undoing merges is enabled, albeit the gap has shrunk compared to the not-undoing setting. The results clearly demonstrate that the ability to correct mistakes is crucial for obtaining good performance using traditional merge heuristics such as Alergia. The Count-Min-Sketches result in improved consistency checks when postponing merges, but even these benefit from merge undoing. Our method gets close to but does not reach the performance of a non-streaming version of Alergia that simply loads all the available data in the prefix tree.

2. Related Work

There are two main approaches to learning state machines, either by active learning (Angluin, 1987, 1988; Vaandrager, 2017), or via state merging (de la Higuera, 2005). While active learning requires the availability of an oracle being able to answer queries, state merging learns from example traces. Example traces are being represented via a complete tree, and then greedily minimized in accordance to Occam’s razor. These all perform a consistency test of where a pair of state is mergeable and compute a heuristic value to determine which merge to perform first. For example, Alergia (Carrasco and Oncina, 1994) learns state machines representing probabilistic languages via sampled distributions, and k-Tails (Biermann and Feldman, 1972) compares the subtrees of state pairs. Other seminal works include the RPNI algorithm (Oncina and García, 1992) and the EDSM algorithm (Lang et al., 1998). Several types of models can be learned like this. Verwer et al. (2012) learn timed automata from timed strings, Walkinshaw et al. (2016) learn extended finite state machines to represent software and control systems, and Mariani et al. (2017) learn...
guarded finite state machines. Hybrid state machine models can be learned by taking different aspects of a system into account (Vodenčarević et al., 2011; Lin et al., 2018). Since the problem of finding an exact solution in passive learning has been shown to be NP-hard (Gold, 1978), several search strategies have been developed (Oliveira and Silva, 1998; Abela et al., 2004; Lang, 1999). Different ways to speed up the main algorithm have also been proposed through divide and conquer and parallel processing (Luo et al., 2017; Akram et al., 2010; Shin et al., 2021).

Few works deal with making state-merging algorithms more scalable when run on streaming data. Schmidt and Kramer (2014) utilize frequent pattern data stream techniques to tackle the problem. Dupont (1996) build on the RPNI algorithm and learn state machines from positive and negative examples in an incremental fashion. Conflicts that can arise from new unseen negative examples are resolved via splitting states until conflicts are resolved. Balle et al. (2012) present a theoretical work of streaming state machines using modified space saving sketches (Metwally et al., 2005), and extend it with a parameter search strategy in (Balle et al., 2014). Schouten (2018) implements a streamed merging method in the Apache framework, also using the Count-Min-Sketch data structure (Cormode and Muthukrishnan, 2005). In this paper, we present a new streaming learning method that, like the algorithm of Dupont (1996), can correct mistakes from earlier iterations, and like the algorithm of Balle et al. (2012) uses sketches to approximate the information contained in the observed traces.

3. Background

A PDFA is a tuple defined by $A = \{\Sigma, Q, q_0, \tau, \lambda, \eta, \xi\}$, where $\Sigma$ is a finite alphabet, $Q$ is a finite set of states, $q_0 \in Q$ is a unique starting state, $\tau : Q \times \Sigma \cup \{\zeta\} \to Q$ is the transition function with $\zeta$ the empty string, $\lambda : Q \times \Sigma \to [0, 1]$ is the symbol probability function, and $\eta : Q \to [0, 1]$ is the final probability function, such that $\eta(q) + \sum_{a \in \Sigma} \lambda(q, a) = 1$ for all $q \in Q$. $\xi \notin \Sigma$ denotes the final symbol, indicating the end of a sequence.

In the following we will stick to the following convention: We denote the Kleene star operation over $\Sigma$ by $\Sigma^*$, and denote $x\Sigma^*$ the set of all possible strings with prefix $x$. When we decompose a string into multiple parts or when referring to general strings over $\Sigma^*$ we use the letter $\sigma$. Single elements of the alphabet are denoted by the character $a$, s.t. $a \in \Sigma$. For example, the string $\sigma_1 a \sigma_2$ is the string obtained through the concatenation of string $\sigma_1$, the symbol $a$ and the string $\sigma_2$. Given string $\sigma = a^1 a^2 \ldots a^n$, we call the sequence $a^{i+1} a^{i+2} \ldots a^{i+m}$, $i \in [0, n-m]$ a substring of length $m$ of $\sigma$. Given transition function $\tau$, a string traverses the PDFA recursively in order $\tau(q_i, a^{i+1}) = q_{i+1}$ for all $0 \leq i \leq n - 1$. For convenience we define a traversal through an entire string or substring $\sigma$ via shorthand notation $\tau(\sigma)$. We consider a parent of a state $q$ a state $q'$. s.t. $\exists a \in \Sigma : \tau(q', a) = q$. In the prefix tree each node has exactly one parent.

The probability $P(\sigma)$ of a string $\sigma = a^1, \ldots, a^n$ can be computed via $P(\sigma) = \lambda(q_0, a^1) \cdot \lambda(q_1, a^2) \cdot \ldots \cdot \lambda(q_{n-1}, a^n) \cdot \eta(q_n)$. In this work we model sequential information via sampled distributions over strings emanating from a state $q_i$ via $D_{q_i}(\sigma), \sigma = a^{i+1} a^{i+2} \ldots$, where $D_{q}(\sigma) \to [0, 1]$ models a sampled distribution. We call a (sub-)string $\sigma_2$ an outgoing string from state $q$ if $\exists \sigma' = \sigma_1 \sigma_2 : \tau(\sigma_1) = q$. We further define the size $s_q$ of a given node $q$ by the number of input strings $\sigma \in I$ from input $I$ during the learning that traverse $q$, i.e.
PDFAs can be learned via state-merging. In a first step, a state-merging algorithm constructs a prefix tree representing the input data completely, meaning that every state in this tree has only one unique access sequence. Algorithms differ in how they minimize this tree. Usually heuristics are employed to greedily merge equivalent state pairs \((q, q')\).

In each iteration the heuristic will assign a score \(\phi\) to every mergeable state pair \((\text{candidate pair})\), and the merge with the highest score will be performed. After merging two states into one, a subroutine is started such that \(\tau\) is deterministic, i.e. that there is only one possible transition \(\tau(q', a')\) for all \(q' \in Q, a' \in \Sigma\). Multiple search strategies exist to limit the search of state pairs. In this work we stick close to the red-blue-framework (Lang et al., 1998). The first red state is the root node of the prefix tree, and blue states are all states emanating from red states. Only pairs of one red and one blue state can be merged, and the state resulting from a merge is always red. In case no merge can be performed, the blue state \(q\) with the largest size \(s_q\) will be turned red. Note that in this framework nodes that are not red always have exactly one parent, and the parent of a blue node is always red.

4. Methodology

4.1. Merge heuristic

The core idea of our merge heuristic is to store the counts of outgoing strings of each state. Because this quantity can become very large in data streams we use the Count-Min-Sketch (CMS) (Cormode and Muthukrishnan, 2005) data structure, and we equip each state with one such CMS. We store each state’s outgoing strings in its sketch. Inserting elements and retrieving them can be done in time \(O(1)\), and only depend on the size of the sketches. Two CMS can be considered as matrices, and states can easily be merged and unmerged via matrix addition and subtraction. To compare two sketches we retrieve the counts of all seen strings \(\sigma\) and model the distribution over those as frequencies. We can then compare these two distributions via statistical tests. A problem that arises is that the number of possible strings grows \(O(|\Sigma|^{F_s})\), where we denote as \(F_s\) the maximum length of the strings that we consider (a hyperparameter). We propose two solutions to tackle this problem: The first one by constructing multiple sketches per state, one for each possible size of string. In this setting, the first sketch would only store strings of size 1, the second sketch strings of size 2, and so on. The second solution is concerning the hash-function that is utilized in the CMS. We describe the heuristic in more detail in the following subsection.

4.1.1. Count-Min-Sketches and the heuristic

We consider two states behaving similar if their multiset of outgoing strings is similar. We consider the regular set of outgoing strings of a state \(q\) the set \(\{\sigma \in \Sigma^* | \exists x \in \Sigma^* \land \sigma' = \sigma : \tau(x) = q\}\). The multiset of outgoing strings of state \(q\) is simply the respective multiset, that also stores the number of times each of the elements has been attempted to be inserted into the set. We denote the count of an arbitrary element \(y\) via \(c_y\).
Given state $q$, we assume a sampled distribution $D_q : \sigma \rightarrow [0, 1]$, again with $\sigma \in \Sigma^*$. For us, $D_q(\sigma_i)$ is simply the frequency of string $\sigma_i$, that is $D_q(\sigma_i) = \frac{n_{\sigma_i}}{n_q}$. Because the set $\Sigma^*$ can be potentially very large, we approximate $D_q$ for each state via a variant of the Count-Min-Sketch (CMS) data structure (Cormode and Muthukrishnan, 2005), which is why we call our heuristic CSS (CMS-based Space Saving).

Formally, a CMS is a probabilistic data structure to summarize data streams. In practice a CMS is a matrix represented by $d = \lceil \ln \frac{1}{\gamma} \rceil$ rows and $w = \lceil \frac{e}{\beta} \rceil$ columns, where $e$ is the basis to the natural logarithm $\ln$. Given counts $c_{yi}$ of elements $y_i$ of a given set of possible events $Y$, the CMS is able to store the counts and retrieve them using $O\left(\frac{1}{\beta} \right)$ space and $O\left(\frac{1}{\gamma} \right)$ time. To do so each row of the CMS is associated with a hash-function $h$ mapping elements $y$ of set $Y$, $y \in Y$, to $h : y \rightarrow \mathbb{N} \cap [0, w-1]$. That means in total there exist $d$ hash functions, and we want them to be i.i.d. chosen from a pairwise-independent hash-family $\mathcal{H}$ (Cormode and Muthukrishnan, 2005). We denote $h_j$ the hash function associated with row $j$, and for convenience we define an inverse mapping $h_j^{-1}(y)$. At initialization, each entry of the CMS is set to zero. To store an incoming element $y$ the CMS hashes $y$ for each row $j$ and increments the row at $h_j(y)$ by 1. Retrieving an approximated count of a given element $y$ works via again hashing the $y$ once per row. The approximated count is the minimum $\min_{j \in [1, d]} h_j^{-1}(y)$. The CMS is then able to retrieve an approximated count $\hat{c}_{yi}$ of $y_i$ via the retrieve($y_i$) operation. The error bound is $\hat{c}_{yi} \leq c_{yi} + \beta \sum_i c_{yi}$, which holds with probability at least $1 - \gamma$.

As already mentioned we count strings $\sigma \in \Sigma^*$, and we denote the count of string $\sigma_i$ by $c_{\sigma}$, and its approximated count by $\hat{c}_{\sigma}$. In addition to conventional CMS our data structure one extra attribute and two extra operations. The extra attribute is a counter for the final counts $\xi$, indicating that a sequence did end in the previous state. Our sketches further support a + and a – operation, which we define as the sum and subtraction of two matrices of equal size, and the same for the final counts. These two operations will be used to perform and undo merges. In order test whether two states behave similar we perform the statistical test from the works of Carrasco and Oncina (1994), which they use in their own Alergia-algorithm. This statistical test, herein after referred to as Alergia-test, is used to check whether two sampled distributions are similar. State-pairs that pass this test get assigned a score $\phi$. To this end we use the Cosine-similarity. Given two vectors $v_1$ and $v_2$ the Cosine-similarity measures the angle in between the two vectors via

$$cosine_similarity(v_1, v_2) = \frac{v_1 \cdot v_2}{||v_1||_2 ||v_2||_2},$$ \hspace{1cm} (1)

where $v_1 \cdot v_2$ is the dot-product of the two vectors, and $||v_i||_2$ denotes the L2-norm of vector $v_i$. We show the entire subroutine including the Alergia-test in Algorithm 1. In this subroutine $\alpha$ is a hyperparameter to be set before the start of the learning algorithm. It represents a bound on the probability of a wrong rejection, which is upper bounded with $2\alpha$ (a wrong rejection means that the two distributions are similar, but the test deems them dissimilar).

---

1. Recount that the Kleene-star operation applied to $\Sigma$, i.e. $\Sigma^*$, denotes the set of finite strings. Hence the set of all $\{\sigma \in \Sigma^*\}$ is a finite set and we can obtain discrete probabilities for the occurrence of each string.
Algorithm 1: Consistency – routine

Input:
CMS\(_{q_1}\), CMS\(_{q_2}\): Count-Min-Sketches of state \(q_1\) and \(q_2\) respectively
\(n_{q_1}\), \(n_{q_2}\): Size of state \(q_1\) and \(q_2\) respectively
\(S\): The set of all strings \(x\) observed so far. \(\alpha\): Hyperparameter to be set.

Output: Boolean value indicating consistency, score \(\phi\) if applicable

\(v_1, v_2 \leftarrow \) empty lists

\textbf{foreach} \(\sigma \in S\) \textbf{do}

\[
\hat{c}_{\sigma_{q_1}} \leftarrow \text{CMS}_{q_1}.\text{retrieve}(\sigma) \\
\hat{c}_{\sigma_{q_2}} \leftarrow \text{CMS}_{q_2}.\text{retrieve}(\sigma)
\]

\[\text{if } | \hat{c}_{\sigma_{q_1}} - \hat{c}_{\sigma_{q_2}} | > \sqrt{\frac{1}{2} \log \left( \frac{2}{\alpha} \right)} \left( \frac{1}{\sqrt{n_{q_1}}} + \frac{1}{\sqrt{n_{q_2}}} \right) \text{ then} \]

\[v_1.\text{append}(\hat{c}_{\sigma_{q_1}}/n_{q_1}), \quad v_2.\text{append}(\hat{c}_{\sigma_{q_2}}/n_{q_2})\]

\textbf{return} \(true, \cosine.\text{similarity}(v_1, v_2)\)

4.1.2. The runtime problem

In practice we have to bound the size of outgoing strings of states, because they can be arbitrarily long. We denote the maximum length of an outgoing (sub-)string for any state \(q \in Q\) by \(F_s\). The run-time problem then is that the size of set \(S\) from Algorithm 1 does grow with \(O(|\Sigma|^{F_s})\). We propose two solutions to overcome this problem. The first one is a simple decoupling. Instead of storing all strings in one sketch, we construct \(F_s\) sketches per state, namely \(C_1, C_2, \ldots C_{F_s}\), and each of them stores one size of string in ascending order: (sub-)strings of length 1 \(\rightarrow C_1\), (sub-)strings of length 2 \(\rightarrow C_2\), ..., (sub-)strings of length \(F_s \rightarrow C_{F_s}\). Consistency checks are then performed in ascending order on those CMS, and higher order CMS are only checked if all lower order CMS passed the test already. The score \(\phi\) is simply the average of all scores \(\phi_1 \ldots \phi_{F_s}\) returned by those checks. Figure 1(a) illustrates an example, where state S13 stores sketches with \(F_s = 3\).

While this helps us reduce runtime in practice at the cost of some memory, the worst case run-time remains at \(O(|\Sigma|^{F_s})\). This can practically be a problem on data where a large \(F_s\) is required to distinguish states properly. In this case we propose a second solution. We adopt the ideas introduced by Locality Sensitive Hashing (LSH) (Gionis et al., 1999; Datar et al., 2004). Intuitively, LSH hashes elements of some domain \(W\) of dimensionality \(r_1\) into another domain \(U\) of dimensionality \(r_2 < r_1\) while preserving a distance measure of choice. The hashing-algorithm is based on the chosen distance measure. Because we are dealing with set of discrete symbols \(a \in \Sigma\) we choose to preserve the Jaccard similarity of two strings \(\sigma_1\) and \(\sigma_2\), denoted by \(\text{Jaccard}(\sigma_1, \sigma_2)\), and hash the strings using the MinHash-algorithm (Broder, 1997; Carl Kingsford, 2016). Taking a hash-function \(h_i\) from hash-family \(\mathcal{H} = \{h : W \rightarrow \mathcal{U}\}\) we obtain \(P(h_i(\sigma_1) = h_i(\sigma_2)) = \text{Jaccard}(\sigma_1, \sigma_2)\), where \(\text{Jaccard}(\sigma_1, \sigma_2) = \frac{|\sigma_1 \cap \sigma_2|}{|\sigma_1 \cup \sigma_2|}\). In this notation we use the shorthand-notation \(\{\sigma_i\}\) to denote the set \(\{a^1 \in \Sigma : a^1 a^2 \ldots a^n, \exists j \in [1, n] : a^j = a^j\}\). In other words, the more similar two strings, the more likely they are being hashed into the same bin. We introduce a new hyperparameter
4.2. Streaming

Our streaming algorithm consists of two main ideas. The first one is that we discard information that does not occur often enough. This is common practice in streaming algorithms. To do so we use the red-blue framework and include a threshold $t_S$, where states can only be created with red or blue states as parent nodes, and a state’s size $n_q$ has to exceed $t_S$ to become a blue node. The second idea is to undo and redo merges. In our approach we divide the incoming data stream into batches of size $B$. After reading $B$ sequences from the stream, we first perform a greedy minimization step. We keep track of all the operations (herein after called refinements) we performed on the prefix tree. A refinement is either the identification of a new red state or the merge of a state-pair. Once we cannot perform refinements anymore, we save the resulting automaton and reverse all the refinements we did, starting anew. In the next iteration we will first try to perform all the refinements from the previous iteration again, and then perform greedy minimization.

Because we can logically separate the two main steps we perform, namely the batch-wise streaming of the prefix tree and the subsequent minimization routine, we have split those up into two algorithms. We describe the two steps individually in the next two subsections.

4.2.1. Streaming the Prefix Tree

Streaming the prefix tree starts with the root node marked as a red state. We read in $B$ elements of the data stream, and create states emanating from the root node. Those states are neither red nor blue, unless they have been accessed by an incoming sequence at least $t_S$ times, in which case we mark them blue. States can only be created emanating from red or blue states, thus in each iteration the fringe of the prefix tree can grow at a maximum of
Algorithm 2: Streaming the tree

Input: Stream of sequences $I$, batch-size $B$, threshold $t_S$, upper bound on states $n$
Output: Hypothesis automaton $H$

$H \leftarrow$ root node
$c \leftarrow 0$
$R_{old} \leftarrow$ empty queue

foreach $\sigma_i \in X$ do
    $\sigma_i \leftarrow \sigma_i \xi$
    $q \leftarrow$ root node
    $n_q \leftarrow n_q + 1$
    update $q$ with relevant data
    foreach $j \in \text{len}(\sigma_i)$ do
        $a^j \leftarrow \sigma_i[j]$
        if transition from $q$ with $a^j$ exists then
            $q \leftarrow \tau(q, a^j)$
        else if $q$ is red or $q$ is blue then
            create new node $q'$
            set $\tau(q, a_j) = q'$
            $q \leftarrow q'$
        else if $q$.parent is red and $n_q \geq t_S$ then
            mark $q$ blue
        else
            break inner loop
        $n_q \leftarrow n_q + 1$
        update $q$ with relevant data
    end
$c \leftarrow c + 1$
if $c == B$ then
    $R_{old} \leftarrow \text{perform_minimization_routine}(H, R_{old})$
    $c \leftarrow 0$
if size of last $H = n$ or $I$ empty then
    $\text{perform_minimization_routine}(H, R_{old})$
end
return $H$

two more states from each existing state. We do this to only save relevant information of the common behavior of the system. Every time a node $q$ gets traversed by a string $\sigma \in I$ we update it with data. This operation depends on the merge heuristic that we chose at the start of the program. In case of our CSS-heuristic we update the node with its outgoing strings.

Once a batch is completed a minimization routine, described in section 4.2.2, will start. The minimization routine returns a hypothesis automaton and marks all the states that have been red or blue as a result of the minimization routine. We then start reading in another batch as described before, and the minimization routine starts again. The algorithm is depicted in Algorithm 2.
4.2.2. Minimization routine

The core idea of our minimization routine is that, depending on the implementation, undoing and performing refinements again can be done cheaply. Performing merges and undoing them can be done cheaply in constant run-time in Flexfringe (Verwer and Hammerschmidt, 2017). The advantage of undoing and redoing refinements is that the learner gets the chance to correct mistakes earlier. This way we can return a model earlier without compromising its future correctness. The first time we start the minimization routine it performs the normal minimization routine described in section 3. What is new is that we store all the refinements that are performed in this step in a queue $R_{\text{new}}$. We save the found automaton as hypothesis $H$ and undo all refinements that we did. At the end of the subroutine we we save $R_{\text{new}}$ as another queue $R_{\text{old}}$ and return to the prefix-tree streaming subroutine.

From the second time onward, when we enter the minimization subroutine we will start with $R_{\text{old}}$ and retry every refinement we performed in the previous run. Assuming that the underlying distribution of strings from the data stream did not change most of these refinements will still hold, hence this approach saves us run-time. The way we deal with the case that a refinement is not possible anymore is based on the following observation. We identified two main causes why a refinement cannot take place anymore:

1. Consistency-failure: The underlying structure of the node has changed according to the merge heuristic. It could be for instance that the distribution of strings that passed it changed significantly.

2. Structural-failure: The underlying structure of the tree has changed. This can be caused by previous consistency failures, in which case the sub-tree might change.

While consistency-failures cannot be fixed in this batch, we follow the intuition that refinements with structural failures can often still hold after obtaining an appropriate tree structure. As an example, say that an earlier performed merge refinement of two states $q_1$ and $q_2$ cannot be performed, because state $q_2$ is neither red nor blue anymore. We then continue the minimization procedure and later reconsider what to do with $q_2$. If at that time $q_2$ is blue, we perform the merge if it is valid. The advantage of this strategy is that it avoids having to recompute consistency checks where unnecessary. Compared with structural checks, which can be done in a simple flag check, consistency check are much more expensive. Our strategy works then as follows.

We first test on structural failures on each refinement $r \in R_{\text{old}}$. In case a structural failure did not happen, we test on a consistency failure. We perform the refinement if none of those two failures did occur. If a consistency failure occurred we discard $r$ and test for the next refinement from $R_{\text{old}}$. If however only a structural failure occurred, we push $r$ onto another queue $R_{\text{failed}}$. Once we’ve exhausted $R_{\text{old}}$ we perform the greedy minimization again. This time however, each time a new refinement is identified we iterate once over $R_{\text{failed}}$ and test again for both failure modes. If no failure can be detected we perform the refinement. Just as in the first iteration we store all the refinements performed in $R_{\text{new}}$ and save it as $R_{\text{old}}$ at the end of the subroutine. The whole procedure is described in Algorithm 3.
Algorithm 3: Minimization routine

Input: Current hypothesis $H$, queue $R_{old}$
Output: queue $R_{new}$

$R \leftarrow$ empty stack
$R_{failed}$, $R_{new} \leftarrow$ empty queue

while $R_{old}$ not empty do
    $r \leftarrow R_{old}.pop()$
    if $r$ possible via structure and via consistency then
        perform $r$ on $H$
        $R.push(r)$
        $R_{new}.push(r)$
    else if $r$ possible via structure then
        $R_{failed}.push(r)$
    end
end

while $H$ contains at least one blue or white state do
    Select best possible refinement $r$
    perform $r$ on $H$
    $R.push(r)$
    $R_{new}.push(r)$

foreach $r \in R_{failed}$ do
    if $r$ possible via structure and possible via consistency then
        $R_{failed}.delete(r)$
        perform $r$ on $H$
        $R.push(r)$
        $R_{new}.push(r)$
    end
end

output $H$

while $R$ not empty do
    $r \leftarrow R.pop()$
    undo $r$ on $H$
end

return $R_{new}$

5. Experiments and results

We implemented our heuristic and our streaming approach in Flexfringe (Verwer and Hammerschmidt, 2017; Verwer and Hammerschmidt). We compared with the Alergia-algorithm (Carrasco and Oncina, 1994) as implemented in the framework, and with the heuristic of Balle et al. (2012), herein after called SpaceSave. In order to compare the results we used the PAutomaC-dataset (Verwer et al., 2014), consisting of 48 scenarios. Each scenario comes with a set of example traces extracted from existing automata, and the task is to infer the original automaton. Each scenario also comes with a test set, consisting of string-probability pairs, assigning a probability of each string to the real automaton. In the subsequent experiments we first learn a state machine for each scenario from the dataset.
We can test the quality of our learned state machines via comparison of the divergences in between the assigned probability-distributions by the learned machine and the provided true probability of the strings to occur. Similar to the PAutomaC-competition (Verwer et al., 2014), we use the perplexity score to compare the two distributions. The smaller the perplexity, the closer the two distributions are. All results that we report are produced by a notebook with the following relevant specifications:

1. Operating system: Ubuntu 20.4
2. CPU: Intel i7@2.60Ghz
3. RAM: 16GB

5.1. The heuristic
To compare the heuristics we first run them all in normal batch mode. In order to better compare Alergia with the other two heuristics we augment Alergia with the well-known k-tails-algorithm (Biermann and Feldman, 1972). In this case the merge procedure remains the same as in the Alergia algorithm, but the consistency-check includes checking the sub-trees of each node pair up to a depth of k. The reason for this is that the Alergia heuristic naturally does not have the lookahead-feature that CSS provides. In our experiments we found that the results stop improving after k = 3, so we only report results up to k = 3. We then run the same experiments with CSS, varying the $F_S$ parameter from a length of 1 up to a length of 4. Note that Alergia with $k = 3$ and CSS with $F_S = 4$ both look 4 steps ahead of each state, hence the comparison is fair. We also test CSS-MinHash, where we hash down the strings to a size of 2, while keeping $F_S$ at 3 and 4 respectively. Last but not least we did the same experiments with the SpaceSave heuristic. We report the perplexities of all heuristics but the SpaceSave heuristic in Fig. 3(a), and we report the results of the SpaceSave heuristic in Fig. 2(b). We chose two plots because the perplexities for the SpaceSave are much higher, hence putting them into the same plot as the other heuristics would make the results of the other heuristics illegible.

Additionally, for all the steps we measured the times it took to run through. The times are in Table 1.

<table>
<thead>
<tr>
<th>Heuristic</th>
<th>$F = 0$</th>
<th>$F = 1$</th>
<th>$F = 2$</th>
<th>$F = 3$</th>
<th>$F = 4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alergia</td>
<td>1m45s</td>
<td>1m55s</td>
<td>2m8s</td>
<td>2m24s</td>
<td>-</td>
</tr>
<tr>
<td>CSS</td>
<td>-</td>
<td>2m1s</td>
<td>2m15s</td>
<td>2m14s</td>
<td>2m50s</td>
</tr>
<tr>
<td>CSS-MinHash</td>
<td>-</td>
<td>-</td>
<td>3m14s</td>
<td>3m40s</td>
<td>-</td>
</tr>
<tr>
<td>SpaceSave</td>
<td>-</td>
<td>4m37s</td>
<td>6m51s</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 1: Runtime comparisons of the heuristics and different future length parameters $F$, $F$ being a placeholder for either $k$, $F_s$, or $L$. Empty fields do not exist or are not interesting to us.

We can see that the runtimes of CSS are small, and that CSS-MinHash took longer. The reason here is that for the dataset even small steps ahead are enough to distinguish them
(a) Comparison of all heuristics tested but the SpaceSave heuristic. All tested heuristics come with varying lookahead parameters ($k$ for Aler gia, $F_S$ for CSS).

(b) Errors on SpaceSave heuristic. Pay attention to the difference in magnitude.

Figure 2: Boxplots of all heuristics. Due to the difference in magnitude in between the SpaceSave heuristic and the other heuristics we separated them into two subplots.

correctly, whereas the strength of CSS-MinHash comes out when dealing with larger strings. We also have to point out that the times for the SpaceSave heuristic are not optimal, since we do not use the proposed data structure for the sketches (Metwally et al., 2005). This does however not influence the errors presented. We found that its performance is due to the employed consistency check. We discuss this in detail in Appendix A and do not test it further, since the nature of their sketches does not enable undoing.
5.2. Streaming

After measuring the base-performance of our Count-Min-Sketch heuristic, we are also interested in the effect of our new streaming method. Having already experimented with different parameters, we decided to move on with Alergia $k = 3$ and CSS-MinHash $F_s = 4$, because these delivered the best results respectively. Note again that both look four steps into the future per state. To compare our streaming approach we compare it with the traditional streaming approach that does not undo and redo refinements, which we call streaming old. We depict the perplexities of the streaming approaches in Fig. 3(a). Because we also want to see how the streaming compares with the batch-mode version, we picked the best streaming version, i.e. the CSS-MinHash with $F_S = 4$, and compared it with its respective batch-mode version in Fig. 3(b).
The run-times are as follows: Alergia in the old stream setting took 37s, while CSS took 67s, and on the new stream setting they took 51s (Alergia) and 78s (CSS). We report the maximum achieved heap size as measured using the Valgrind tool (Nethercote and Seward, 2007) in Table 2. As we can see the streaming did drastically reduce the memory footprint and run-time compared with the batch version. We can also see that the old streaming approach is faster but gives worse results, and that the errors for Alergia are much higher on the old streaming approach, since on the new streaming approach it gets the chance to correct its mistakes. The main advantage of CSS over the k-tails augmented Alergia is then that CSS has more information on the fringes of the prefix tree. We see that in the new streaming CSS still performs better than Alergia on most problems, although the difference has become much smaller than on the old streaming setting.

### 6. Discussion and conclusion

We propose a new strategy for streaming state machine learning using Count-Min-Sketches and the ability to undo previous mistakes. We demonstrate the efficacy of our approach on the PAutomaC dataset. We found that on this dataset the lookahead improvements start saturating at about 2 to 3 steps ahead into the future of each state respectively. We then showed that CSS and the variant CSS-MinHash perform well. We compared with the SpaceSave heuristic and point its subpar performance to the consistency heuristic, as discussed in Appendix A, and we point out the limitation that it does not support the undo-operation. Lastly we compared CSS with Alergia and showed similar performance when we enhance Alergia with the k-tails algorithm. An advantage of CSS here is that Alergia does require the prefix tree to be complete. After that we showed the effectiveness of our new streaming strategy in comparison with the traditional approach. It is clear that the new streaming strategy greatly improved results. It also showed the effectiveness of our CSS heuristic, as can especially be seen in the comparison of Alergia and CSS in the old streaming scenario. This discrepancy does however become smaller in the new streaming strategy. We expect our heuristic to make better choices mainly on the fringes of an incomplete prefix tree. Both streaming strategies greatly improved run-time and memory footprint compared with the batched version. Limitations of our work are the limited size of the dataset, and limitations to our hashing using MinHash, which mitigates but does not yet solve the potential run-time bottleneck completely.
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**Appendix A. Discussion of SpaceSave**

As can be seen in Figure 2, the SpaceSave heuristic did not work all too well for us. The hyperparameters we used can be taken from Table 3. While we might have been able to improve via setting hyperparameters, we found it harder than the other two methods to find appropriate hyperparameters. We point this to the similarity test developed by Balle et al. and described in (Balle et al., 2012). In short, the similarity test assumes a distinguishability parameter $\mu$ for a pair of two sketches that is being approximated by value and a confidence interval estimated from sampled sketches. The term for the upper bound is determined by Equation (2). It is clear the the term includes the estimate $\hat{\mu}_k$ plus a confidence interval. The confidence interval itself is the sum of $8\nu$ (in our implementation we decreased it to $2\nu$ because it is a large constant even with relatively small $\epsilon$), with $\nu = 2\epsilon$, a hyperparameter, and a max-term, where both terms within the max-term come in the form of an nth-square-root of $\frac{1}{M} \ln \frac{K_k}{\epsilon}$, with the pooled mass $M = \frac{m_1 \cdot m_2}{(\sqrt{m_1} + \sqrt{m_2})^2}$ and $K_k \propto (m_1 + m_2)^2$. $m_1$ and $m_2$ are the sizes of the two respective sketches, i.e. the number of strings processed (Balle et al., 2012). Comparing $M$ and $K_k$ in the limit leads to the following: $\lim_{m_1 \to \infty} K_k = \infty$, but $\lim_{m_1 \to \infty} M = m_2$, and vice versa with $m_2 \to \infty$ due to the symmetry in $m_1$ and $m_2$. This means that for imbalanced states, i.e. one that has processed many strings, while the other has processed few of them in relative terms, the denominator becomes smaller and the nominator becomes larger within the max-term, i.e. the confidence bound becomes larger, even though both states might have gathered enough evidence to confidently conclude good approximation of their sampled distributions.

We show this problem with two tests that actually occurred in problem 5 of PAutomaC, an example where $m_1$ and $m_2$ are rather similar, the balanced example, and one imbalanced example, where the sizes of the states were rather unequal. In the balanced example we
had one state with a size of approximately $m_1 \approx 8000$, and $m_2 \approx 11000$. The pooled mass became $M = 4804$. As for the imbalanced example, $m_1 \approx 25000$ and $m_2 \approx 950$, hence $M = 1016$. $K_k$ became very large in both cases, so the log term $\ln \frac{K_k}{\delta}$ became $\approx 42$ in both cases. In both cases, the max-term was determined by the left side of the max-term in Eq. 2, and the term $\frac{1}{\ln c_1 M}$ became $\approx 0.001$ for the balanced state pair, and $\approx 0.005$ for the imbalanced state pair, resulting in a max-term of 0.2 for the balanced states, and 0.45 for the imbalanced states. Given that the distinguishability of two states based on the $L^\infty_k$-distance as defined in (Balle et al., 2012) lies in the interval $[0, 1]$, this is a large change. It should be noted that in both cases the approximated distinguishability $\hat{\mu}_k$ was very small, and we considered 950 a good enough sample size.

We provided a quick fix for the problems via simply replacing the similarity check with the Hoeffding-bound that is also used in Alergia and CSS, as we show in Figure 4, in which we compare the heuristic vs Alergia with $k = 2$. A better performance might be achieved with some tuning, which we did not do at this point. Because the nature of the sketches does not permit the undo operation, which is required for our merging strategy, we did not proceed with this heuristic from here on. It should be noted that the large runtimes are partly attributable to the data structure we used to model the sketches described in the original paper, since we do not use the data structure described by (Metwally et al., 2005).

$$\mu^* \leq \min_{1 \leq k \leq r^2} \left\{ \hat{\mu}_k + 8\nu + \max \left\{ \sqrt{\frac{1}{2c_1 M} \ln \frac{K_k}{\delta}}, \sqrt{\frac{(16\nu)^2}{2c_2 M} \ln \frac{K_k}{\delta}} \right\} \right\}. \quad (2)$$

### A.1. Hyperparameters

In this chapter we give the hyperparameters. They are defined as in our tool Verwer and Hammerschmidt, which is open source and can be downloaded and used. Hence in the following we provide simple lists as can be used by .ini-files by the tool.

#### A.1.1. Alergia batch-mode

```plaintext
[default]
heuristic-name = alergia
data-name = alergia
; for use with small datasets use low counts
```
Figure 4: New results of the SpaceSave heuristic with the Hoeffding bound instead of the old check.

state_count = 10
symbol_count = -1
satdfabound = 2000
sinkson = 1
blueblue = 0
sinkcount = 25
confidence_bound = 0.5
largestblue = 1
finalred = 0
lowerbound = 0
finalprob = 1
mergelocal = -1
mcollector = 4
markovian = 0
printwhite = 0
printblue = 1
extend = 0

; ktail can be varied to reproduce the experiments
ktail = 2

A.1.2. ALERGIA STREAM-MODE

[default]
heuristic-name = alergia
data-name = alergia_data
; for use with small datasets use low counts
mode = stream
state\_count = 10
symbol\_count = -1
satdfabound = 2000
sinkson = 1
blueblue = 0

; sinkcount 100 for old streaming strategy, 5 for new streaming strategy sinkcount = 100
confidence\_bound = 0.1
largestblue = 1
finalred = 0
lowerbound = 0
finalprob = 1
mergelocal = -1
mcollector = 4
markovian = 0
printwhite = 1
printblue = 1
extend = 0

ktail = 2
mergesinks = 0
extendsinks = 0
; addtails = 0 saves memory
addtails = 0
parentsizethreshold = -1
; redblue\_threshold does enable the streaming framework, i.e. appending only to red and blue states
redblue\_threshold = 1

A.1.3. CSS batch-mode

[default]
heuristic\_name = css
data\_name = css\_data
; for use with small datasets use low counts
mode = batch
state\_count = 10
satdfabound = 2000

blueblue = 0
finalred = 0
lowerbound = 0
finalprob = 1
mergelocal = -1
mcollector = 4
markovian = 0
printwhite = 0
printblue = 1
extend = 0

; sinks
sinkson = 1
sinkcount = 25
mergesinks = 0
extendsinks = 0

; for streaming and LSH
testmerge = 1
largestblue = 1

; general LSH parameters
certainty = 0.5
; numoftables can be 1 when conditionalprobs is turned off. Too little collisions
numoftables = 3
; the width of the sketches
vecordimension = 20
; futuresteps == \( F_S \)
futuresteps = 3
; conditionalprob = 0 model conditional probabilities, unreported experiments
conditionalprob = 1
; minhash does only work if conditionalprob is turned on
minhash = 1
minhashsize = 2

ktail = 0

; saving space for streaming
addtails = 0
parentsizethreshold = -1
redbluethreshold = 0

A.2. CSS stream-mode
[default]
heuristic-name = css
data-name = css_data
; for use with small datasets use low counts
mode = stream
state_count = 10
satdfabound = 2000

blueblue = 0
definalred = 0
deflowerbound = 0
definalprob = 1
defmerge = -1
defmcollector = 4
defmarkovian = 0
defprintwhite = 1
defprintblue = 1
defextend = 0

;sinks
defsinkson = 1
; sinkcount 5 for new stream strategy, 100 for old
defsinkcount = 100
defmergesinks = 0
defextendsinks = 0

; for streaming and CSS
deftestmerge = 1
deflargestblue = 1

; general CSS parameters
; 0.05 for new streaming strategy, 0.5 for old
defconfidence_bound = 0.5
; numoftables can be 1 when conditionalprobs is turned off. Too little collisions
defnumoftables = 3
defvectordimension = 20
deffuturesteps = 4
defconditionalprob = 1
; minhash does only work if conditionalprob is turned on
defminhash = 1
defminhashsize = 2

defktail = 0

defaddtails = 0
defparentsizethreshold = -1

defredbluethreshold = 1
A.3. SpaceSave

[default]
heuristic-name = space_saving
data-name = space_saving_data
mode = stream

state_count = 10
symbol_count = 0
satdtablbound = 2000

sinkson = 1
sinkcount = 100
blueblue = 0
largestblue = 1
; finalprob
finalprob = 0
finalred = 0
lowerbound = 0
correction = 0
mergesinks = 0
extend = 0
printblue=1
printwhite=0

; keep. NOTE: testmerge must be 0 with this heuristic
testmerge = 0
ktail = 0
addtails = 0
parentsizethreshold = -1
redbluethreshold = 1

; space saving parameters for L=1, uncomment below
; epsilon= 0.005
; delta = 0.05
; mu = 0.6
; pref_L = 1
; pref_K = 20
; bootstrap_R = 10

; space saving parameters for L=2, uncomment below
epsilon= 0.005
delta = 0.05
mu = 0.4
pref_L = 2
pref\_K = 20
bootstrap\_R = 10

; only for hoeffding bound
confidence\_bound = 0.1