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Registration and Segmentation Network for Brain Metastases

Abstract

Manual segmentation of brain metastases (BM) is a laborious and time-consuming task
for expert clinicians, especially in the setting of longitudinal patient imaging. Although
automated deep learning (DL) approaches can segment larger lesions effectively, they suffer
from poor sensitivity of lesion detection for micro-metastases. Moreover, these approaches
segment all patient imaging independently of each other, ignoring relevant information from
prior time-points. In order to utilize prior time-point information, we propose SPIRS, a
joint image registration and segmentation method. Given a prior time-point image and seg-
mentation mask (which are readily available in a routine clinical environment), we affinely
and deformably register these to a new time-point image. This warped prior image and
mask are then used to enhance and improve the segmentation of the new time-point. We
apply SPIRS to a large retrospectively acquired single institution dataset and show that
it outperforms current registration approaches on BM imaging and that it significantly
improves segmentation performance for micro-metastatic lesions.

1. Introduction

Brain metastases (BM) are the most common form of intracranial tumors in adults with
an annual incidence of 170,000 in the United States (Tabouret et al. (2012)), which is ex-
pected to increase as systemic treatments for primary tumors improve (Fabi et al. (2011);
Sperduto et al. (2020)). Given rising incidence and limited treatment, BM are an unmet
need in modern oncology, with median survival post diagnosis of ranging from only 2.7 to
24 months (Li et al. (2023); Cagney et al. (2017)). Alongside monitoring changes in clinical
metrics such as performance status and cognitive function, neuroradiologists can assess the
efficacy of a given treatment regimen by tracking individual lesion sizes across T1-weighted
contrast-enhanced (T1-CE) magnetic resonance (MR) imaging time-points, noting whether
tumor burden is decreasing, stable, or increasing (Vogelbaum et al. (2022)). If BM enlarge
or new BM appear over time, a different treatment option may be necessary. However,
manual determination of tumor boundaries needed for lesion tracking can be challenging
in the presence of heterogeneous contrast enhancement, diffuse tumor boundaries from sur-
rounding edema, or blunted contrast relative to surrounding normal brain due to treatment
effects. Moreover, patients can present with anywhere from a single lesion to upwards of one
hundred lesions, varying in volume from as small as a few mm3 to as large as 10000mm3.
These lesions can exhibit varied shapes/structures (from spherical to highly irregular) and
can be situated across every region of the brain parenchyma. In addition to being a highly
time-consuming and costly task, manual segmentation is subject to significant inter- and
intra-rater variability for the aforementioned factors (Growcott et al. (2020)). As such, there
has been much interest in developing reproducible automated methods for segmentation.

While there is minimal work published in the automated segmentation of metastatic
brain tumors, the segmentation of primary brain tumors is a well-researched field, mainly
due to the availability of the large multi-institutional publicly available BraTS dataset (Baid
et al. (2021); Menze et al. (2014); Bakas et al. (2017)). In recent years, 3D U-Net architec-
tures (Ronneberger et al. (2015)) have consistently dominated the BraTS leaderboards and
are the current state-of-the-art method for brain tumor segmentation (Patel et al. (2021);
Isensee et al. (2020); Futrega et al. (2021)). Guided by these approaches, most researchers
also choose to use 3D U-Nets for BM segmentation. Due to the fact that BM can vary in
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size and number of lesions, metastatic brain tumor segmentation is a more difficult task
than primary brain tumor segmentation. More specifically, the difficulty is attributed to
the presence of micro-metastases, which are lesions with a diameter no greater than 5mm
(Cheng et al. (2019); Nomoto et al. (1994)). These brain micro-metastases (especially dural
lesions located at the peripheries of the brain) can share similarity in shape, size, and MR
intensity to small blood vessels. In such cases, it can be challenging to confidently label
a small focus of enhancement as a metastases or a blood vessel until it grows on a subse-
quent time-point. In other cases, micro-metastases can present with little to no contrast
enhancement, especially in the setting of lower quality scans. These factors together make
the automated detection and segmentation of micro-metastatic brain lesions a challenging
machine learning problem.

Past approaches in published literature on the automated segmentation of BM have
included a variety of architectural modifications and different loss functions, but they all
report a sensitivity of detection of micro-metastases well under 50% (Grøvik et al. (2019);
Ottesen et al. (2023); Rudie et al. (2021)). Studies that have looked at the inter-rater
variability for detection of micro-metastases have concluded that current deep learning (DL)
based approaches are inferior to that of expert neuroradiologists and might not be ready
for clinical deployment just yet (Rudie et al. (2021)). That being said, even though current
models are imperfect, especially for detection of small lesions, they have the potential to
improve workflow efficiency for radiologists by reducing the amount of manual segmentation
that must be done by a clinician. Specifically, a clinician can now simply correct a label
map by adding in missed detections or removing false positives, a process that can save
significant amounts of time relative to needing to segment the whole volume from scratch.

While the process of correcting mistakes is acceptable in the setting of single patient
visits, it can become cumbersome and tedious to the clinician in the setting of longitudinal
patient data. For instance, a metastasis that is missed in the baseline scan is likely to
be missed again in all future time-points assuming it does not substantially change in size
or appearance. Such a scenario requires the clinician to manually fix the same mistake
repeatedly on all time-points, creating unnecessary annotation burden for the clinician. A
better system would entail the clinician fixing the mistake only once on the first time-point,
with the neural network carrying forward that prior information to subsequent time-points.
To the best of our knowledge, no published work has assessed the utility of using longitudinal
imaging data for the purpose of improving BM segmentation quality.

In this work, we propose a novel DL based approach to jointly register and segment BM
on T1-CE MR imaging, a method we call Sequential and Pyramidal Image Registration
and Segmentation (SPIRS). More specifically, given a prior time-point and a new time-
point image, we train a Siamese style convolutional neural network (CNN) to first affinely
(i.e. linearly) and then deformably (i.e. non-linearly) register the pair of images. This
registration transform is parameterized as a dense displacement vector field (DVF), and
it maps the offset from the prior time-point onto the new time-point image. Assuming
we already have a prior time-point segmentation mask that has been manually edited by
a clinician (which will be the case in a routine clinical environment), we can then use
the found DVF to transform this prior segmentation mask onto the new time-point. This
warped prior mask can then be used to enhance and improve the segmentation of the new
time-point (figure 1).
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Figure 1: An example prior time-point image Im and tumor mask Sm outlined in red (A)
and new time-point image If (without tumor mask) (B). The priors are first
affinely registered (creating IwA and SwA) (C) and then deformably registered
(creating IwD and SwD) (D) to the new time-point. Note how the prior time-
point tumor is warped to match the location and size of the new time-point tumor.
These warped priors IwD and SwD are used to aid and improve the segmentation
of the new time-point (E).

Generalizable Insights about Machine Learning in the Context of Healthcare

• We show that SPIRS outperforms other methods for the specific task of
registration of MR imaging with BM. Many registration methods exist, but they
are trained and validated on normal brain anatomy. Not only do we develop a novel
architecture for combined affine and deformable registration, we show that by training
a task specific model, we can improve performance over current baseline methods.

• Our approach utilizes readily available prior time-point information in or-
der to improve the segmentation of micro-metastases. Despite the fact that
longitudinal imaging data is readily available, most approaches segment scans inde-
pendently of each other. Our method shows that using prior time-point information
can significantly improve the detection rate of micro-metastases on follow-up imag-
ing, which will reduce annotation burden for clinicians and improve performance of
downstream clinical tasks.

2. Related Work

There is extensive literature in medical image registration and it can be broadly be split
into two categories: non-learning based and learning-based. We provide a brief overview of
some relevant methodology below.

2.1. Non-Learning Based Registration

Given a fixed and a moving image, classical registration approaches perform a gradient
descent based numerical optimization to iteratively align pixels from the moving image
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onto the fixed image to improve a chosen similarity metric (e.g. mean squared error (MSE),
normalized cross correlation (NCC)). The learned transformation can be either linear or
non-linear, depending on one’s use case. If the transform is non-linear, certain constraints
can be placed on the outputted DVF to encourage a spatially smooth transform. To alleviate
this numerical optimization problem (which even for linear transforms can get stuck at poor
local minimas for anatomically complex images), classical methods often employ a sequential
and pyramidal hierarchy. Sequential refers to solving lower complexity transforms before
higher complexity transforms. In other words, a purely affine transformation is computed
first before solving for the deformable transformation. Pyramidal refers to a multi-scale
approach wherein the transformation is first computed at a coarser image scale and is
progressively updated at finer image scales (Adelson et al. (1984)). We note that due to the
iterative nature of these classical algorithms, they can be quite computationally intensive.
Indeed, deformable registration of 3D brain MR imaging can take upwards of one to two
hours on CPU per image pair. While there are many classical registration algorithms for
deformable registration, including but not limited to B-splines (Rueckert et al. (1999)),
Demons (Thirion (1998)), and Large Diffeomorphic Distance Metric Mapping (LDDMM)
(Glaunes et al. (2008)), the current gold standard is generally accepted to be Symmetric
Normalization (SyN) (Avants et al. (2007)) from the Advanced Normalization Tools (ANTs)
package (Avants et al. (2010); Klein et al. (2009)). ANTs can also be used for highly
performant affine registration of imaging.

2.2. Learning Based Registration

Newer methods utilize neural networks to learn a function for (affine and/or deformable)
registration. This can be advantageous because each image pair can be fully registered with
one forward pass of the network, which will take only a few seconds on GPU. DL based
affine registration networks are usually formulated as a supervised regression problem. Chee
and Wu (2018) use a Siamese style encoder to directly predict the affine transform matrix.
Islam et al. (2021) uses a similar regression approach, but focuses on cross-modality regis-
tration. DL based deformable registration networks can either be trained in a supervised or
unsupervised manner. While earlier approaches like that from Sokooti et al. (2017) required
ground truth DVFs to train the network, newer approaches tend to be fully unsupervised.
Dalca et al. (2019) proposed a U-Net based diffeomorphic registration model they named
VoxelMorph (VXM). Building off this approach, Mok and Chung (2020) utilized a pyramidal
architecture to improve the quality of the registration. However, they did not incorporate
feature sharing at the different levels of the pyramid, resulting in redundant parameters.
de Vos et al. (2019) devised a network to sequentially perform affine and deformable regis-
tration, but their deformable registration was based only on b-spline grids. Christodoulidis
et al. (2018) also performed both affine and deformable registration, however their approach
was neither sequential nor pyramidal.

2.3. Joint Frameworks for Registration and Segmentation

While registration and segmentation are two of the largest and most researched areas of
computer vision for medical applications, there is significantly less research in how the cou-
pling of these two tasks may improve one or both tasks. Such joint methods are mainly used
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in areas where longitudinal imaging data is widely available. For instance, segmentation
of cardiac MR imaging is usually done only on end-diastolic and end-systolic frames, with
information from other frames not exploited. By using a joint framework, more data may
be incorporated during model training and can improve performance of both cardiac motion
estimation and atrial/ventricular segmentation (Qin et al. (2018); Upendra et al. (2021)).
Joint approaches have also been shown to be effective in low-annotation settings, where
only a fraction of the whole dataset has ground truth segmentations (Xu and Niethammer
(2019)). When compared to the baseline of not having any annotated data, weak supervi-
sion from a small sample of ground truth annotations can improve registration performance
due to the incorporation of an anatomy similarity loss. Indeed, joint methodological ap-
proaches have been shown to outperform independently optimized networks on tasks such
as cardiac, knee, and brain (Xu and Niethammer (2019); Chen et al. (2022)). While these
existing works have applied their respective methods to normal anatomy, to the best of
our knowledge no work has focused specifically on improving the registration quality and
segmentation performance of BM on T1-CE MR.

3. Methods

We let If , Im, Sf , Sm denote the fixed image, moving image, fixed segmentation, and

moving segmentation, respectively. T̂A and T̂D denote the predicted affine and deformable
registration transforms, respectively. Here, T̂A and T̂D are mappings such that Im ◦ T̂
= Iw ≈ If . To warp image Im with transformation T̂ , we use a fully differentiable spatial
transformer module, which allows for gradient backpropagation during network optimization
(Jaderberg et al. (2016)). Our proposed architecture consists of three successive blocks: 1)
the affine registration network FA, 2) the deformable registration network FD, and 3) the
segmentation network FS . A diagram showing this sequential structure is visualized in
figure 2. We note that these three blocks all share the joint Siamese style feature encoder,
which helps prevent overfitting towards any one task, since the model must learn encoded
feature representations that are useful for all three tasks. We describe in detail the full
CNN architecture and the training optimization strategies in the following sections.

3.1. Shared Encoder Architecture

In lieu of training three separate task specific encoders for each of the sub-networks, we
instead train a single encoder which is shared between the tasks. This encoder is composed
of 5 blocks, where each block consists of a batch normalization operation (Ioffe and Szegedy
(2015)), ReLU activation (Nair and Hinton (2010)), and kernel size 3 convolution with a
stride of 1. To ensure our encoder learns robust yet powerful representations of the input
data, we use 64 filters for the convolution in the first block, and double this number of filters
as we go deeper into the network. Feature map downsampling occurs after each block and
is accomplished through a max pooling operation (Nagi et al. (2011)) with a kernel size and
stride both equal to 2.
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Figure 2: Schematic showing the sequential structure of our proposed framework for joint
image registration and segmentation. First, the fixed image If , moving image
Im, and moving label Sm are passed to the affine registration network FA, which
outputs the affinely warped image IwA and label SwA . Next, the fixed image
If , affinely warped image IwA , and affinely warped label SwA are passed to the
deformable registration network FD, which outputs the deformably warped image
IwD and label SwD . Finally, the segmentation network FS is used to segment If
with the help of IwD and label SwD to output predicted segmentations P1 (which
does not use any prior time-point information) and P2 (which uses prior time-
point information).

3.2. Affine Registration Network FA Architecture

Given input images If , Im and Sm, the affine registration network FA outputs T̂A, IwA ,

SwA= FA(If , Im, Sm), where T̂A ∈ R3×4 represents the 3D affine transformation and IwA =

Im ◦ T̂A and SwA = Sm ◦ T̂A are the affinely warped moving image and label, respectively.
FA is composed of an opening convolution operation, the shared encoder, and a specialized
affine transform decoding module. If and Im are passed to the opening convolution, which
uses a kernel size 7 with stride of 1. Increasing the kernel size from 3 to 7 for this open-
ing convolution helps increase the effective receptive field (ERF) of the network, allowing
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for larger transformations to be learned. The decoding module is composed of two fully
connected layers with dropout (Srivastava et al. (2014)) of 0.15.

To train FA, we use a combination of two losses. First, we take the MSE loss between
the true affine matrix TA and the predicted affine matrix T̂A.

LMSE(TA, T̂A) = ∥TA − T̂A∥22 (1)

Second, we utilize the unsigned local normalized cross correlation (LNCC) to measure
the similarity between If and IwA (Avants et al. (2007); Dalca et al. (2019)). We define the
local mean centered image If = If − µIf , where µIf is the convolved output of If and a

kernel size 9 box filter. IwA is defined similarly. The LNCC is then given by:

LNCC(If , IwA) =
⟨If − µIf , IwA − µIwA

⟩2

⟨If − µIf , If − µIf ⟩⟨IwA − µIwA
, IwA − µIwA

⟩
=

⟨If , IwA⟩2

⟨If , If ⟩⟨IwA , IwA⟩
(2)

where ⟨·, ·⟩ is the Frobenius inner product. LNCC ranges from 0 to 1, with 1 representing
perfectly aligned images. To use as a loss function, we take the negative of the value.

LLNCCA
(If , IwA) = −LNCC(If , IwA) (3)

3.3. Deformable Registration Network FD Architecture

Given input images If , IwA , and SwA , the deformable registration network FD outputs T̂D,

IwD , SwD = FD(If , IwA , SwA), where T̂D ∈ Rh×w×d×3 represents the deformable transfor-

mation and IwD = IwA ◦ T̂D and SwD = SwA ◦ T̂D are the (affinely and) deformably warped
moving image and label, respectively. FD is composed of an opening convolution operation,
the shared encoder, and a specialized deformable transform decoding module. The decod-
ing module is the inverse of the shared encoder, with trilinear upsampling layers in lieu of
max pooling. Following standard U-Net approaches, we interleave skip connections from
the encoder to the decoder.

To train FD, we use a combination of three losses. First, we measure the similarity
between If and IwD as follows:

LLNCCD
(If , IwD) = −LNCC(If , IwD) (4)

Next, to encourage the predicted DVF to be spatially smooth, we use the following
second order bending energy penalty (Rueckert et al. (1999)):

Lsmooth(T̂D) =
∑(∥∥∥∥∥∂2T̂D

∂x

∥∥∥∥∥
2

2

+

∥∥∥∥∥∂2T̂D

∂y

∥∥∥∥∥
2

2

+

∥∥∥∥∥∂2T̂D

∂z

∥∥∥∥∥
2

2

+2

∥∥∥∥∥∂2T̂D

∂xy

∥∥∥∥∥
2

2

+ 2

∥∥∥∥∥∂2T̂D

∂xz

∥∥∥∥∥
2

2

+ 2

∥∥∥∥∥∂2T̂D

∂yz

∥∥∥∥∥
2

2

) (5)

where spatial gradients are approximated via a second order finite difference. If we
place too much weight on this penalty, the predicted DVF will be over-smoothed and will
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not adequately align If and IwD . Conversely, if we do not penalize enough, we may see
physiologically unrealistic transformations such as folding or other discontinuities.

Finally, to add extra incentive to the network to learn how to accurately shrink or
enlarge tumors (which will improve our downstream segmentation performance), we utilize
the Dice Score Coefficient (DSC) (Dice (1945)). Given two label maps p and q, the DSC
measures how well they overlap as follows:

DSC(p, q) =
2
∑

pq∑
p +

∑
q

(6)

DSC ranges from 0 to 1, with 1 representing perfect overlap. To use as a loss function,
we take the negative of the value.

LDSCD
(Sf , SwD) = −DSC(Sf , SwD) (7)

3.4. Segmentation Network FS Architecture

Given input images If , IwD , and SwD , the segmentation network FS outputs P1, P2 =
FS(If , IwD , SwD), where P1 and P2 are pixelwise probability maps for likely brain metas-
tases. FS is composed of an opening convolution operation, the shared encoder, and a
specialized segmentation module. This module works slightly differently from the prior two
in that the input to the opening convolution is solely the fixed image. The output of the seg-
mentation decoding module, which follows the same structure as the deformable decoding
module, is P1. As this part of the segmentation module is run solely using the fixed image,
it does not incorporate any prior time-point information at this point. The second part of
the segmentation module is a residual block (He et al. (2015)) which fuses information from
the current time-point (If and P1) with information from the prior time-point (IwD and
SwD) to output the final enhanced segmentation P2.

To train FS , we apply DSC loss to both P1 and P2 as follows:

LDSCS1
(Sf , P1) = −DSC(Sf , P1) (8)

LDSCS2
(Sf , P2) = −DSC(Sf , P2) (9)

3.5. Pyramidal Architecture

In this section, we will briefly describe the pyramidal structure of our network architecture,
a schematic of which is shown in figure 3. To begin, we use a L-level pyramid framework
for both our affine and deformable registration networks, where we set L = 3 for this paper.
For level i ∈ {1, 2, 3} in the pyramid, the input images are downsampled by a factor 0.5L−i.
A forward pass through the pyramidal structure entails iteratively registering the images
at from the coarsest scale (level i = 1) to the finest scale (level i = 3). More specifically,
at pyramid level i = 1, we downsample images If and Im by a factor of 0.5L−i = 4 to
obtain coarse images If1 and Im1 . These are passed through FA1 to output a coarse affine

transformation T̂A1 . At pyramid levels i > 1, we downsample images If and Im by the
appropriate scale factor to obtain images Ifi and Imi and we warp Imi with the previously
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Figure 3: Schematic showing the pyramidal structure of our proposed framework for affine
image registration. The predicted affine transformation T̂A is iteratively refined
by registering the images from the coarsest scale (level i = 1) to the finest scale
(level i = 3). The pyramidal structure for deformable registration follows the
same approach.

computed transform T̂Ai−1 to make IwAi−1
. If and IwAi−1

are passed through FAi to output

a refined affine transformation T̂Ai . The pyramidal structure for deformable registration
follows the same approach.

As stated previously, the pyramidal sub-networks FAi and FDi for i ∈ {1, 2, 3} share
the same trainable parameters. The only difference between sub-networks is that level
i = 1 uses two fewer and level i = 2 uses one fewer non-trainable max pooling and trilinear
upsampling layer than does level i = 3, respectively. By carefully removing down-sampling
and up-sampling layers for the coarser image resolutions, we ensure that all input and
output dimensions match up.

3.6. Total Pyramidal Loss Function

To balance losses coming from different levels in the pyramid, we use the following:

Ltotal =

L∑
i=1

γL−i(LMSE +LLNCCA
+LLNCCD

+λ1Lsmooth +λ2LDSCD
+LDSCS1

+LDSCS2
)

(10)
where γ controls how much to decrease the loss at coarser image scales, λ1 controls the

strength of Lsmooth, and λ2 is a weighting hyperparameter to prevent LDSCD
from overpow-

ering Lsmooth and resulting in spatially discontinuous deformations at tumor boundaries.
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4. Cohort

We acquired a cohort of patients with clinically diagnosed BM from a retrospective database
from the Brigham and Women’s Hospital radiation oncology clinic. We selected adult
patients with newly diagnosed BM who were undergoing stereotactic radiosurgery treatment
from April 2004 to November 2014. This yields 148 patients with 885 time-points total. To
train our registration and segmentation model, we divided this cohort on the patient level
into training (100 patients; 617 time-points), validation (25 patients; 139 time-points), and
testing (23 patients; 129 time-points) sets. To better understand how model performance
varies as a function of lesion volume, each set was sub-divided into groups of consisting of
micro (< 25mm3), small (≥ 25mm3 and < 125mm3), medium (≥ 125mm3 and < 1000mm3),
and large (≥ 1000mm3) lesions. Table 2 in Appendix A details demographical statistics
of these selected cohorts. All patient examinations were viewed and annotated in Slicer3D
(Fedorov et al. (2012)). Segmentations were first manually segmented by a neuro-oncologist
and then manually edited by a board-certified neuro-radiologist with 16 years’ experience.
These segmentations serve as the ground truth for our experiments.

5. Results

Our goal is A) to accurately and efficiently compute affine and deformable registrations for
brain tumor imaging data, and B) to improve segmentation of brain metastases by using
prior time-point information. In this section, we quantitatively evaluate these goals.

5.1. Evaluation Approach/Study Design

We will evaluate registration performance as follows:

1. By computing LNCC between the fixed image If and the moved images IwA and IwD .

2. By computing DSC between the fixed label Sf and the moved labels SwA and SwD .

Since ANTS and VXM are the most well-known and most rigorously validated classical
and DL based registration methods, respectively, we will compare our method SPIRS to
these two baselines. Namely, we will employ the Wilcoxon signed-rank test (Wilcoxon
(1992)), the non-parametric analog to the paired t-test. Following recommendation from
Dalca et al. (2019), we change the ANTS default parameters to use a step size of 0.25,
Gaussian parameters of (9.0, 0.2), and three levels in the pyramid.

We will evaluate segmentation performance as follows:

1. By computing DSC, 95th percentile of Hausdorff distance (HD95) (Huttenlocher et al.
(1993)), and sensitivity of lesion detection between the fixed label If and the predicted
segmentations P1 and P2.

We hypothesize that using segmentation labels generated using prior time-point infor-
mation (P2) will significantly improve sensitivity of lesion detection when compared to using
segmentation labels generated without any prior time-point information (P1). To verify this,
we will employ McNemar’s test, a type of chi-squared test for paired data.
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5.2. Implementation and Training Details

Our model SPIRS was implemented in DeepNeuro (Beers et al. (2020)) with Tensorflow
2.10 backend (Abadi et al. (2015)). The three hyperparameters γ, λ1, and λ2 in our total
pyramidal loss function Ltotal are set to 0.5, 0.5, and 0.1, respectively. Further training
details are included in Appendix B.

5.3. Image Registration Results

Figure 4: A fixed image If (A) and a moving image Im (B) from the test set are registered
together via SPIRS. (C-E) show the results of pyramidal affine registration and
(F-H) shows the results of pyramidal deformable registration. (I,J) shows the
LNCC of all intra-patient pairs of images in our test set for affine and deformable
registration, respectively.

To begin, at each level i ∈ {1, 2, 3} in the pyramid, we compute the LNCC between
the fixed image Ifi and the moved images IwAi

and IwDi
. We find that LNCC markedly

improves as we pass through the pyramid structures for both FAi and FDi (figure 4(I, J)).
An example registration between two test set images is shown in figure 4(A-H). Panel (A)
shows the fixed image If and panel (B) shows the initially misaligned moving image Im,
which have an initial LNCC of 0.064. We note that the affine misalignment is purely 2D
for the purpose of this figure, but emphasize that our network can register images fully
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in 3D. Panels (C-E) show the results of affine registration from the coarsest to the finest
resolution along with the predicted transformations (which are visualized as a DVF). Due to
the size of the figure, it is difficult to see the minute differences between T̂A1 , T̂A2 , and T̂A3 .
Nevertheless, we note that the registration quality improved as evidenced by the LNCC,
which rises to 0.110, 0.160, and 0.163 at levels 1, 2, and 3, respectively. Panels (F-H) show
the results of deformable registration. Here, we can see striking differences between T̂D1 ,
T̂D2 , and T̂D3 , with LNCC rising to 0.398, 0.525, and 0.614, respectively. Qualitatively, we
can see that the major deformations that occur include enlarging the tumor and shrinking
the ventricles.

Figure 5: Quantitative comparison between our method SPIRS and baseline methods VXM
and ANTS using LNCC (A,B) and DSC (C,D).

Next, we compare our method SPIRS against baseline registration methods ANTS and
VXM (figure 5). Panels (A,C) compare LNCC and DSC between ANTS and SPIRS for affine
registration; panels (B,D) compare LNCC and DSC between VXM, ANTS, and SPIRS for
deformable registration. Since VXM only performs deformable registration (thus requiring
images to be affinely aligned as a pre-processessing step), we affinely align all images via
SPIRS before testing the three deformable registration algorithms to ensure fair comparison.
Using LNCC and DSC as our metrics, we observe that SPIRS performs similarly to ANTS
for affine registration, and performs better than VXM and ANTS for deformable registration
(p < 0.0001). In figure 6, we show example deformable registrations between two pairs of
test set images using VXM, ANTS, and SPIRS. We note that while all three methods can
deformably register the large lesion in the first row fairly well (though SPIRS subjectively
does the best), we can see that only SPIRS can correctly deformably warp the smaller lesion
in the second row.

Finally, to understand the effect of the pyramidal component of our registration network,
we ran a small ablation study (table 3 in Appendix C). When removing the pyramidal
component of the network, we observe a decrease in median LNCC of 0.45 (p < 0.0001)
and 0.04 (p < 0.0001) for affine and deformable registration, respectively. This highlights
the importance of using a multi-scale approach in order to guarantee optimal results.
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Figure 6: Comparison of deformable registration quality between a fixed image (A) and
moving image (B) for VXM (C), ANTS (D), and SPIRS (E). Lesion outlined in
red.

5.4. Image Segmentation Results

We report results for the segmentation of BM with and without using prior time-point infor-
mation in table 1. We observe significant improvement in sensitivity of lesion detection for
micro and small sized lesions when incorporating prior time-point information (p < 0.0001).
Specifically, we detect 15% more micro-lesions (amounting to 92 fewer missed detections),
and we detect 10% more small-lesions (amounting to 45 fewer missed detections). The
sensitivity for medium and large sized lesions remains unchanged. We note similar trends
for DSC and HD95. Examples of newly detected micro-metastatic lesions (all with ground
truth volume < 10mm3) are shown in figure 7.

6. Discussion

Automated segmentation of BM is challenging machine learning task, with current seg-
mentation algorithms exhibiting poor performance for micro-metastatic lesions. Patients
undergoing active treatment will require regular follow-up imaging scans for the purpose of
treatment response assessment, and current segmentation approaches are likely to make the
same mistakes repeatedly (e.g. micro-metastatic lesion missed at baseline is missed again
at time-point 1). Instead of segmenting each image independently of each other, we propose
to utilize the prior time-point imaging as a means to improve segmentation of the new time-
point. To that end, we developed SPIRS, a method to affinely and deformably register a
prior time-point image (with known ground truth segmentation) to a new time-point image
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Table 1: Median DSC, HD95, and sensitivity with and without using prior time-point in-
formation split by lesion size.

Lesion Size Prior Info DSC† HD95† Sensitivity∗

micro 0.0 (0.0 - 0.21) inf (2.12 – inf) 27 (24 - 31)
micro ✓ 0.0 (0.0 - 0.44) inf (1.41 – inf) 42 (38 - 46)

small 0.53 (0.0 – 0.68) 1.78 (1.0 – inf) 70 (66 - 74)
small ✓ 0.57 (0.16 – 0.69) 1.41 (1.0 – 3.98) 80 (76 - 84)

medium 0.78 (0.74 – 0.84) 1.0 (1.0 – 1.41) 97 (92 - 99)
medium ✓ 0.79 (0.74 – 0.85) 1.0 (1.0 – 1.41) 97 (92 - 99)

large 0.90 (0.88 – 0.92) 1.0 (1.0 – 1.41) 100 (93 - 100)
large ✓ 0.91 (0.89 – 0.92) 1.0 (1.0 – 1.41) 100 (93 - 100)
∗ Data in parantheses are percentages.
† Data in parantheses are IQRs.

Figure 7: Three different test set patients with automatically segmented micro-metastases
(outlined in red) that are missed if not using prior time-point information.

for the purpose of improving segmentation performance on this new image. While we focus
on BM for this paper, we emphasize that our model architecture is generalizable to other
challenging medical segmentation problems where longitudinal imaging data is present.

In our experimental studies, we compare registration via SPIRS to registration via
ANTS and VXM and the comparative analysis indicates that SPIRS performs equivalently
for affine registration and performs better for deformable registration. We attribute this
improvement in performance to the fact that most algorithms are developed for normal
anatomy and are not well equipped to model large radial deformations like we see for tumor
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growth/shrinkage. Using our method, we subsequently show that we can drastically decrease
the number of missed detections of BM when we utilize prior time-point information. This
has numerous clinical implications.

First, we can reduce the annotation burden on clinicians by decreasing the number of
mistakes that must be corrected each time a patient comes in for follow-up imaging. This
will help streamline clinical workflows and enable the clinician to spend more time working
on important downstream tasks such as treatment response assessment. Next, our approach
can help make longitudinal patient analysis more consistent. Due to a multitude of factors,
patient follow-up imaging will occasionally be read and interpreted by a different radiolo-
gist. Not only can this can lead to inter-rater variability, where a lesion may be identified
on one visit but not the other, but it may also have significant effects on the categorization
of treatment response (e.g. accidentally assigning partial response (PR) instead of stable
disease (SD)). Our method can help prevent such issues by ensuring that lesions that were
identified in prior time-points are correctly carried forwards to new time-points. Third,
many BM specific clinical trials are run independently at differing institutions (Tawbi et al.
(2018); Goldberg et al. (2020); Brastianos et al. (2021)). In order to accurately assess treat-
ment efficacy across multiple institutions and clinical trials, a standardized non-volumetric
measurement system known as the response assessment in neuro-oncology (RANO) criteria
is used (Lin et al. (2015)). The RANO criteria has been shown to lead to higher amounts
of inter- and intra-rater variability and has significantly poorer repeatability and consis-
tency compared to true volumetric measurements (Chang et al. (2019); Peng et al. (2022)).
Showing promising results for segmentation of BM, our approach is a step towards replacing
RANO with volumetric tumor burden.

Limitations There are a few limitations of our work. First, our dataset was collected
retrospectively from a single institution. Model performance when used in a prospective
manner is currently uncertain. Moreover, variations in scanner settings and MRI parameters
between institutions can affect performance, and future work will entail validating our
approach on a larger multi-site dataset. Second, our approach relies on the existence of
high quality prior time-point segmentations. If the radiologist that interpreted the prior
time-point missed a lesion or segmented a false positive, these mistakes will most likely be
inadvertently carried through to the new time-point. Finally, we did not run any exhaustive
grid searches for the hyper-parameters in our approach. Minor improvements to both
the registration and segmentation may be achieved through sophisticated hyper-parameter
tuning.
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Anthony Gonçalves. Recent trends in epidemiology of brain metastases: an overview.
Anticancer Res, 32(11):4655–4662, November 2012.

Hussein A. Tawbi, Peter A. Forsyth, Alain Algazi, Omid Hamid, F. Stephen Hodi, Ster-
gios J. Moschos, Nikhil I. Khushalani, Karl Lewis, Christopher D. Lao, Michael A. Pos-
tow, Michael B. Atkins, Marc S. Ernstoff, David A. Reardon, Igor Puzanov, Ragini R.
Kudchadkar, Reena P. Thomas, Ahmad Tarhini, Anna C. Pavlick, Joel Jiang, Alexan-
dre Avila, Sheena Demelo, and Kim Margolin. Combined nivolumab and ipilimumab in
melanoma metastatic to the brain. New England Journal of Medicine, 379(8):722–730,
2018. doi: 10.1056/NEJMoa1805453. URL https://doi.org/10.1056/NEJMoa1805453.
PMID: 30134131.

J.-P. Thirion. Image matching as a diffusion process: an analogy with maxwell’s demons.
Medical Image Analysis, 2(3):243–260, 1998. ISSN 1361-8415. doi: https://doi.
org/10.1016/S1361-8415(98)80022-4. URL https://www.sciencedirect.com/science/

article/pii/S1361841598800224.

Roshan Reddy Upendra, Richard Simon, and Cristian A Linte. Joint deep learning frame-
work for image registration and segmentation of late gadolinium enhanced MRI and cine
cardiac MRI. Proc SPIE Int Soc Opt Eng, 11598, February 2021.

Michael A. Vogelbaum, Paul D. Brown, Hans Messersmith, Priscilla K. Brastianos, Stuart
Burri, Dan Cahill, Ian F. Dunn, Laurie E. Gaspar, Na Tosha N. Gatson, Vinai Gondi,
Justin T. Jordan, Andrew B. Lassman, Julia Maues, Nimish Mohile, Navid Redjal, Glen
Stevens, Erik Sulman, Martin van den Bent, H. James Wallace, Jeffrey S. Weinberg,
Gelareh Zadeh, and David Schiff. Treatment for brain metastases: Asco-sno-astro guide-
line. Journal of Clinical Oncology, 40(5):492–516, 2022. doi: 10.1200/JCO.21.02314.
URL https://doi.org/10.1200/JCO.21.02314. PMID: 34932393.

Frank Wilcoxon. Individual Comparisons by Ranking Methods, pages 196–202. Springer New
York, New York, NY, 1992. ISBN 978-1-4612-4380-9. doi: 10.1007/978-1-4612-4380-9 16.
URL https://doi.org/10.1007/978-1-4612-4380-9_16.

Zhenlin Xu and Marc Niethammer. Deepatlas: Joint semi-supervised learning of image
registration and segmentation, 2019.

23

https://doi.org/10.1056/NEJMoa1805453
https://www.sciencedirect.com/science/article/pii/S1361841598800224
https://www.sciencedirect.com/science/article/pii/S1361841598800224
https://doi.org/10.1200/JCO.21.02314
https://doi.org/10.1007/978-1-4612-4380-9_16


Registration and Segmentation Network for Brain Metastases

Appendix A.

Table 2: Patient demographic information for the selected brain metastases cohort.

Characteristic Training Set Validation Set Test Set

Patient Characteristics

No. of patients 100 25 23
No. of women∗ 68 (68) 13 (52) 13 (57)
Median age† 60 (52 - 66) 61 (54 - 71) 67 (60 - 73)

Examination Characteristics

No. of MR examinations 617 139 129
No. of micro lesions 594 82 637
No. of small lesions 1245 138 465
No. of medium lesions 1070 141 156
No. of large lesions 522 128 72

Primary Cancer Type

Lung∗ 51 (51) 10 (40) 16 (70)
Breast∗ 21 (21) 6 (24) 1 (4)
Melanoma∗ 17 (17) 7 (28) 3 (13)
Gastrointestinal∗ 3 (3) 1 (4) 2 (9)
Renal∗ 4 (4) 1 (4) 0 (0)
Other/Unknown∗ 4 (4) 0 (0) 1 (4)
∗ Data in parantheses are percentages.
† Data in parantheses are IQRs.

Appendix B.

Training is done using the SGD optimizer with decoupled weight decay (Loshchilov and
Hutter (2017)) and we progressively decrease the learning rate via the following cosine
decay schedule:

ηt = ηmin + 0.5(ηmax − ηmin)(1 + cos(πTcurr/T )) (11)

where ηmax is our initial learning rate (set to 1e-2), ηmin is our final learning rate (set
to 4e-5), Tcurr is the current iteration counter, and T is the total number of iterations to
train for (set to 250 epochs).

To mitigate overfitting, we apply weight decay of 4e-5 to all convolutional kernel param-
eters, leaving biases and scales un-regularized. The same cosine decay schedule is applied,
where we set the final weight decay to be 2e-7. Furthermore, we apply real-time data
augmentation during the training process. Specifically, we utilize random mirror axis flips
about all three axes along with anisotropic scaling (0.9 to 1.1), rotations (−20◦ to 20◦),
shearing (−0.05 to 0.05), and translations (−20 to 20 pixels). Intensity augmentation in
the form of gamma correction (.75 to 1.25) is used as well.
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End-to-end training for our network is unstable due to the difficulty in balancing losses
computed at different levels in the pyramid. To overcome this issue, we use a coarse-to-fine
training approach. Since network parameters are shared between all levels in the pyramid,
we instead begin by training only the coarsest level and successively add the other levels
each time the model converges. In particular, we start by training the affine, deformable,
and segmentation modules only at level i = 1. Since our 3D images are downsampled by
a factor of 4 at this scale, we can fit a batch size of 32 into GPU memory, which allows us
to train with batch normalization. After convergence, we fine-tune this model with levels
i = 1 and i = 2 together. Since our images are now larger (only downsampled by a factor
of 2 at this scale), we drop the batch size to 2 to ensure our model still fits into memory
and we freeze batch statistics. This process is repeated one more time at the final level of
the pyramid. This training process took around 48 hours on a NVIDIA Tesla V100 32GB
GPU.

Appendix C.

Table 3: Ablation study to assess effect of pyramidal registration scheme on median LNCC
and DSC.

Pyramidal Transformation Type LNCC† DSC†

Affine 0.14 (0.11 – 0.17) 0.26 (0.11 – 0.44)
✓ Affine 0.59 (0.52 – 0.65) 0.51 (0.32 – 0.69)

Deformable 0.68 (0.64 – 0.71) 0.76 (0.72 – 0.79)
✓ Deformable 0.72 (0.53 – 0.82) 0.78 (0.61 – 0.85)

† Data in parantheses are IQRs.
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