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Abstract
The neural underpinning of the biological visual system is challenging to study experi-

mentally, in particular as neuronal activity becomes increasingly nonlinear with respect to
visual input. Artificial neural networks (ANNs) can serve a variety of goals for improving
our understanding of this complex system, not only serving as predictive digital twins of
sensory cortex for novel hypothesis generation in silico, but also incorporating bio-inspired
architectural motifs to progressively bridge the gap between biological and machine vision.
The mouse has recently emerged as a popular model system to study visual information
processing, but no standardized large-scale benchmark to identify state-of-the-art mod-
els of the mouse visual system has been established. To fill this gap, we proposed the
SENSORIUM benchmark competition. We collected a large-scale dataset from mouse primary
visual cortex containing the responses of more than 28,000 neurons across seven mice stimu-
lated with thousands of natural images, together with simultaneous behavioral measurements
that include running speed, pupil dilation, and eye movements. The benchmark challenge
ranked models based on predictive performance for neuronal responses on a held-out test
set, and included two tracks for model input limited to either stimulus only (SENSORIUM) or
stimulus plus behavior (SENSORIUM+). As a part of the NeurIPS 2022 competition track,
we received 172 model submissions from 26 teams, with the winning teams improving our
previous state-of-the-art model by more than 15%. Dataset access and infrastructure for
evaluation of model predictions will remain online as an ongoing benchmark. We would like
to see this as a starting point for regular challenges and data releases, and as a standard
tool for measuring progress in large-scale neural system identification models of the mouse
visual system and beyond.

Keywords

mouse visual cortex, system identification, neural prediction, natural images

© 2023 K.F. Willeke et al.



The SENSORIUM competition

Figure 1: A schematic illustration of the SENSORIUM competition. We provide large-
scale datasets of neuronal activity in the primary visual cortex of mice. Participants of the
competition trained models on pairs of natural image stimuli and recorded neuronal activity.

Introduction

Understanding how the visual system processes visual information is a long standing goal
in neuroscience. Neural system identification approaches this problem in a quantitative,
testable, and reproducible way by building accurate predictive models of neural population
activity in response to arbitrary input. If successful, these models can serve as functional
digital twins for the visual cortex, allowing computational neuroscientists to derive new
hypotheses about biological vision in silico, and enabling systems neuroscientists to test them
in vivo (Walker et al., 2019; Ponce et al., 2019; Bashivan et al., 2019; Franke et al., 2022). In
addition, highly predictive models are also relevant to machine learning researchers who use
them to bridge the gap between biological and machine vision (Li et al., 2019; Safarani et al.,
2021; Li et al., 2022; Sinz et al., 2019).

The work on predictive models of neural responses to visual inputs has a long history
that includes simple linear-nonlinear (LN) models (Jones and Palmer, 1987; Heeger, 1992a,b),
energy models (Adelson and Bergen, 1985), more general subunit/LN-LN models (Rust et al.,
2005; Touryan et al., 2005; Schwartz et al., 2006; Vintch et al., 2015), and multi-layer neural
network models (Zipser and Andersen, 1988; Lehky et al., 1992; Lau et al., 2002; Prenger
et al., 2004). The deep learning revolution set new standards in prediction performance
by leveraging task-optimized deep convolutional neural networks (CNNs) (Yamins et al.,
2014; Cadieu et al., 2014; Cadena et al., 2019) and CNN-based architectures incorporating a
shared encoding learned end-to-end for thousands of neurons (Antolík et al., 2016; Batty
et al., 2017; McIntosh et al., 2016; Klindt et al., 2017; Kindel et al., 2019; Cadena et al.,
2019; Burg et al., 2021; Lurz et al., 2021; Bashiri et al., 2021; Zhang et al., 2018; Cowley and
Pillow, 2020; Ecker et al., 2018; Sinz et al., 2018; Walker et al., 2019; Franke et al., 2022).

The core idea of a neural system identification approach to improve our understanding of
an underlying sensory area is that models that explain more of the stimulus-driven variability
may capture nonlinearities that previous low-parametric models have missed (Carandini
et al., 2005). Subsequent analysis of high performing models, paired with ongoing in vivo
verification, can eventually yield more complete principles of brain computation. This
motivates continually improving our models to explain as much as possible of the stimulus-
driven variability and analyze these models to decipher principles of brain computations.
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Standardized large-scale benchmarks are one approach to stimulate constructive com-
petition between models compared on equal ground, leading to numerous incremental
improvements that accumulate to substantial progress. In machine learning and computer
vision, benchmarks have been an important driver of innovation in the last ten years. For
instance, benchmarks such as the ImageNetChallenge (Russakovsky et al., 2015) helped jump
start the revolution in arti�cial intelligence through deep learning. Similarly, neuroscience
can bene�t from more large-scale benchmarks to drive innovation and identify state-of-the-art
models. This is especially true in the mouse visual cortex, which has recently emerged as
a popular model system to study visual information processing, due to the wide range of
available genetic and light imaging techniques for interrogating large-scale neural activity.

Existing neuroscience benchmarks vary substantially in the type of data, model organism,
or goals of the contest (Schrimpf et al., 2018; Cichy et al., 2021; de Vries et al., 2019; Pei
et al., 2021). For example, theBrain-Score benchmark (Schrimpf et al., 2018) ranks
task-pretrained models that best match areas across primate visual ventral stream and
other behavioral data, but do not provide neuronal training data. Instead, participants
design objectives, learning procedures, network architectures, and input data that result in
representations that are predictive of the withheld neural data. TheAlgonauts challenge
(Cichy et al., 2021) competition ranks neural predictive models of human brain fMRI visual
cortex activity in response to natural images and videos. Additionally, large data releases
such as the mouse visual cortex dataset fromAllen Institute for Brain Science (de Vries
et al., 2019) are often not designed for a machine learning competition (consisting of only 118
natural images in addition to parametric stimuli and natural movies), and lack benchmark
infrastructure for measuring predictive performance against a withheld test set. Lastly, the
Neural Latents benchmark (Pei et al., 2021) also targets neuronal response prediction, but
for cognitive, somatosensory, and motor areas with a focus on latent variable models.

To �ll this gap, we created the SENSORIUMbenchmark competition to facilitate the search
for the best predictive model for mouse visual cortex. We collected a large-scale dataset
from mouse primary visual cortex containing the responses of more than 28,000 neurons
across seven mice stimulated with thousands of natural images, together with simultaneous
behavioral measurements that include running speed, pupil dilation, and eye movements.
Benchmark metrics will rank models based on predictive performance for neuronal responses
on a held-out test set, and includes two tracks for model input limited to either stimulus
only (SENSORIUM) or stimulus plus behavior (SENSORIUM+).

Our competition was part of the NeurIPS 2022 competition track, receiving 172 model
submissions from 26 teams between May 20 and Oct 15, 2022. The winning teams substantially
improved our previous state-of-the-art model in both competition tracks (SENSORIUM: +13.6%;
SENSORIUM+: +18%). In this retrospective, we �rst describe the competition in detail, followed
by the results of the competition, with descriptions from the winning teams outlining their
approach. Finally, we re�ect on the competition results as well as our lessons learned for
future iterations.

The SENSORIUMCompetition

The goal of the SENSORIUM2022 competition and ongoing benchmark is to identify the best
models for predicting sensory neural responses to arbitrary natural stimuli. At the start of
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	Additional material from the winning teams

