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Abstract

Exo-atmospheric studies, i.e. the study of exoplanetary atmospheres, is an emerging
frontier in Planetary Science. To understand the physical properties of hundreds of exo-
planets, astronomers have traditionally relied on sampling-based methods. However, with
the growing number of exoplanet detections (i.e. increased data quantity) and advance-
ments in technology from telescopes such as JWST and Ariel (i.e. improved data quality),
there is a need for more scalable data analysis techniques. The Ariel Data Challenge 2022
aims to find interdisciplinary solutions from the NeurIPS community. Results from the
challenge indicate that machine learning (ML) models have the potential to provide quick
insights for thousands of planets and millions of atmospheric models. However, the machine
learning models are not immune to data drifts, and future research should investigate ways
to quantify and mitigate their negative impact.

Keywords: Exoplanet atmospheres, Generative modelling, uncertainty quantification, ap-
proximate inference

1. Introduction

Exoplanets are planets that orbit stars other than our own Sun. The number of confirmed
exoplanets has grown exponentially from 1 to more than 5000 in just under 30 years,
thanks to dedicated ground and space based missions such as e.g. Super-WASP (Pollacco
et al., 2006), NASA Kepler (Borucki et al., 2010) and the NASA TESS mission (Ricker
et al., 2015). The next frontier is characterising these exoplanets, as understanding their
atmospheric composition, dynamics and interior helps to provide clues to key questions such
as “What are the evolution paths for exoplanets?”, “How likely is it to find an Earth-like
planet?” and “What are the conditions for life to emerge?”. Answering questions such as
these is crucial to our understanding of our place in the Universe.

Retrieving the physical properties of exoplanets from observations is a computationally
demanding task. Astronomers have traditionally relied on statistical sampling algorithms
such as MCMC or Nested Sampling (Skilling, 2006) to approximate the Bayesian posterior
distribution of different atmospheric properties, such as the temperature of the planet or
trace gas abundances (e.g. Madhusudhan, 2018). However, these algorithms, while precise,
are not easily scalable to large datasets, and there have only been a handful of population-
level analyses on the different classes of exoplanets (e.g. Sing et al., 2016; Barstow et al.,
2017; Tsiaras et al., 2018; Fisher and Heng, 2018; Pinhas et al., 2019; Mansfield et al., 2021;
Roudier et al., 2021; Changeat et al., 2022; Edwards et al., 2022).

The launch of the Ariel Space Telescope in 2029, promises to provide thousands of high-
quality observations for a wide range of exoplanets (Tinetti et al., 2021). Conventional
sampling algorithms will soon become a major bottleneck to our understanding of plane-
tary characteristics in our local galactic neighbourhood (Yip et al., 2022a; Ardevol Martinez
et al., 2022; Matchev et al., 2022a). The field needs, more than ever, a scalable solution
to efficiently analyze thousands of planets. The emergence of machine learning-based mod-
els makes it possible to analyze thousands, or even millions, of planets at scale within a
reasonable amount of time.

However, due to the limited availability of real data, most AI/ML applications for
exoplanetary atmosphere characterization are trained on simulated data (e.g. Cobb et al.,

. https://exoplanets.nasa.gov/
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2019; Zingales and Waldmann, 2018; Yip et al., 2020; Ardevol Martinez et al., 2022). This
means that the joint distribution on which our models are trained and evaluated on is likely
to be different from that of real data. This phenomenon, commonly known as “concept
drift” in the machine learning literature, often results in poor model performance on real
data (e.g. Ditzler et al., 2015; Žliobaitė et al., 2016; Humphrey et al., 2022).

2. The Ariel Data Challenge

The Ariel Data Challenge (ADC) is an annual event that seeks innovative solutions aimed
at tackling pressing issues faced by the Ariel Space Telescope and the exoplanet community
in general. Each year the ADC focuses on a different issue concerning either the technical
or scientific aspect of the mission. A summary of the first ADC and its top-ranked solutions
can be found in Nikolaou et al. (2020). This year’s ADC invited innovative solutions to
the problem of atmospheric retrieval. Participants were given a 4-month window to train
a model that can infer physical properties from simulated observations from Ariel. The
following subsections contain a brief description of the challenge; we refer the interested
reader to Yip et al. (2022b) for more details.

2.1. Tasks

The competition’s goal is to develop a model capable of predicting six atmospheric properties
of the exoplanet given a simulated observation from Ariel. These parameters are: molecular
abundance of five gases, namely H2O, CH4, CO2, CO, NH3, as well as the mean atmospheric
temperature at the planet’s terminator. The exact targets to predict would vary depending
on the specific participation track chosen. The Light Track asked participants to submit
their predictions for the 16th, 50th and 84th percentile of each of the six properties of interest,
i.e. 18 targets in total. The Regular Tracks asked participants to submit a 6-dimensional
conditional distribution for each test example.

As not all participants may be familiar with the problem domain and scientific back-
ground, we provided extensive documentation on the background of the data challenge.
This included relevant scientific literature and a challenge starter kit containing the base-
line solutions.

2.2. Data

Each spectroscopic observation is generated following a 3-step approach. First, a planet
configuration is randomly selected from the catalogue of discovered planets, and, based
on the chosen planet’s configuration a randomly generated atmospheric profile and trace
gasses produced. We then used the atmospheric modelling software TauREx (Al-Refaie et al.,
2021) to produce a theoretical atmospheric model of the exoplanet. The forward model
is further processed by ArielRad (Mugnai et al., 2020) to generate realistic observations
expected by the Ariel Space Mission. This process is made automatic via the software
Alfnoor (Changeat et al., 2020; Mugnai et al., 2021). A total of 100,000+ simulated Ariel
observations were generated for this competition.

. https://github.com/ucl-exoplanets/NeurIPS2022_Baseline
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As for the ground truth, we have generated posterior distributions for ∼26% (21,988) of
the simulated observations using a Bayesian Nested Sampling (NS) algorithm (i.e. MultiNest
Feroz and Hobson, 2008; Feroz et al., 2019). These data points are thus ‘fully-labelled’ and
the remainder -for which only forward model input and output pairs are available- are
considered ‘weakly-labelled’. For more details please refer to Changeat and Yip (2022).

2.2.1. Design of test data

Set 1 Set 2 Set 3 Set 4

Planetary Configuration In-Range Out-Range In-Range Out-Range
Atmospheric Properties In-Range In-Range Out-Range Out-Range

The test set is purposely designed to reflect the fact that actual observations from Ariel
will be different from any existing simulated models, and as part of our investigation, we
want to know how this change may impact the model’s performance. To this end, we have
divided the test-set data into 4 different sets (See Table 1). Set 1 test data are generated
with the same atmospheric assumptions and planetary configurations as seen in the training
data, and therefore is the most similar to the training data, while Set 4 contains unseen
atmospheric assumptions and planetary configurations, we therefore expect it to be most
dissimilar. Here In-Range (Out-Range) corresponds to test set information being included
(excluded) in the training data.

2.3. Metric

2.3.1. Light Track

Submissions to the Light Track were evaluated based on the sum of the relative RMSE of

all targets t and their individual quartiles q, e.g. RMSEn =

√∑3
l

∑6
t

(
ql,t−q̂l,t

ql,t

)2
. The

final score was calculated by subtracting 1000 from the average performance over the entire
test set, i.e.,

scoreLight = 1000 −
∑N

n RMSEn

N
(1)

2.3.2. Regular Track

Submissions to the Regular Track were evaluated using the scaled Wasserstein-2 distance
between the predicted conditional distribution f and the NS-generated posterior distribu-
tion f̂ .

W2,t(f, f̂) = inf
π∈Γ(f,f̂)

∫
R×R

(x− y)2dπ(x, y) (2)

where Γ(f, f̂) represents the set of probability distributions on the metric space R × R,
whose marginal distributions are f and f̂ on first and second factor, respectively. The total
distance, W2,n, for each test example is the sum of the individual W2,t from each dimension,
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scaled by the size of their respective prior bounds, Bt i.e. W2,n =
∑

tW2,t/Bt. The final
score was calculated by subtracting 1000 from the average score over the entire test set, i.e.

scoreRegular = 1000 −
∑N

n=1W2,n

N
(3)

Note that inputs to the metric were subjected to a number of preprocessing steps before
being admitted by the metric function. Those conditions were 1.) Values outside the target’s
prior bounds were replaced with boundary values of the respective bounds 2.) the number
of samples per individual test examples must not exceed 5000.

3. Standout Solutions

3.1. Gators’ Solution

Unlu, Forestano, Roman, Matcheva and Matchev (under their corporate username “gators”)
drew inspiration for their solution from transformer architectures with self-attention layers.
The model is built from several fully connected neural networks some of which use as their
inputs concatenations or products of the outputs of previous modules. The model includes a
“modification layer” which modifies the spectrum using all available features, an “attention
layer” which enhances (suppresses) relevant (redundant) information, an “auxiliary layer”
tapping into the information contained in the auxiliary parameters, followed by the main
layer which predicts the learned parameters. The code for the “gators” solution can be ac-
cessed on GitHub at https://github.com/EyupBunlu/ArielDataChallenge2022Gators.

A significant improvement of the model’s prediction was made by preprocessing the
data using physics-motivated feature engineering. For example, to isolate the effect of the
atmosphere, for each planet i, the contribution of the opaque planet disk was subtracted
from the observed modulation Miλ at each wavelength bin λ as (Matchev et al., 2022b)

M ′
iλ = Miλ −

(
Rip

Ris

)2

, (4)

where Rip and Ris are the respective planet and star radii. Subsequently, the features (4)
and the noise were rescaled as M ′′

iλ = M ′
iλ/maxλ(M ′

iλ) and ϵ′iλ = ϵiλ/maxλ(M ′
iλ). New

dimensionless features motivated by the dimensional analysis of Matchev et al. (2022a)
were also added to the inputs, e.g., ratios of the planet radius, scale height, distance to the
host star D, etc. Finally, the auxiliary features were standardized and the modulation data
was cleaned by modifying unphysical values (outliers).

The training was done only on the 21,988 labeled samples with an 80/20 train-test split
and a dropout layer. The Adam optimiser (Kingma and Ba, 2017) was used with different
learning rates at various stages of the training. The six-dimensional population of the labels
was parameterized with the following ansatz

ρ(T,x;Tp, µi, σi, Ai,mi) =

Θ(Tp − T )

σT1

√
2π

e
− (T−Tp)

2

2σ2
T1 +

Θ(T − Tp)

σT2

√
2π

e
− (T−Tp)

2

2σ2
T2


×

5∏
i=1

[
Ai

σi
√

2π
e
− (xi−µi)

2

2σ2
i + (1 −Ai)

Θ(xi + 12)Θ(mi − xi)

mi + 12

]
,
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which involves a Bigaussian distribution for the temperature (with mean Tp = Ts

√
Rs
2D

and standard deviations σT1 and σT2), and a sum of a gaussian distribution (mean µi and
standard deviation σi) and a uniform distribution (from −12 to mi) for xi, the log of each
concentration. Thermal equilibrium between the star and the planet was used to relate Tp

to the temperature of the host star Ts. The model predicted the parameters of the ansatz.
Their training values were obtained by fitting to the provided trace data. The posterior
distributions are then sampled from the ansatz with the learned values of the parameters.

3.2. Stefan Stefanov’s Solution

Stefan Stefanov’s solution represents each atmospheric property distribution as an inde-
pendent mixture model of a normal and a uniform distribution. The 5 mixture model
parameters: µ and σ of the normal distribution, a, b (upper and lower bound of the uni-
form distribution) and α - the mixing coefficient are predicted by a neural network. The
neural network architecture is designed as a 1D convolutional autoencoder. The inputs to
the encoder are the spectrum, the spectrum with subtracted mean (Ardevol Martinez et al.,
2022) and the spectrum noise. These inputs are normalized by Deep Adaptive Input Nor-
malization (Passalis et al., 2019) which constitutes the trainable normalization layer part
of the network. The encoder contains 4 ResNet (He et al., 2016) blocks adapted for 1D
inputs. The features produced by the ResNet blocks are concatenated with the provided
auxiliary features and fed into a dense block consisting of 2 fully-connected layers followed
by a head layer which outputs the predicted parameters. Target values for the 5 parameters
described above are obtained from fitting mixture models to the provided trace data with
expectation-maximization using the external library pomegranate (Schreiber, 2018).

A multi-task learning approach is applied for the neural network’s training. In addition
to the mixture model parameters the neural network is trained to predict the forward model
parameters, the quartiles for the light track and a spectrum reconstruction. The neural
network has a decoder component that performs input spectrum data reconstruction. The
inputs to the decoder are the predictions from the encoder for the mixture, forward model
parameters and quartiles concatenated with the auxiliary features. The decoder consists of
1D transposed convolution layers where the final layer outputs reconstruction of the input
spectrum data. This autoencoder architecture allows for applying semi-supervised learning
where test data is also included for model training.

The predictions for the regular track are sampled from the mixture models with parame-
ters predicted by the neural network. The final solution is an ensemble of 10 neural networks
trained with different random initializations (Lakshminarayanan et al., 2017). Each model
provides one-tenth of the submission samples. The code for the solution is available at:
https://github.com/stefanistefanov/NeurIPS2022_Ariel_Challenge.

3.3. Podsztavek’s Solution

Podsztavek (under his username “podondra”) designed a solution based on deep ensembles
(Lakshminarayanan et al., 2017). A deep ensemble is an ensemble of M neural networks
that predict means and variances, i.e. normal distributions (Nix and Weigend, 1994). The
deep ensemble used in this solution consisted of M = 20 convolutional neural networks
(CNNs). Therefore, its output was a probability density function (PDF), a mixture of 20

6
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equally weighted normal distributions. This solution’s code is available online on GitHub,
at https://github.com/podondra/ariel-data-challenge.

The inputs of the CNNs were spectra of transit depths with corresponding auxiliary data
comprising all individual features (e.g. host star distance, exoplanet mass). Standardisa-
tion was applied to both spectra and auxiliary data. Each spectrum was standardised so
that it had zero mean and unit variance. This standardisation reduced differences in the
ranges of transit depths of individual spectra. Therefore, CNNs could focus on the shapes
of spectra since the abundance of molecules in atmospheres determine them. Auxiliary
data were standardised feature-wise, i.e. each auxiliary data feature was subtracted by its
training set’s mean and divided by its training set’s standard deviation. The training set
included all 21988 annotated exoplanets (i.e. spectra, auxiliary data, and annotations). The
original annotations were weighted traces (i.e. samples) from distributions of targets. Such
annotations would make the training of CNNs difficult. Therefore, the annotations were
simplified to be 6 normal distributions fitted to the weighted traces independently for each
target.

Each CNN was a modification of the VGG Net-A CNN (Simonyan and Zisserman,
2015). It consisted of a convolutional part (6 convolutional and 4 max pooling layers) and
fully connected (FC) part (7 FC layers, each with 1024 neurons). The convolutional part
processed spectra; its output was concatenated with auxiliary data into a vector processed
by the FC part. The activation function of all layers (except the last one) was the rectified
linear unit (ReLU). The last layer outputted the 6 normal distributions, i.e. 6 means and
6 variances. The softplus function outputted these 6 variances, and a minimal variance
of 10−6 was added for numerical stability. All CNNs were trained with Kullback–Leibler
divergence as the loss function using Adam optimiser (Kingma and Ba, 2017) with a learning
rate of 10−4 and batch size of 256. These and other hyperparameters were optimised on a
separate validation set (20 % of the training set) using early stopping on the light score.
However, after optimising them, data from both training and validation sets were used to
train the final CNNs for 2048 epochs. This number of epochs ensured sufficient convergence
of CNNs.

The deep ensemble of 20 CNNs generated samples from the predicted distribution: 250
samples were sampled from 6 normal distributions outputted by each CNN. Therefore, there
were 5000 samples in total for the Regular Track. Then, the sample quartiles were computed
for the Light Track.

4. Discussion

4.1. Learning Paradigms

In this section we will discuss our observations based on the submissions we received on the
final evaluation round.

Learning strategies Whilst there was no restriction on the learning strategies imposed
by the hosts, most participants leveraged the availability of labelled data and trained their
models in a supervised manner. Few have made use of the weakly-labelled data to pre-train
their models. Most participants trained the same or almost identical models for both tracks,
as similarities between the two tracks allowed for it.
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Figure 1: Performance on both tracks for top-10 ranking solutions on the final evaluation
set

Model architecture Many top-ranking solutions have opted for generative models such
as Mixture Density Models (MDNs) and, in some cases, Normalising Flows based networks,
possibly due to the fact that the regular track explicitly asked for a multivariate conditional
distribution, where generative models tend to excel. Another reason could be the prevalence
of Gaussian and Uniform distributions (or a mixture of both) in the dataset, which makes
MDNs a good approximation. Some solutions went further and trained ensemble models
using MDNs as their base models. However, the winner of the competition did not rely on
generative models and instead went for a discriminative model with physics-motivated data
engineering.

Data Pre- and post- processing There are significant differences in how data is pre-
pared and processed among the solutions offered by participants with different backgrounds.
Those with expertise in astronomy tended to preprocess the data using established theories
in the relevant area. On the other hand, participants from an AI background tended to
standardize the data without considering any particular domain knowledge. The former
approach seems to make the learning task easier, and it allows for more flexibility in the
learning approach, as demonstrated by the winning team. On the other hand, the latter ap-
proach places more emphasis on the design of the network itself. The competition’s results
indicated that having domain-specific knowledge can be advantageous in these types of prob-
lem. However, it is also possible that with a more diverse and larger training set, one may
be able to compensate for the lack of such knowledge. A similar divide in terms of emphasis
on data preprocessing vs. learning algorithm was also observed in past ADCs (Nikolaou
et al., 2020).

4.2. General Performance on the test set

Figure 1 shows the average performance of the qualifying teams in both tracks on different
test datasets. It is evident that the average performance across the different test sets (see
Section 2.2.1 for more information on the differences between different sets) is not homo-
geneous. Every team (in the top-10 places), regardless of their ranking, tended to perform
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Figure 2: Distribution of % difference on each targets for top-10 winners on Set 1 and 4

better on Set 1 and 3 (blue and purple), but worse on Set 2 and 4 (orange and brown). The
inclusion of intermediate sets (Set 2 and 3) helps to identify the confounding factor here -
changes in atmospheric assumptions have a far larger impact on model performance than
changes in planetary configuration. The impact is not homogeneous across all teams’ mod-
els, though; while top-ranked models generally suffer a more significant drop in performance
on Set 2 and 4, the gap generally narrows with lower-ranked models.

The observed discrepancy between different sets has important implications. The sys-
tematic drop in performance (on Set 2 and 4) across all models suggests that, regardless
of different training procedures and model architectures, machine learning models tend to
perform worse on data originating from a different distribution. This finding adds to the pile
of evidence indicating that concept drift tends to deteriorate model performance (Žliobaitė
et al., 2016).

This problem is particularly relevant in the context of space missions, as the corre-
sponding ML models have to be trained on simulated data in anticipation of the actual
data being collected. The two data distributions are certainly different, and this shift may
be identifiable by comparing the model’s prediction to the result from MCMC methods
and contrasting it with its baseline performance. However, doing so would contradict our
original goal of avoiding lengthy MCMC integration.

4.2.1. Performance on physical parameters

Standing from a physical point of view, we can gain more insights into how the different
atmospheric assumptions may have have influenced the models’ performance. Figure 2
compares the scaled difference of each target, stratified by their respective test sets (Set
1 and 4). We chose to compute the signed difference between the model’s prediction and
the ground truth, scaled by the respective ground truth i.e. (y − ŷ)/y. This metric helps
reveal the direction of the bias, in addition to the degree of deviation from the targets. As
expected, most models performed well on Set 1, with the predictions for most targets being
within 10% of the ground truth, and Carbon Monoxide (CO) being the most challenging to
predict. This finding is consistent with existing literature (Changeat et al., 2020; Yip et al.,
2020; Changeat and Yip, 2022).

. As a quick reminder, Set 1 data is the most similar to the training data while Set 4 data is the most
dissimilar to the training data.
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H2O CO2 CH4 CO NH3

T

Figure 3: An example comparing the distributions generated from Nested Sampling (blue)
and the submission from the participant (red). The first row shows the marginal
distribution between individual targets, and the second row (except for the first
column) shows the covariance between Temperature (T) and other targets. The
Wasserstein-2 metric gave a high score due to the similarities between marginal
distributions but failed to penalize the differences in correlations.

However, the performance of all models saw a sharp decline across all targets when
using test data from Set 4, with water (H2O), methane (CH4), and carbon monoxide (CO)
being the most affected. Furthermore, the corresponding boxplots for each individual target
reveal that most models tend to underpredict the molecular abundances of gases while over-
predicting the planet’s temperature.

These observations seem to suggest that, regardless of the different training procedure
and inductive biases the models use, most of them have learned the mapping from the feature
(spectrum) space to target (physical properties) space under the atmospheric assumption
provided by the training data. In other words, most models learned to relate features
of the input to individual targets, without necessarily taking into account how each of
the parameters may contribute to the full spectrum. On the other hand, targets inferred
under the ground truth technique (atmospheric retrieval) are always constrained by the
observation, i.e. it will always look for a set of physical parameters that minimises the
distance between the observed and the theoretical spectrum generated under the training
atmospheric assumption.

4.3. Choice of metric

Quantifying the distance between two 6-dimensional distributions is not an easy task. While
the Wasserstein-2 metric is sensitive to differences between predictions and ground truth for
individual targets, it fails to account for the covariance between different pairs of targets.
This has resulted in reduced scientific yield, as submissions were unable to reproduce the
covariance between atmospheric targets, despite achieving high similarity on the marginal
(univariate) distributions (see Figure 3 for an example).

10
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5. Summary and Future Outlook

Currently, sampling-based algorithms like MCMC or Nested Sampling are considered the
best options for addressing inverse problems like atmospheric retrieval. However, these
methods do not support scalability to handle large datasets. The Ariel Data Challenge
2022 represents one of the first organized attempts to develop scalable solutions for solving
inverse problems in the field of exo-atmospheric studies.

An important message has emerged from the competition: simulation-based inference
models are prone to data drifts, which are almost certain to occur in future instruments
where real data is unavailable until after launch. Despite this limitation, participants
achieved good performance by designing a well-crafted data processing pipelines and choos-
ing clever machine learning architectures. Consistent with the outcomes of the Ariel Data
Challenge in 2019 and 2021, the inclusion of domain knowledge in the pipeline has proven
vital to improving model performance.

The significant decline in model performance when encountering an unfamiliar data
distribution may be attributed to the insufficient variety of the training data. Future
versions of the data challenge (or similar investigations) should consider how enhancing
the diversity of the training data could improve the model’s capacity to generalize beyond
its training set. Additionally, it would be beneficial to explore alternative metrics that
can explicitly and rigidly incorporate the physical constraints imposed by the atmospheric
forward model.
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Atılım Güneş Baydin, Yarin Gal, Shawn D. Domagal-Goldman, Giada N. Arney, Daniel
Angerhausen, and II 2018 NASA FDL Astrobiology Team. An Ensemble of Bayesian

12

http://dx.doi.org/10.3847/1538-3881/ab9a53


Ariel Data Challenge 2022

Neural Networks for Exoplanetary Atmospheric Retrieval. , 158(1):33, July 2019. doi:
10.3847/1538-3881/ab2390.

Gregory Ditzler, Manuel Roveri, Cesare Alippi, and Robi Polikar. Learning in nonstationary
environments: A survey. IEEE Computational Intelligence Magazine, 10(4):12–25, 2015.
doi: 10.1109/MCI.2015.2471196.

Billy Edwards, Quentin Changeat, Angelos Tsiaras, Kai Hou Yip, Ahmed F. Al-Refaie, Lara
Anisman, Michelle F. Bieger, Amelie Gressier, Sho Shibata, Nour Skaf, Jeroen Bouwman,
James Y-K. Cho, Masahiro Ikoma, Olivia Venot, Ingo Waldmann, Pierre-Olivier Lagage,
and Giovanna Tinetti. Exploring the Ability of HST WFC3 G141 to Uncover Trends in
Populations of Exoplanet Atmospheres Through a Homogeneous Transmission Survey of
70 Gaseous Planets. arXiv e-prints, art. arXiv:2211.00649, November 2022.

F. Feroz and M. P. Hobson. Multimodal nested sampling: an efficient and robust alternative
to markov chain monte carlo methods for astronomical data analyses. Monthly Notices
of the Royal Astronomical Society, 384(2):449–463, Jan 2008. ISSN 1365-2966. doi:
10.1111/j.1365-2966.2007.12353.x. URL http://dx.doi.org/10.1111/j.1365-2966.

2007.12353.x.

Farhan Feroz, Michael P. Hobson, Ewan Cameron, and Anthony N. Pettitt. Importance
nested sampling and the multinest algorithm. The Open Journal of Astrophysics, 2(1),
Nov 2019. ISSN 2565-6120. doi: 10.21105/astro.1306.2144. URL http://dx.doi.org/

10.21105/astro.1306.2144.

Chloe Fisher and Kevin Heng. Retrieval analysis of 38 WFC3 transmission spectra and
resolution of the normalization degeneracy. , 481(4):4698–4727, December 2018. doi:
10.1093/mnras/sty2550.

Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun. Deep residual learning for image
recognition. In 2016 IEEE Conference on Computer Vision and Pattern Recognition
(CVPR), pages 770–778, 2016. doi: 10.1109/CVPR.2016.90.

A. Humphrey, W. Kuberski, J. Bialek, N. Perrakis, W. Cools, N. Nuyttens, H. Elakhrass,
and P. A. C. Cunha. Machine-learning classification of astronomical sources: estimating
F1-score in the absence of ground truth. , 517(1):L116–L120, November 2022. doi:
10.1093/mnrasl/slac120.

Diederik P. Kingma and Jimmy Ba. Adam: A method for stochastic optimization, 2017.

Balaji Lakshminarayanan, Alexander Pritzel, and Charles Blundell. Simple and scalable
predictive uncertainty estimation using deep ensembles. In I. Guyon et al., editors, Ad-
vances in Neural Information Processing Systems, volume 30. Curran Associates, Inc.,
2017.

Nikku Madhusudhan. Atmospheric Retrieval of Exoplanets. In Hans J. Deeg and Juan An-
tonio Belmonte, editors, Handbook of Exoplanets, page 104. 2018. doi: 10.1007/
978-3-319-55333-7 104.

13

http://dx.doi.org/10.1111/j.1365-2966.2007.12353.x
http://dx.doi.org/10.1111/j.1365-2966.2007.12353.x
http://dx.doi.org/10.21105/astro.1306.2144
http://dx.doi.org/10.21105/astro.1306.2144


Yip et al.

Megan Mansfield, Michael R. Line, Jacob L. Bean, Jonathan J. Fortney, Vivien Parmentier,
Lindsey Wiser, Eliza M. R. Kempton, Ehsan Gharib-Nezhad, David K. Sing, Mercedes
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Désjonqueres, José J. Dı́az, Rachel Drummond, Mauro Focardi, Jose M. Gómez, Warren
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