Abstract

Deep learning models have seen significant successes in numerous applications, but their inner workings remain elusive. The purpose of this work is to quantify the learning process of deep neural networks through the lens of a novel topological invariant called magnitude. Magnitude is an isometry invariant; its properties are an active area of research as it encodes many known invariants of a metric space. We use magnitude to study the internal representations of neural networks and propose a new method for determining their generalisation capabilities. Moreover, we theoretically connect magnitude dimension and the generalisation error, and demonstrate experimentally that the proposed framework can be a good indicator of the latter.

1. Introduction

Deep neural networks (DNNs) have become ubiquitous due to their remarkable performance in a range of tasks, including computer vision (Xie et al., 2017), natural language processing (Vaswani et al., 2017), and scientific discovery (Jumper et al., 2021). However, state-of-the-art DNNs often comprise millions to billions of parameters, making it impractical for human users to gain a precise understanding of the inner workings of these networks. One crucial yet unanswered question is to understand the generalisation of neural networks, i.e. their ability to perform well on unseen data. In recent literature, various notions of neural networks’ intrinsic dimensions have been proposed (Birdal et al., 2021; Dupuis et al., 2023; Simsekli et al., 2020), which demonstrate that the most important ingredient for generalisation is effective capacity rather than the number of parameters.

In this work, we propose a novel measure of the intrinsic dimension of neural networks, based on a novel topological invariant called magnitude. Unlike previous approaches, magnitude benefits from a simple interpretation, and potentially better computational complexity. This choice is also theoretically justified. Magnitude is an isometry invariant of a metric space and its properties are an active area of mathematical research due to the fact that it encodes many important invariants from geometric measure theory and integral geometry (Leinster, 2013). Further, magnitude has roots in theoretical ecology and it can capture the effective number of species in an ecosystem. In a broader context, it has been shown that magnitude can thus encode the effective number of distinct points in a space (Leinster, 2013). We further build on this idea and propose a novel method for evaluating the generalisation error using the concept of an effective number of models, which acts as an effective capacity.

Although there has been significant theoretical research on magnitude, a considerable number of its characteristics are yet to be discovered, and several unanswered questions persist, particularly regarding its practical applications in machine learning. While recent studies (Adamer et al., 2021; Bunch et al., 2021) have started to establish links between magnitude vectors and machine learning applications, this area of research is still in its very early stages.

Recently, it has been shown that a concept derived from magnitude, known as the magnitude dimension, is the same as the Minkowski dimension (Meckes, 2015) under certain conditions. As a result, we can theoretically show that the generalisation error of the trajectories of a training algorithm is intrinsically linked to the magnitude dimension of the so-defined metric space. This enables us to generate novel insights about the learning process of neural networks. Further, our contribution is the first work exploring the magnitude dimension, which has solid theoretical foundations, as a notion of the intrinsic dimension of neural networks.

Contributions. Our work is the first to introduce the mathematical concept of magnitude into theoretical deep learning and the study of neural network generalisation; we believe that this is an exciting novel contribution to the nascent field of topological machine learning (Hajij et al., 2022; Hensel et al., 2021). After establishing a theoretical bound, we explore the change in the magnitude function across multiple
Figure 1. Overview of the procedure. We first train a neural network and monitor the training trajectory. At each 1000 iterations of the trajectory, we collect the training weights $W \in \mathbb{R}^D$ into a point cloud. Then, we compute the magnitude curve of the point cloud at selected scales $t$, create the log-log plot and estimate the magnitude dimension based on it.

experimental settings, and compare the value of magnitude at multiple scales to the test accuracy. Further, we demonstrate experimentally that there is a link between magnitude and the test accuracy. By making a novel connection with the persistent homology dimension, we then compare our proposed measure with the intrinsic dimension introduced by Adams et al. (2020) and demonstrate that ours benefits from a better computational complexity and interpretability. In short, our contributions are as follows:

- We propose a novel method for evaluating the generalisation of neural networks based on magnitude and the effective number of models, which allows us to monitor performance without a validation set.
- We prove a new upper bound for the generalisation error, linking the generalisation error to a magnitude-based characteristic of the training trajectories.
- We empirically show that the evolution of these measures throughout the training process correlates with the accuracy of the test set.
- We prove that all notions of previously proposed intrinsic dimensions are the same as the magnitude dimension, and we verify this result empirically.

2. Related Work

We briefly review the literature related to generalisation in neural networks, intrinsic dimension, and magnitude.

Generalisation Bounds and Intrinsic Dimension. Several works explore intrinsic dimension for capturing the generalisation capabilities of neural networks. Simsekli et al. (2020) demonstrated that the fractal dimension of a hypothesis class is associated with the generalisation error, which is further linked to the heavy-tailed behavior of the trajectory of networks (Hodgkinson & Mahoney, 2021; Mahoney & Martin, 2019; Simsekli et al., 2019). However, many assumptions were required for the bound to be computed in practice. A more recent work relaxed some of the assumptions, and developed the notion of the persistent homology dimension (Adams et al., 2020), $\dim_{PH}$. The authors in Birdal et al. (2021) were the first to offer a theoretical justification for using topological invariants for the analysis of deep neural networks. Another work (Magai & Ayzenberg, 2022) investigated $\dim_{PH}$ at different depths and layers of the network and observed its evolution. In Dupuis et al. (2023), the authors developed a data-driven dimension and compared it with the $\dim_{PH}$ of Birdal et al. (2021). They have demonstrated stronger correlation with the generalisation error than previously shown and managed to relax some of the restrictive assumptions.

Magnitude and its Applications in Machine Learning. Magnitude was first proposed in Solow & Polasky (1994) for measuring biodiversity, albeit without any reference to its mathematical properties. It was only approximately twenty years later when Leinster (2013) formalised its mathematical properties using the language of category theory. Further, magnitude has been realised as the Euler characteristic in magnitude homology (Leinster & Shulman, 2021). While magnitude has theoretical foundations, its applications to machine learning are scarce. Recently, there has been renewed interest in introducing magnitude into the machine learning community. The first work to develop the concept of magnitude in the context of machine learning demonstrated that the individual summands of magnitude, known as magnitude weights, can be used as an efficient boundary detector (Bunch et al., 2021). Further, it has been used for working in the space of images and it has demonstrated its usefulness as an effective edge detector (Adamer et al., 2021). However, our contribution constitutes the first direct application of magnitude to deep learning.

Using Topology to Characterise Neural Networks. Earlier research has established a connection between neural network training and topological invariants (Fernández et al., 2021), using topological complexity as proxy for generalisation performance, for instance (Rieck et al., 2019). However, these studies focused solely on analyzing the trained network after completing the training process (Fernández et al.,
While the magnitude of metric spaces is a general concept (Leinster, 2013), we restrict our focus to subsets of \( \mathbb{R}^n \), where magnitude is known to exist (Meckes, 2013).

**Definition 3.1.** Let \((X, d)\) be a finite metric space with distance metric \(d\). Then, the similarity matrix of \(X\) is defined as \(\zeta_{ij} = e^{-d_{ij}}\) for \(1 \leq i, j \leq n\), where \(n\) denotes the cardinality of \(X\).

**Definition 3.2.** Let \(X\) be a metric space with similarity matrix \(\zeta_{ij}\). If \(\zeta_{ij}\) is invertible, magnitude is defined as

\[
\text{Mag}(X) = \sum_{ij} (\zeta^{-1})_{ij}.
\] (1)

When \(X\) is a finite subset of \(\mathbb{R}^n\), then \(\zeta_{ij}\) is a symmetric positive definite matrix as proven in Leinster (2013) (Theorem 2.5.3). Then, \((\zeta^{-1})_{ij}\) exists, and hence magnitude exists as well. Magnitude is best illustrated when considering a few sample spaces with a small number of points.

**Example 3.3.** Let \(X\) denote the metric space with a single point \(a\). Then, \(\zeta_X\) is a \(1 \times 1\) matrix with \(\zeta_X^{-1} = 1\) and using the formula for magnitude, we get \(\text{Mag}_X = 1\).

**Example 3.4.** A more illustrative example is given by the space of two points. Let \(X = \{a, b\}\) be a finite metric space where \(d_X(a, b) = d\). Then

\[
\zeta_X = \begin{bmatrix} 1 & e^{-d} \\ e^{-d} & 1 \end{bmatrix},
\] (2)

so that

\[
\zeta_X^{-1} = \frac{1}{1 - e^{-2d}} \begin{bmatrix} 1 & -e^{-d} \\ -e^{-d} & 1 \end{bmatrix},
\] (3)

and therefore

\[
\text{Mag}(X) = \frac{2 - 2e^{-d}}{1 - e^{-2d}} = \frac{2}{1 + e^{-d}}.
\] (4)

This example is also illustrated in Figure 2. Using Eq. (4), if \(d\) is very small, i.e. \(d \to 0\), \(\text{Mag}(X) \to 1\). Similarly, when \(d \to \infty\), \(\text{Mag}(X) \to 2\). In practice, as it can be seen from Figure 2, \(\text{Mag}(X) = 2\) for a value of \(d\) as small as 5.

More information about a metric space can be obtained by looking at its rescaled counterparts. The resulting representation is richer, and it can be summarised compactly in the magnitude function. For this purpose, the scale parameter \(t\) is introduced. By varying \(t\), we obtain a scaled version of the metric space, which permits us to answer what the number of effective points of a metric space is.

**The Magnitude Function.** Magnitude assigns to each metric space not just a scalar number, but a function. This works as follows: we introduce a scale parameter \(t\), and for each value of \(t\), we consider the space where the distances between points are scaled by \(t\). More concretely, for \(t > 0\), the notation \(tX\) means \(X\) scaled by a factor of \(t\). Computing the magnitude for each value of \(t\) then gives the magnitude function. More formally, we have the following definition:

**Definition 3.5.** Let \((X, d)\) be a finite metric space. We define \((tX, dt)\) to be the metric space with the same points as \(X\) and the metric \(dt(x, y) = td(x, y)\).

The intuition here is that we are looking at the same space but through different scales, for example, changing the distances from metres to centimeters. Then the definition of the magnitude function follows naturally.

**Definition 3.6.** The magnitude function of a finite metric space \((X, d)\) is the function \(t \mapsto \text{Mag}(tX)\), which is defined for all \(t \in (0, \infty)\).

**Example 3.7.** Consider the magnitude function of the 3-point space in Figure 2. In this example, the points \(x, y\) and \(z\) have distance \(t\) between them, where \(t \in [0, 1000]\). Below each space, we see the respective magnitude function.

![Figure 2. Magnitude of the 2- and 3-point space. On the left, we see the 2-point space, where the distance between the points is \(d\). On the right we see the 3-point space for an isosceles triangle with distance \(t\) between \(y\) and \(z\), and 1000\(t\) between \(x\) and \(y\) and \(x\) and \(z\). Below each space, we see the respective magnitude function.](image-url)
and $z$ form an isosceles triangle. When $t = 0.0001$, all the three points are very close to each other and almost indistinguishable. Hence, we say that the space has 1 effective point. In contrast, when $t = 0.01$, the distance between the two points on the right $y$ and $z$ is very small, and $x$ is quite far. Therefore, we say that the space looks like two points. Finally, when $t$ is large, all the three points are far away from each other, and the value of magnitude is 3, which is also the cardinality of the space.

### 3.2. Intrinsic Dimension

There are various notions that can be used to measure the intrinsic dimension of a space. In this work, we will focus on three such notions: the upper-box dimension (Minkowski), the magnitude dimension and the persistent homology dimension. The box dimension is based on covering numbers and can be linked to generalization via Simsekli et al. (2020), whereas the magnitude dimension is built upon the concepts we defined earlier.

**Definition 3.8** (Minkowski dimension). For a bounded metric space $X$, let $N_\delta(X)$ denote the maximal number of disjoint closed $\delta$-balls with centers in $X$. The upper box/Minkowski dimension is defined as

\[
\dim_{\text{Mink}} X = \lim_{\delta \to 0} \sup \frac{\log(N_\delta(X))}{\log(\frac{1}{\delta})}.
\]

There is a subtle point to be made here. In general, the Minkowski and Hausdorff dimensions do not coincide and are not equivalent. However, in Simsekli et al. (2020) the authors provide conditions under which the Hausdorff dimension of the space we are interested in coincides with the Minkowski dimension. In fact, for many fractal-like sets, these two notions of dimensions are equal to each other; see Mattila (1999, Chapter 5).

**Definition 3.9** (Magnitude dimension). When

\[
\dim_{\text{Mag}} X = \lim_{t \to \infty} \frac{\log(Mag(tX))}{\log t}
\]

exists, we define this to be the magnitude dimension of $X$ (Meckes, 2015).

The magnitude dimension can be approximately interpreted as the rate of change of the magnitude function for a suitable interval of values for $t$. We can introduce another notion of the fractal dimension, known as the persistent homology dimension ($\dim_{\text{PH}}$) (Adams et al., 2020).

**Definition 3.10.** The persistent homology dimension of a bounded metric space $(X, d)$, denoted by $\dim_{\text{PH}}^0 X$, is defined as

\[
\inf\{\alpha > 0, \exists C > 0, \forall W \subset X \text{ finite}, E_\alpha < C\},
\]

where $E_\alpha$ is the $\alpha$-lifetime sum, defined as

\[
E_\alpha(W) := \sum_{(b,d) \in PH^0(Rips(W))} (d - b)^\alpha,
\]

and $b$ and $d$ are the birth and death values respectively for the persistent homology of degree 0 ($PH^0$). It measures all connected components in the Vietoris-Rips filtration of $W$, denoted by $Rips(W)$.

The definition is rather technical and it is not crucial for the work here, for more details please refer to Adams et al. (2020); Edelsbrunner & Harer (2022); Mémoli & Singhal (2019). We note that it can be defined for persistent homology of any degree, but for the purpose of this paper, we are only interested in degree 0. Therefore, for ease of notation, we will omit the 0 and denote $\dim_{\text{PH}}^0$ by $\dim_{\text{PH}}$, i.e. $\dim_{\text{PH}} = \dim_{\text{PH}}^0$.

### 4. Theoretical Results

We first elucidate connections between different notions of intrinsic dimension before proving connections to the generalisation error.

#### 4.1. Connection between Notions of Intrinsic Dimension

After we have introduced three different notions of intrinsic dimensions, we demonstrate that they are in fact the same under some mild assumptions. Our novel contributions is proving that $\dim_{\text{Mag}} X$ and $\dim_{\text{PH}}^0 X$ are equal. The result is formalised in the following theorem, which assumes that all notions of dimension exist.

**Theorem 4.1.** Let $X \subset \mathbb{R}^n$ be a compact set and either $\dim_{\text{Mag}} X$ or $\dim_{\text{Mink}} X$ exist. Then

\[
\dim_{\text{Mag}} X = \dim_{\text{PH}}^0 X
\]

**Proof.** Since $X$ is compact and either $\dim_{\text{Mag}} X$ or $\dim_{\text{Mink}} X$ exist, from Corollary 7.4, (Meckes, 2015) it follows that both $\dim_{\text{Mag}} X$ and $\dim_{\text{Mink}} X$ exist and $\dim_{\text{Mag}} X = \dim_{\text{Mink}} X$. Since $X$ is compact, from the Heine-Borel Theorem, $X$ is both closed and bounded, and therefore from a result in Kozma et al. (2006); Schweinhart (2021), we have that $\dim_{\text{Mink}} X = \dim_{\text{PH}}^0 X$. Hence, $\dim_{\text{Mag}} X = \dim_{\text{Mink}} X = \dim_{\text{PH}}^0 X$, which implies that $\dim_{\text{Mag}} X = \dim_{\text{PH}}^0 X$. \(\square\)

#### 4.2. Connection to the Generalisation Error

After having established equality between the various notions of dimensions, we proceed to formalise the required
language of machine learning theory, culminating in a novel generalisation result.

For the beginning of this section, we follow the notation from Shalev-Shwartz & Ben-David (2014). We briefly recall some standard definitions to make our paper self-contained. In a standard statistical learning setting, \( \mathcal{X} \) denotes the set of features and \( \mathcal{Y} \) the set of labels. Together, the cross product \( \mathcal{X} \times \mathcal{Y} \) represents the space of data \( Z \). The learner has access to a sequence of data of \( m \) samples, called the training data, denoted by \( S = ((x_1, y_1), \ldots, (x_m, y_m)) \) in \( \mathcal{X} \times \mathcal{Y} = Z \). We assume that the training set \( S \) is generated by some unknown probability distribution over \( \mathcal{X} \), which we denote by \( D \), and that each of the samples \( \{x_i, y_i\} \) are independent and identically distributed (i.i.d) samples from \( D \). We will focus on a restricted search space for finding a set of predictors, which we call a hypothesis class, \( \mathcal{H} \). Each element, called a hypothesis, \( h \in \mathcal{H} \), is a function from \( \mathcal{X} \) to \( \mathcal{Y} \). An optimal hypothesis, or parameter vector \( h \in \mathcal{H} \) is selected by computing a quantity called a loss function, defined by \( \ell : \mathcal{H} \times Z \rightarrow \mathbb{R}_+ \). The empirical error is then \( L_S(h) = \frac{1}{m} \sum_{i=1}^{m} \ell(h, z) \) for \( z \in Z \) and the true error or risk is \( L_D(h) = \mathbb{E}_{D}[\ell(h, z)] \) for \( z \in Z \). The generalisation error is defined as the difference between the true error and the empirical risk, or \( |L_S(h) - L_D(h)| \).

In the case of neural networks, the hypothesis class is \( \mathcal{W} \subset \mathbb{R}^d \), and each \( w \in \mathcal{W} \) is a parameter vector. Given a training algorithm \( A \), we want to study the set of all hypothesis classes returned from the optimisation procedure \( A \) for a given training data \( S \). We call this the optimisation trajectories, and denote them by \( \mathcal{W} \). To access the iterates at every step of the process, we denote by \( w_i \) an element of \( \mathcal{W} \) at iteration \( i \). More concretely, \( \mathcal{W} := \{ w \in \mathbb{R}^d : \exists i \in [0, I], w = [A(S)_i]\} \), where \( J \) is the number of training iterations. In other words, when we fix \( i \), we are interested in the weights at iteration \( i \), returned by the optimisation algorithm \( A \).

For the following result, there is a more technical condition required from Birdal et al. (2021, Assumption H1), which can be found in the Appendix. We denote this assumption as H1. We require the existence of the constant \( M > 0 \), which quantifies how dependent the set \( W_S \) is on the training sample \( S \). Now that we have all the required definitions, we can proceed with the novel result.

**Theorem 4.2.** Let \( \mathcal{W} \subset \mathbb{R}^d \) be a compact set. Under the assumption that H1 holds, \( \ell \) is bounded by a constant \( C \) and \( K \)-Lipschitz continuous in \( w \). For \( n \) sufficiently large, we then have the following bound:

\[
|L_S(w) - L_D(w)| \leq 2C \left( \frac{\dim_{Mag}(\mathcal{W}) + 1}{n} \log^2(nK^2) + \log(7M/\gamma) \right)
\]

with probability \( 1 - \gamma \) over \( S \sim D^\otimes n \), where \( M \) is the constant from Assumption H1.

**Proof.** Since \( \mathcal{W} \) is bounded, we have \( \dim_{Mag}(\mathcal{W}) = \dim_{Mag}(\mathcal{W}) \). Therefore, the result follows from substituting \( \dim_{Mag}(\mathcal{W}) \) with \( \dim_{Mag}(\mathcal{W}) \) in Proposition 1 (Birdal et al., 2021).

5. Methods

In contrast with previous work on the intrinsic dimension, we propose to estimate the fractal dimension using the magnitude. As we have seen, the concept of magnitude dimension coincides with the Minkowski dimension and the persistent homology dimension. This theoretical connection enables us to confidently explore the concept of magnitude in the context of neural networks. We do this as follows: at selected points on the weight trajectory \( \mathcal{W} \), we subsample a number of models \( W \), which can be interpreted as a point cloud, where each point is a model in the model space. This space has a very high dimension equal to the number of parameters in the network. We compute the magnitude and the magnitude dimension of each such point cloud. We then investigate the connection between these quantities and the test accuracy.

In light of our novel result in Theorem 4.2, linking the intrinsic dimension and the generalisation bound, it is natural to ask if the magnitude function can also be used to explore the learning process of neural networks. Since the magnitude dimension can be roughly interpreted as the rate of change of the magnitude function, and therefore, if there is a link between the magnitude dimension and the generalisation error, then there should also be a link between the values of the magnitude function at different scales and the generalisation error. What we want to study is the change of the space of model trajectories as the learning process advances. In other words, does the space look like a bigger number of distinct points or does it resemble fewer points as the training progresses? Translating this idea to the language of magnitude, is the effective number of models increasing or decreasing when performing more iterations of the learning algorithm?

Since magnitude is a function, we would like to take a cross-sectional slice of the magnitude curve and examine the magnitude values for a particular choice of the scale parameter \( t \). Therefore, we formulate the definition of the effective number of models for a fixed \( t \).

**Definition 5.1.** We define the effective number of models as the value of \( \text{Mag}(t_i, \mathcal{W}) \) at scale \( t_i \).
Figure 3. The magnitude dimension correlates with the test accuracy. In plots (a-c), we see the magnitude dimension plotted against the test accuracy over a varying number of iterations, which are depicted in different colours, from red to yellow. We note that there is correlation between the magnitude dimension and the test accuracy across both MNIST and CIFAR-10, and across different architectures (FCN-5, FCN-7, AlexNet), which is stronger for MNIST than for CIFAR-10.

Algorithm 1 Estimation of $\dim_{\text{Mag}} W$

**Input:** The set of the training trajectories $W = \{w_i\}_{i=1}^n$ of size $n$, scale parameter $t : [0, t_k]$, interval $[t_i, t_j]$, $i < j < k$

**Output:** $\dim_{\text{Mag}} W$

for $r = 1$ to $k$

$\text{Mag}(t_r W) \leftarrow W$

end for

$m, b \leftarrow \text{fitline}(\log(\text{Mag}(W_n)[t_i : t_j]), \log([t_i : t_j]))$

$\dim_{\text{Mag}} W \leftarrow m$

5.1. Analyzing Deep Neural Network Dynamics via the Magnitude Dimension

Estimating the magnitude dimension is not a straightforward task, as the limit from Equation 6 needs to be approximated by finding the longest straight part of the magnitude function, which cannot be computed automatically, but needs to be done manually. Here we provide the algorithm for computation of $\dim_{\text{Mag}} W$ from a finite sample $W$, approximating an infinite process. We follow the procedure similar to the estimations of the magnitude dimension (O’Malley et al., 2023; Willerton, 2009). The details are described in Algorithm 1. After choosing a suitable representative interval $[t_i, t_j]$, the log-log plot of magnitude versus $t$ is generated, and the slope $m$ of the line and the intercept $b$ are computed at the selected interval $[t_i, t_j]$. Then, $m$ is taken to be the estimate of $\dim_{\text{Mag}} W$. This procedure can be essentially seen as computing the limit based on the slope, which is an application of l’Hôpital’s rule.

6. Experimental Results

The first goal of this section is to verify our main claim, namely that our estimate of the magnitude dimension is capable of measuring generalisation. The second goal is to establish a connection between magnitude itself and the test accuracy. The third goal is to empirically compare the two very close measures of the fractal dimension, namely $\dim_{\text{Mag}} W$ and $\dim_{\text{PH}} W$. The fourth goal is to attempt to explain what our results mean for generalisation in neural networks in general, arriving at novel insights. In order to show this, we use our procedure on a number of different neural network architectures, training settings and datasets. In particular, we train a 5-layer (fcn-5) and 7-layer (fcn-7) on MNIST and AlexNet (Krizhevsky et al., 2017) on CIFAR10, over a different range of learning rates and batch size of 100. We consider a sliding window of 1000 training iterations. We then estimate $\dim_{\text{Mag}} W$ of each window, following the steps in Algorithm 1.

6.1. Exploring the learning process

We assess the main claim of the paper, which links the magnitude dimension with the generalisation error. Figure 3 reveals multiple findings. First, we observe that there is a correlation between the magnitude dimension and the test accuracy—the lower the magnitude dimension, the higher the test accuracy. This result agrees with what has previously been observed in Birdal et al. (2021); Simsekli et al. (2020), albeit from the perspective of magnitude, an invariant that is arguably simpler to compute and more interpretable in practice than persistent homology. Second, this holds across both MNIST and CIFAR10, and also across different architectures, which shows that even though the parameters differ considerably, the intrinsic dimension of different datasets can still be similar. To achieve good generalisation performance, it is important to keep the dimension as small as possible, without losing important representational features by collapsing them onto the same dimension.

6.2. Analysing and visualising network trajectories

Next, we want to investigate the effect on the magnitude function as the network is trained for more iterations. For
**Figure 4.** The effective number of models correlates with the test accuracy. Here we see the cross-sectional evaluation of the magnitude curve at different values of \( t \). Each point represents the model trajectory over 1000 iterations, over which the magnitude is computed, as well as the test accuracy at the last model in the sliding window. The first row (plots (a-d)) shows the magnitude for MNIST. The second row (plots (e-h)) shows the plots for CIFAR10. We note that across all scales, there is similar pattern of correlation between the test accuracy and the magnitude values.

**Figure 5.** The magnitude dimension, persistent homology dimension and ground truth for an \( \alpha \)-Levy stable process. In plot (a) we compare the \( \dim_{\text{Mag}}W \) and \( \dim_{\text{PH}}W \) against the number of iterations. There is strong correlation of 0.96, with statistically significant \( p \)-value (\( p < 0.05 \)). In plot (b) we see the magnitude curves for different values of \( \alpha \). In plot (c) we see the magnitude curves of the \( \alpha \)-stable Levy process for multiple values of \( \alpha \).

For this purpose, we select four values of \( t \) across the range \([0, 40]\), \( t \in \{1.36, 6.78, 16.95, 30.51\} \) and we compute the effective number of models \( \text{Mag}(tW) \) to give us a glimpse into the space of training trajectories. We further fix the learning rate and vary the number of iterations. The experiments were performed with a learning rate of 0.1 for illustrative purpose. However, we note that this pattern holds for multiple learning rates. In Figure 4 we can see the resulting magnitude value at each of the selected scales of \( t \), and the colour depicts the number of iterations. We note that there is a concentration of red points in the upper left corner, indicating that higher test accuracy corresponds to a lower value of magnitude. Similarly, for the blue points, the higher value of magnitude is linked to worse test set performance. This pattern holds across both MNIST and CIFAR10. Moreover, the lower the test accuracy, the higher the magnitude value, implying that models with lower magnitude values generalise better. This result intuitively makes sense. When the magnitude value is small, the space looks like a smaller number of points. With the increase of \( t \), the magnitude converges to the cardinality of the set. The effective number of models in (a) equals approximately 2 for high test accuracy, which is an interesting phenomenon. This means that out of the 1000 models, for \( t = 1.38 \), the space looks like
2 models, indicating that there are 2 large clusters formed by the training trajectories. Surprisingly, this is not the case for network trained across 1000 iterations, with the lowest test accuracy. In that case, the space of models looks like 10 points and is more scattered.

Note that the model with high test accuracy has smaller magnitude even at larger scales, suggesting that the models exhibit some sort of clustering behavior. In the magnitude terminology, the effective number of distinct models is smaller when the network generalises better; a "good optimisation trajectory" has a lower magnitude than a "bad optimisation trajectory"; the learning algorithm is implicitly optimising the magnitude, by clustering the models into a small number of clusters. Throughout our experiments we thus observed strong correlation between magnitude itself and the test accuracy, which persists across the different scales, learning rates and datasets. Therefore, the main insight from the results in Figure 4 is that a small effective number of models is good for generalisation and it indicates that there is a clustering pattern.

6.3. Similarities between \( \dim_{\text{Mag}} W \) and \( \dim_{\text{PH}} W \)

In Figure 5(a), we demonstrate that there is a strong correlation between \( \dim_{\text{Mag}} W \) and \( \dim_{\text{PH}} W \) on MNIST. Although there is a good correspondence between the two, \( \dim_{\text{PH}} W \) is more difficult to interpret. In order to give some interpretation, the authors had to take a step back and produce the persistent diagrams which were used to calculate the specified dimension. However, due to the fact that they have to sample the space to estimate the dimension, these calculations involve a big number of different diagrams, hence linking \( \dim_{\text{PH}} W \) with the original trajectory is not so straightforward. On the other hand, there is a more clear connection between magnitude and the magnitude dimension and the appearance of clusters of weight parameters.

Ablation study. In Figure 5 we see the results from an ablation study. We simulate data from a process similar to the weight trajectories with known ground truth, using a \( d \)-dimensional \( \alpha \)-stable Levy process (Seshadri & West, 1982), where we take \( d = 10 \), and compare the values of the magnitude dimension to the fractal dimension. Further, we compare it with the persistent homology dimension, which as we have proven in Theorem 4.1, is the same as the magnitude dimension. The purpose of this study is to empirically evaluate this theoretical result. As seen in Figure 5(b), our dimension highly correlates with the ground truth. It seems that it is consistently lower than the true dimension by approximately 0.3. Nonetheless, the high statistically significant correlation indicates that the magnitude dimension is indeed very close to the fractal dimension for a process which resembles the iterations of SGD. This gives us high confidence that the magnitude dimension measures exactly what it is supposed to measure.

7. Conclusion

Our work provides the first connection between magnitude and the generalisation error. We proved a theoretical result linking the magnitude dimension of the optimisation trajectories and the test accuracy. We verified our results experimentally by exploring the evolution of magnitude across multiple experimental settings and datasets. We have further expanded our understanding about the clustering property of the weight trajectory: through both theoretical and empirical results, we demonstrated that models with better generalisation error tend to cluster more, compared to models with worse test performance, which are of higher magnitude and more spread out. This phenomenon has been previously described (Birdal et al., 2021; Br¨uel-Gabrielsson et al., 2019), and in this work our observations supplement it. In future work, we will improve on the estimation of the magnitude dimension and investigate the use of magnitude as a regulariser. Moreover, by using magnitude itself, we demonstrated that we can monitor the performance of the neural network without a validation set. In future work we can explore magnitude as an early stopping criteria, similar to Rieck et al. (2019). Furthermore, from our empirical ablation study, the magnitude dimension seems to be consistently lower than the ground truth, which will be investigated further. In particular, we want to consider to what extent it is possible to improve on the generalisation bound in Theorem 4.2.
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A. Intrinsic dimensions and equalities

The following result has been proven by Meckes (2015), which related the magnitude dimension with the Minkowski dimension of compact subsets of Euclidean space.

**Theorem A.1** (Corollary 7.4, (Meckes, 2015)). If \( X \subset \mathbb{R}^n \) is compact and if \( \dim_{\text{Mag}} X \) or \( \dim_{\text{Mink}} X \) exist, then both exist and
\[
\dim_{\text{Mag}} X = \dim_{\text{Mink}} X.
\]

Using the theorem above, one can use the magnitude dimension to approximate the Minkowski dimension.

**Theorem A.2** (Heine-Borel). Let \( A \subset \mathbb{R}^n \). Then \( A \) is compact if and only if \( A \) is both closed and bounded.

**Theorem A.3.** (Schweinhart, 2021) Let \( X \subset \mathbb{R}^n \) be a bounded set. Then \( \dim^0_{\text{PH}} X = \dim_{\text{Mink}} X \).

B. Assumption H1

The following technical assumption has been introduced in previous work (Birdal et al., 2021; Simsekli et al., 2020) and it is necessary for the statement of the novel bound in Theorem 4.2 For any \( \delta > 0 \), define the fixed grid on \( \mathbb{R}^d \) to be
\[
G = \left\{ \left( \frac{(2j_i + 1)\delta}{2\sqrt{\delta}}, \ldots, \frac{(2j_d + 1)\delta}{2\sqrt{\delta}} \right) : j_i \in \mathbb{Z}, i = 1, \ldots, d \right\}. \tag{10}
\]

The collection of centres of each ball is denoted by the set \( N_\delta \). Now, we define \( N_\delta(S) = \{ x \in N_\delta : B_\delta(x, \delta) \cap W_S \neq \emptyset \} \), where \( S \) is the training set, \( B_\delta(x, \delta) \subset \mathbb{R}^d \) denotes the closed ball centered around \( x \in \mathbb{R}^d \) of radius \( \delta \). Then \( N_\delta(S) \), as defined, is the collection of centres of each ball that intersects \( W \).

**H1:** Let \( \mathcal{Z}^\infty := (\mathbb{Z} \times \mathbb{Z} \times \mathbb{Z} \times \ldots) \) denote the countable product endowed with the product topology and let \( \mathcal{B} \) be the Borel \( \sigma \)-algebra generated by \( \mathcal{Z}^\infty \). Let \( \mathcal{G}, \mathcal{F} \) be the sub-\( \sigma \)-algebras of \( \mathcal{B} \), generated by the collections of random variables given by \( \{ L_S(w) : w \in W, n \geq 1 \} \) and \( \{ 1 \{ w \in N_\delta : \delta \in \mathbb{Q}_{>0}, w \in G, n \geq 1 \} \) respectively. There exists a constant \( M \geq 1 \), such that for any \( A \in \mathcal{G}, B \in \mathcal{F} \), we have
\[
P[A \cap B] \leq M P[A] P[B].
\]

This is known as the \( \psi \)-mixing condition (Bradley, 1983) and it is common in statistics for proving limit theorems. Smaller \( M \) indicates that the dependence of \( L_S(w) \) on the training sample \( S \) is weaker.