Abstract

In this paper we introduce a novel family of attributed graphs for the purpose of shape discrimination. Our graphs typically arise from variations on the Mapper graph construction, which is an approximation of the Reeb graph for point cloud data. Our attributions enrich these constructions with (persistent) homology in ways that are provably stable, thereby recording extra topological information that is typically lost in these graph constructions. We provide experiments which illustrate the use of these invariants for shape representation and classification. In particular, we obtain competitive shape classification results when using our topologically attributed graphs as inputs to a simple graph neural network classifier.

1. Introduction

Topological Data Analysis studies finite spaces by associating topological invariants to them that serve as intuitive structural summaries for unsupervised analysis or as nonlinear featureizations for downstream supervised learning applications. The most common such invariant is a persistence diagram, which, roughly, gives a concise representation of homological features that are apparent in the data at multiple scales. Graphical topological summaries form another important collection of tools for representing data; these include merge trees, Mapper graphs, and, their continuous counterparts, Reeb graphs.

In this paper, we combine Mapper graphs with persistence diagrams in order to define new, highly discriminative shape representations. The main ideas of these constructions are illustrated in Figures 1 and 2. Roughly, the Mapper graph
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Figure 1. The Mapper graph construction applied to the torus admits a natural decoration with homology (with coefficients in a field \( k \)).

gives a large-scale structural summary of connected components, while the persistence diagram attributions encode finer-scale topological structure.

The structure of the paper is as follows. In Sections 2 and 3, we introduce precise mathematical formalism for attributed graphs and their continuous analogues—decorated Reeb graphs—in the language of category theory. We then introduce novel constructions of topologically attributed graphs and prove their stability in Section 4. Sections 5 and 6 are devoted to computational considerations; in particular, how our topologically attributed graphs are constructed and compared in practice. We also provide a classification experiment, where we show that our constructions achieve competitive shape classification performance when they are fed as inputs into a simple graph neural network.

2. Categorically Attributed Graphs

We view a simple undirected graph \( G = (V, E) \) as a category where objects correspond to elements of \( V \cup E \)

See (Riehl, 2017) for a good introduction to category theory.
and with a unique morphism $e \rightarrow v$ whenever a node $v$ is incident to an edge $e$. This makes $G$ equivalent to a poset $(G, \leq)$ where $e \leq v$.

**Definition 2.1** (Attributed Graph). An attributed graph is a functor $F : G \rightarrow C$ which assigns to each vertex $v$ and each edge $e$ of $G$ objects $F(v)$ and $F(e)$ in $C$, along with a morphism $F(e \leq v) : F(e) \rightarrow F(v)$ in $C$, provided $e \leq v$.

**Example 2.2.** Suppose we are considering a social media platform, such as Facebook. Users correspond to nodes of a graph $G$ and edges correspond to friendships. We can define an attribution valued in the category Set as follows: Let $F(v)$ to be the set of interests or pages that $v$ follows and let $F(e)$ be the intersection of these interests or pages. The inclusion $F(e) \hookrightarrow F(v)$ makes this an attribution.

**Attributed Graphs for Representing Shapes.** In this paper, we are primarily interested in attributed graphs which capture aspects of the geometry and/or topology of a given space (or finite approximation thereof). As such, we will mostly work with attributions that come from homology\(^2\), which is an attribution valued in Vec—the category of vector spaces and linear maps over a field $k$. A first example of the type of attributed graph we are interested in is as follows.

**Example 2.3** (Decorated Mapper Graphs). Let $X$ be a compact space and assume $f : X \rightarrow \mathbb{R}$ is a continuous map. Let $\mathcal{U} = \{(U_i)_{i \in I}\}$ be a cover of $\mathbb{R}$ with no (non-empty) triple intersections. We can pullback this cover along $f$ to obtain $f^{-1}(\mathcal{U})$ as a cover of $X$, where each cover element $f^{-1}(U_i)$ is further refined into its connected components.

The nerve of this cover defines the Mapper graph $M_{\mathcal{U}, f}$ of $X \leftarrow \mathbb{R}$ with respect to $\mathcal{U}$ (Singh et al., 2007). It has vertices $V$ corresponding to components $C$ of $f^{-1}(U_i)$ and edges $E = \{C \cap C' | C, C' \in f^{-1}(U_i) \text{ and } C \cap C' \neq \emptyset\}$ corresponding to non-empty intersections of these components. The decorated Mapper graph (DMG) $F : M_{\mathcal{U}, f} \rightarrow \text{Vec}$ augments the Mapper graph by assigning to each component $C \in V$ and $C \cap C' \in E$ the homology (with coefficients in a field $k$) of the corresponding components, i.e. $F(C) := H_n(C)$ and $F(C \cap C') := H_n(C \cap C')$. The inclusion $C \cap C' \subseteq C$ of components induces a map in homology $F(C \cap C' \leq C) := H_n(C \cap C' \subseteq C)$.

An example of a DMG is shown in Figure 1.

**Discrete Shape Representations and TDA.** In our next example, we consider an extension of the DMG concept which applies to finite spaces. As a reminder, Topological Data Analysis (TDA) provides a tool for homology inference that replaces homology with persistent homology; we assume that the reader is familiar with the basic concepts of TDA, but review one key construction below.

**Definition 2.4** (Rips Persistence). Given a finite metric space $(X, d_X)$ the Vietoris-Rips complex at scale $r$ is the simplicial complex $VR(X, r)$ whose simplices consist of subsets $\sigma \subseteq X$ where $d_X(x, x') \leq 2r$ for all $x, x' \in \sigma$. Notice that if $r \leq s$, then there is an inclusion $VR(X, r) \subseteq VR(X, s)$. Passing to the geometric realization of these complexes and the induced continuous maps makes $VR(X) := VR(X, \bullet)$ into a functor from $(\mathbb{R}, \leq)$—the poset category of the reals—to Top—the category of topological spaces and maps, i.e. $VR(X)$ is an object in the functor category Top$^\mathbb{R}$. Applying homology $H_n$ then defines the Rips persistent homology $PH_n(X)$, which is an object in Vec$^\mathbb{R}$. This latter object can then be faithfully encoded as a persistence diagram, which records births and deaths of homological features across scales.

**Definition 2.5** (Persistent DMGs). Given a finite metric space $(X, d_X)$ and function $f : X \rightarrow \mathbb{R}$, we can construct the (discrete version of the) Mapper graph $M_{\mathcal{U}, f}$ in a manner similar to Example 2.3 by inferring components via a chosen clustering algorithm applied to $f^{-1}(U_i)$. The clusters then replace the components $C \in f^{-1}(U_i)$ in the construction above. This allows us to define a persistent decorated mapper graph $F : M_{\mathcal{U}, f} \rightarrow \text{Vec}^\mathbb{R}$ that assigns to each vertex and each edge—corresponding to a cluster and an intersection of clusters, respectively—the persistent homology of each, i.e. $F(C) := PH_n(C)$ and $F(C \cap C' \leq C) := PH_n(C \cap C' \subseteq C)$.

This structure is illustrated in Figure 2.

2See (Hatcher, 2002) for a textbook treatment.
3. Decorated Reeb Graphs

In this section, we introduce continuous versions of the Mapper graphs and attributions described above.

Reeb Graphs. In practice, choosing the cover and clustering schema for Mapper can be an art with sometimes hard to interpret and unstable behavior. These defects are then inherited by the decoration process. These issues have been mostly handled (Munch & Wang, 2016; Carriere & Oudot, 2018) by viewing Mapper graphs as discrete approximations of the Reeb graph (Reeb, 1946), which we review next.

Definition 3.1. A Reeb graph is a pair \((R, f)\) consisting of a compact 1-dimensional geometric simplicial complex \(R\) and a piecewise linear map \(f : R \to \mathbb{R}\). A metric \(d_f\) on \(R\) is defined by \(d_f(x, x') = \inf_{\gamma} \max f \circ \gamma - \min f \circ \gamma\), where the infimum is over all paths from \(x\) to \(x'\).

Example 3.2. Let \(X\) be a compact geometric simplicial complex and let \(f : X \to \mathbb{R}\) be a continuous piecewise linear map. The Reeb graph associated to \(f : X \to \mathbb{R}\) starts by defining \(R\) to be set of equivalence classes \(X/\sim\), where \(x \sim x'\) if \(x\) and \(x'\) lie in the same connected component of \(f^{-1}(v)\). Since \(f\) is constant on equivalence classes, it factors to define a map \(\hat{f} : R \to \mathbb{R}\) where \(f = \hat{f} \circ q\) and \(q\) is the quotient map \(q : X \to X/\sim\). The pair \((R, \hat{f})\) then defines a Reeb graph in the sense of Definition 3.1.

We now make geometric graphs the domain of attribution.

Example 3.6. Every Reeb graph \((R, f)\) gives rise to a categorical Reeb graph \(\mathcal{R}\) via \(\mathcal{R}(U) := \pi_0(f^{-1}(U))\), where \(\pi_0 : \text{Top} \to \text{Set}\) is the path components functor.

We now unify Definitions 3.3 and 3.5 to provide an alternative description of Example 3.4. This involves engineering a category that can track both components and homology vector spaces.

Definition 3.7. Let \(\text{PVec}\) denote the category of discretely parameterized vector spaces. Objects of \(\text{PVec}\) are functors \(\sigma : S \to \text{Vec}\), where \(S\) is a set regarded as a discrete category and a morphism from \(\sigma : S \to \text{Vec}\) to \(\tau : T \to \text{Vec}\) consists of a set map \(\mu : S \to T\) and a natural transformation \(\sigma \Rightarrow \tau \circ \mu\). This category has a functor \(\text{dom} : \text{PVec} \to \text{Set}\) that sends \(\sigma : S \to \text{Vec}\) to \(S\).

Definition 3.8. A categorical decorated Reeb graph is a functor \(\mathcal{F} : \mathcal{O}(\mathbb{R}) \to \text{PVec}\) such that \(\text{dom} \circ \mathcal{F}\) satisfies the axioms of Definition 3.5.

Example 3.9. Let \(F : \mathcal{O}(\mathbb{R}) \to \text{Vec}\) be a DRG. This gives rise to a categorical DRG \(\mathcal{F} : \mathcal{O}(\mathbb{R}) \to \text{PVec}\) where \(\mathcal{F}(U)\) is the object of \(\text{PVec}\) that maps \(\pi_0(f^{-1}(U)) \to \text{Vec}\) by taking a connected component of \(f^{-1}(U) \supset A \subset R\) to \(F(A)\).

4. Persistent Decorations and Stability

One of the main contributions of TDA has been the observation that connected components and homology are stable only when considered as part of a family of topological spaces. We now review the concepts used to quantify this.

Metrics. Two of the most prominent distance metrics used in TDA are Gromov-Hausdorff distance and interleaving distance, which we now define.

Definition 4.1 (Gromov-Hausdorff Distance). Let \((X, d_X)\) and \((Y, d_Y)\) be metric spaces. The distortion of a pair of (not necessarily continuous) maps \(\Phi : X \to Y\) and \(\Psi : Y \to X\) is the quantity \(\text{dist}(\Phi, \Psi)\) defined by

\[
\sup\{|d_X(x, x') - d_Y(y, y')| \mid (x, y), (x', y') \in C(\Phi, \Psi)\},
\]

where

\[
C(\Phi, \Psi) := \{(x, y) \in X \times Y \mid y = \Phi(x) \text{ or } x = \Psi(y)\}.
\]

The Gromov-Hausdorff distance between \(X\) and \(Y\) is

\[
d_{\text{GH}}(X, Y) := \inf_{\Phi, \Psi} \frac{1}{2} \text{dist}(\Phi, \Psi).
\]

The stability results we are interested in are based on the interleaving construction of TDA.

Definition 4.2 (Interleaving Distance). Let \(\mathcal{P}\) be a poset, \(\mathcal{C}\) a category and \(\mathcal{C}^{\mathcal{P}}\) the functor category equipped with a notion of shifting/smoothing for any \(\varepsilon \geq 0\), i.e., \((\bullet)^{\varepsilon} : \mathcal{C}^{\mathcal{P}} \to \mathcal{C}^{\mathcal{P}}\).
is a functor that sends \( F \to F^{\epsilon} \) and this functor is equipped with a natural transformation \( \eta^\epsilon : \text{id}_{C^p} \Rightarrow (\bullet)^\epsilon \) that interacts in compatible ways. We say that two objects \( F, G \in C^p \) are \( \epsilon \)-interleaved if there exist morphisms \( \phi : F \to G^\epsilon \) and \( \psi : G \to F^\epsilon \) such that \( \eta^\epsilon_{F,G} = \psi \circ \phi \) and \( \eta^\epsilon_{G,F} = \phi \circ \psi \). The interleaving distance \( d_{\text{IL}}(F, G) \) is then defined as
\[
d_{\text{IL}}(F, G) = \inf\{\epsilon \mid F \text{ and } G \text{ are } \epsilon\text{-interleaved}\}.
\]

**Example 4.3 (Rips Persistence).** If we choose \( \mathcal{P} = (\mathbb{R}, \leq) \) and \( C = \text{Vec} \) in Definition 4.2 we obtain the usual interleaving distance for 1-parameter persistence modules. Rips persistent homology for a finite metric space \( X \) (see Definition 2.4), written \( PH_n(X) \in \text{Vec}^R \), has a natural notion of shifting by defining \( PH_n(X)^{\epsilon}(r) = H_n(VR(X, r + \epsilon)) \).

The fact that \( VR(X) \) is a functor provides a map from \( VR(X, r) \to VR(X, r + \epsilon) \), which gives the data of the natural transformation \( \eta^\epsilon \). Thus the interleaving distance between Rips persistent homology functors is well-defined. Interleavings between Rips persistent homology leads to a foundational stability result of TDA (Chazal et al., 2009; De Silva et al., 2018): for finite metric spaces \( X \) and \( Y \)
\[
d_{\text{IL}}(PH_n(X), PH_n(Y)) \leq d_{\text{GH}}(X, Y).
\]

The type of stability we’re interested in is not only governed by the Gromov-Hausdorff distance between point clouds, but scalar functions on these. This is expressed in the following definition, which is equivalent to a metric used in (Chazal et al., 2009); see also (Bauer et al., 2014), where a similar metric is used in the context of Reeb graphs.

**Definition 4.4.** Let \( X \) and \( Y \) be metric spaces equipped with functions \( f : X \to \mathbb{R} \) and \( g : Y \to \mathbb{R} \), written \( X_f \) and \( Y_g \), respectively. If \( \Phi : X \to Y \) and \( \Psi : Y \to X \) are maps, then the functional distortion of \( \Phi \) and \( \Psi \) is
\[
\text{FunDist}(\Phi, \Psi) := \max \left\{ \frac{1}{\epsilon} \text{dist}(\Phi, \Psi) \mid \|f - g \circ \phi\|_{\infty}, \|g - f \circ \phi\|_{\infty} \right\}.
\]

The functional distortion distance is then
\[
d_{\text{FD}}(X_f, Y_g) := \inf_{\Phi, \Psi} \text{FunDist}(\Phi, \Psi).
\]

It is straightforward to show that \( d_{\text{FD}} \) is a pseudometric on the space of pairs \( (X, f) \).

**Stability of Persistent Discrete DRGs.** We now define a persistent discrete Decorated Reeb Graph construction, which refines the notion of a persistent DMG (Definition 2.5), and will be stable under perturbations of the functional distortion distance.

\[\text{Definition 4.5 (Persistent Discrete DRG).}\] Given a finite metric space endowed with a scalar-valued function \( X_f \), we define \( f^{-1}_r(U) \) to be the full subcomplex of \( VR(X, r) \) on all vertices \( x \in f^{-1}(U) \), for each open subset \( U \subset \mathbb{R} \). We then define the persistent (discretized) decorated Reeb graph of \( X_f \) to be the following 2-parameter family of categorical DRGs (Definition 3.8):
\[
DF : (\mathbb{R}^2, \leq) \to \text{FunDist}(\mathcal{O}(\mathbb{R}), \text{PVec})
\]

where
\[
\mathcal{F}(r, s)(U) := \{ A \in \pi_0(f^{-1,r}_s(U)) \to H_\bullet(VR(A, s)) \}.
\]

**Remark 4.6.** For a fixed \( r \geq 0 \), \( \mathcal{F}(r, s) \) assigns to each connected component of \( f^{-1}_r(U) \) the Vietoris-Rips persistent homology of that point cloud at scale \( s \). Then \( DF(r, \bullet) \) can be considered as a DRG \( DF(r, \bullet) : \mathcal{O}(\mathbb{R}) \to \text{PVec}^\bullet \), by setting \( DF(r, \bullet)(U)(s) = DF(r, s)(U) \). If we also fix a cover \( \mathfrak{U} \), we recover the persistent DMG of Definition 2.5 by choosing clusters associated to \( U \in \mathfrak{U} \) to be given by the connected components of \( f^{-1}_r(U) \).

In the above sense, the persistent discrete DRG refines the notion of a persistent DMG. This relaxation to a more continuous and categorical setting is crucial to our proof of the stability result below.

**Theorem 4.7 (Stability of Persistent Discrete DRGs).** Let \( X_f \) and \( Y_g \) be finite metric spaces endowed with scalar-valued functions. Let \( DF \) and \( DG \) be their respective persistent discrete DRGs (Definition 4.5). Then we have
\[
d_{\text{FD}}(DF, DG) \leq d_{\text{FD}}(X_f, Y_g).
\]

The \( \epsilon \)-smoothing of \( DF \) is defined by
\[
DF(r, s)(U) = DF(r + \epsilon, s + \epsilon)(U^\epsilon)
\]

where \( U^\epsilon := \{ t \in \mathbb{R} \mid \exists v \in U \text{ s.t. } |t - v| < \epsilon \} \) is the \( \epsilon \)-thickening of the open set \( U \in \mathcal{O}(\mathbb{R}) \). This leads to the notion of the interleaving distance \( d_{\text{IL}} \) used in the theorem.

**Proof Sketch.** Suppose the functional distortion distance of Definition 4.4 between \( X_f \) and \( Y_g \) is less than \( \delta \). This means that for every \( \epsilon < \delta \) there are maps \( \Phi : X \to Y \) and \( \Psi : Y \to X \) whose distortion is less than \( 2\epsilon \). Also, \( \|f - g \circ \phi\|_{\infty} \leq \epsilon \), which implies that \( \forall U \in \mathcal{O}(\mathbb{R}) \) we have
\[
f^{-1}(U) \subseteq \Phi^{-1}(g^{-1}(U^\epsilon)).
\]

This implies that if \( \sigma \subseteq f^{-1}(U) \) is a subset with \( d(x_i, x_j) \leq 2\epsilon \) for all pairs of points in \( \sigma \), i.e. \( \sigma \in VR(X, r) \cap f^{-1}(U) \), then \( \Phi_{r,s}(\sigma) \subseteq g^{-1,r}_s(U^\epsilon) \cap VR(Y, s + \epsilon) \). Moreover, this containment holds when restricted to a component \( A \in \pi_0(f^{-1}(U)) \). Symmetric reasoning using the condition \( \|g - f \circ \phi\|_{\infty} \leq \epsilon \) guarantees that \( \forall U \in \mathcal{O}(\mathbb{R}) \)
\[
g^{-1}(U) \subseteq \Psi^{-1}(f^{-1}(U^\epsilon)).
\]
and in particular \( \Phi_{r,s}(\sigma) \in \mathcal{g}_{r+1}^{-1}(U') \cap V R(Y, s + \epsilon) \) is carried to a simplex \( \Psi_{r+\epsilon, s+\epsilon} \circ \Phi(\sigma) \in \mathcal{f}_{r+2\epsilon}^{-1}(U'') \cap V R(X, s + 2\epsilon) \) that is contiguous to \( \sigma \) inside \( \mathcal{f}_{r+2\epsilon}^{-1}(U'') \cap V R(X, s + 2\epsilon) \), thus guaranteeing that the induced map on homology \( V R(A, s) \to V R(A, s + \epsilon) \) for each component \( A \in \tau_0(\mathcal{f}^{-1}(U')) \) is the same as \( \Psi_{r+\epsilon, s+\epsilon} \circ \Phi_{r,s} \). This establishes half of the interleaving condition and the other half is argued \textit{mutatis mutandii}. □

Stability of Barcode Transforms. We end this theoretical section with another stability result, which deals more directly with DRGs. While the constructions involved are somewhat more straightforward, we discuss their limitations in practice at the end of the section.

Definition 4.8 (Barcode Transform). Let \( F' : \mathcal{O}(R) \to \text{Vec} \) be the decorated Reeb graph associated to \( f : X \to \mathbb{R} \), where each open set \( U \subseteq R \) is assigned a finite-dimensional vector space. We define the \textit{barcode transform} of \( F' \) to be the map

\[
BF : R \to \text{Vec}^\mathbb{R}
\]

\[
r \in R \mapsto \left( t \in \mathbb{R}_{\geq 0} \mapsto F(B_d(r, t)) \right)
\]

Since every persistence module can be identified with a barcode, we can view the barcode transform as an assignment of a barcode to each point in the Reeb graph.

Using \( \epsilon \)-smoothing of open sets, i.e. setting \( \mathcal{P} = \mathcal{O}(\mathbb{R}) \) and \( F'(U) := F(U') \) in Definition 4.2, we can define interleaving distances for categorical Reeb graphs and categorical decorated Reeb graphs. Moreover, the interleaving distance of categorical Reeb graphs gives rise to an interleaving distance of concrete Reeb graphs as defined in (de Silva et al., 2016). In the following we define the functional distortion distance for barcode transforms and show that it is controlled by the interleaving distance of the Reeb graphs and their corresponding categorical decorated Reeb graphs.

Definition 4.9. Let \( F : \mathcal{O}(R) \to \text{Vec} \) and \( G : \mathcal{O}(S) \to \text{Vec} \) be concrete decorated Reeb graphs over \( (R, f) \) and \( (S, g) \). We define the functional distortion distance of the corresponding barcode transforms by

\[
d_{\text{FD}}(BF, BG) := \inf_{\Phi, \Psi} \max_{r \in R} \left\{ \text{FunDist}(\Phi, \Psi) \cup d_1(BF(r), BG \circ \Phi(r)) \right\}
\]

\[
\sup_{s \in S} \left( d_1(BF(r), BG \circ \Psi(s)) \right)
\]

where FunDist is taken w.r.t. \( f \) and \( g \) and the infimum is over all functions \( \Phi : R \to S \) and \( \Psi : S \to R \).

Theorem 4.10. Let \( F : \mathcal{O}(R) \to \text{Vec} \) and \( G : \mathcal{O}(S) \to \text{Vec} \) be concrete decorated Reeb graphs over \( (R, f) \) and \( (S, g) \) and \( \mathcal{F}, \mathcal{G} : \mathcal{O}(R) \to \text{PVec} \) the corresponding categorical decorated Reeb graphs, then

\[
d_1(R, S) \leq d_{\text{FD}}(BF, BG) \leq 6d_1(\mathcal{F}, \mathcal{G}).
\]

Proof Sketch. We begin with the inequality on the left. As shown in (Bauer et al., 2015), \( d_1(R, S) \leq d_{\text{FD}}(R_f, S_g) \) and, since the functional distortion distance on Reeb graphs corresponds to the first part of the functional distortion distance of barcode transforms (Definition 4.9), we obviously get \( d_{\text{FD}}(R_f, S_g) \leq d_{\text{FD}}(BF, BG) \).

To demonstrate the inequality on the right, let \( \text{dom} : \text{PVec} \to \text{Set} \) be the functor that sends functors in \( \text{PVec} \) to its domain. We observe that \( \text{dom} \mathcal{F} = R \) the categorical Reeb graph of \( (R, f) \). Hence, given an \( \epsilon \)-interleaving between \( \mathcal{F} \) and \( \mathcal{G} \), applying \( \text{dom} \) yields an \( \epsilon \)-interleaving between \( R \) and \( S \) and, furthermore, an \( \epsilon \)-interleaving between \( (R, f) \) and \( (S, g) \). As shown in (Bauer et al., 2015), \( d_{\text{FD}}(R_f, S_g) \leq 3d_1(R, S) \). One can now check that the functions \( \Phi : R \to S \) and \( \Psi : S \to R \) constructed in the proof of this inequality are such that \( d(BF(r), BG \circ \Phi(r)) \leq 6\epsilon \) and \( d_1(BF \circ \Psi(s), BG(s)) \leq 6\epsilon \) for all \( r \in R \) and for all \( s \in S \). □

The details of the last part of the proof are quite technical, and we provide full details in the Appendix.

Remark 4.11. We remark that this result is interesting from a theoretical perspective, but has some shortcomings in practice. In particular, the functional distortion distance used here is infinite if the ranks of \( BF(r) \) and \( BG(r) \) do not agree for all sufficiently large \( r \).

5. Computation

We now describe constructions of attributed graphs from point cloud data. In the following, we generically refer to such attributed graphs as Decorated Reeb Graphs (DRGs).

Creating Reeb Graphs. Reeb graphs are most naturally defined for continuous metric spaces, so one needs to approximate a Reeb graph structure for discrete data. We provide a construction similar to the Mapper algorithm (Singh et al., 2007) for estimating Reeb graphs. We first fix a scale \( r \) for the Vietoris-Rips complex \( V R(X, r) \). Choosing an appropriate value of \( r \) is treated as a hyperparameter tuning process; similar ideas for Reeb graph estimation go back at least to (Ge et al., 2011). For the shape datasets considered in this paper, we used a simple heuristic which took \( r = m \cdot r_0 \), where \( r_0 \) is the smallest scale at which the VR complex is connected and \( m \) is a small integer (we typically took \( m = 2 \) or 3). Next, we choose a resolution parameter \( n \) and uniformly subdivided the image of \( f \) into \( n \) bins, \( U_1, \ldots, U_n \) (we treat this as a partition of the range, but one could instead thicken slightly and work with an open cover, similar to the usual Mapper construction). This is used to approximate the Reeb graph \( G \) of \( (VR(X, r), f) \): each node \( v \) of \( G \) corresponds to a connected component \( A_v \subseteq X \) of
one of the sets \( f^{-1}(U_i) \), and there is an edge between nodes \( v \) and \( w \) if \( A_v \subset f^{-1}(U_i), A_w \subset f^{-1}(U_i+1) \) and \( A_v \) and \( A_w \) are connected by an edge in the 1-skeleton of \( VR(X, r) \).

An alternative approach would be to compute the exact Reeb graph for \( VR(X, r) \) via algorithms of (Harvey et al., 2010) or (Parsa, 2012); these algorithms are very efficient, but we found that they did not scale well in the Vietoris-Rips setting due to blowup in the size of the simplicial complexes.

**Creating DRGs - Local Approach.** Let \( G = (V, E) \) be an estimated Reeb graph for \( VR(X, r) \). A simple approach to adding persistent homology decorations to \( G \) is as follows. In this local approach, degree-\( n \) persistent homology is computed for the subset of \( X \) corresponding to each node in \( G \). The resulting data structure \( (G, D) \) consisting of a finite graph \( G = (V, E) \) and an attribution function \( D : V \rightarrow \mathbb{R} \times \text{Barcodes} \), where Barcodes is the set of (persistent homology) barcodes. The attribution takes a node \( v \in V \) to \( D(v) = (f(v), B(v)) \), where \( f(v) = \frac{1}{|\mathcal{A}_v|} \sum_{v \in \mathcal{A}_v} f(v) \) and \( B(v) \) is the persistent homology barcode of \( A_v \).

This method for constructing a DRG can be seen as an approximation of a particular slice of the persistent discrete structure \( DF : (\mathbb{R}^2, \leq) \rightarrow \text{Fun}(\mathcal{O}(\mathbb{R}), \text{PVec}) \) introduced in Definition 4.5, as we observed in Remark 4.6.

**Creating DRGs - Barcode Transform Approach.** The following is an alternative approach to adding persistent homology decorations to \( G = (V, E) \), an estimated Reeb graph for \( VR(X, r) \). For each \( v \in V \), we define a filtration on \( VR(X, r) \) by distance to the set \( A_v \), and compute the degree-\( n \) persistent homology of the resulting filtered simplicial complex. This then again results in a data structure of the form \( (G, D) \) with the attribution function \( D : V \rightarrow \mathbb{R} \times \text{Barcodes} \) now recording average function value and persistent homology of the distance-to-\( A_v \) function. This method for constructing the DRG is a simplification of the true barcode transform for the decorated Reeb graph of \( VR(X, r) \) (see Definition 4.8).

**Remark 5.1.** The local DRG algorithm easily scales to handle datasets with thousands of points and provides intuitive data summaries consisting of an approximation of the Reeb graph skeleton, attributed with persistence diagrams encoding local structural information (see Figures 2 and 3). However, we note that this representation is an aggressive simplification of the structure described in Definition 4.5, so that the theoretical stability result of Theorem 4.7 does not directly apply in this setting. On the other hand, the barcode transform approach to constructing DRGs gives an approximation of the true barcode transform of \( VR(X, r) \), and is therefore much more closely tied to theory. This construction requires several computations of persistent homology on the full complex \( VR(X, r) \) (endowed with different filtrations), so that it is not scalable to large datasets. As such, most of our computational experiments below will focus on the local DRG construction.

**Comparing DRGs.** Since the interleaving distance considered in Theorem 4.7 is not applicable to our data representation and is computationally intractable, we use the Fused Gromov-Wasserstein (FGW) framework (Vayer et al., 2020) for metric-based analysis of DRGs. Intuitively, the FGW distance, defined below, is a more easily approximable proxy for the functional distortion distance \( d_{FD} \).

Let \( (G_1, D_1), (G_2, D_2) \) be DRGs as described above (via either the local or barcode transform approaches). The \( \alpha \)-FGW distance is defined by

\[
d_{\text{FGW}, \alpha}((G_1, D_1), (G_2, D_2))^2 = \inf_{\pi \in \mathcal{C}(V_1, V_2)} \alpha \cdot L_{gr}(\pi) + (1 - \alpha) \cdot L_{bc}(\pi)
\]  

where the set \( \mathcal{C}(G_1, G_2) \) and the loss functions \( L_{gr} \) and \( L_{bc} \) are defined as follows. An element \( \pi \in \mathcal{C}(G_1, G_2) \) is a matrix of size \( |V_1| \times |V_2| \) satisfying \( \sum_{v_1 \in V_1} \pi(v_1, v_2) = \frac{1}{|V_1|} \) for all \( v_2 \in V_2 \) and \( \sum_{v_2 \in V_2} \pi(v_1, v_2) = \frac{1}{|V_2|} \) for all \( v_1 \in V_1 \)—intuitively, this is the space of probabilistic couplings of the uniform measures on \( V_1 \) and \( V_2 \), respectively.

The graph loss \( L_{gr}(\pi) \) is defined by

\[
\sum (d_1(v_1, w_1) - d_2(v_2, w_2))^2 \pi(v_1, v_2)\pi(w_1, w_2),
\]

where the sum is over all \( v_1, w_1 \in V_i \) and \( d_i : V_i \times V_i \rightarrow \mathbb{R} \) is a choice of function representing graph structure—for example, we typically use the shortest path distance, where each edge \( (v_i, w_i) \) in \( E_i \) is weighted by \( \bar{f}_i(v_i) - \bar{f}_i(w_i) \).

Finally, the barcode loss \( L_{bc}(\pi) \) is defined by

\[
\sum_{v_i \in V_i} d_b(D_1(v_1), D_2(v_2))^2 \pi(v_1, v_2),
\]

where \( d_b \) is the standard bottleneck distance between barcodes. The intuition for the distance is as follows: \( \pi \in \mathcal{C}(V_1, V_2) \) is interpreted as a probabilistic registration of the nodes of \( G_1 \) and \( G_2 \), the loss \( L_{gr} \) measures how well the registration preserves the graph structure, the loss \( L_{bc} \) measures how well the registration preserves attributions, and the hyperparameter \( \alpha \) balances contributions of graph structure and attributions; the optimization problem therefore searches for a probabilistic registration which incurs the least total distortion of these structures. Fixing a methodology for assigning a distance graph function \( d : V \times V \rightarrow \mathbb{R} \) to a DRG \( (G, D) \), it follows from Theorem 1 of (Vayer et al., 2020) that \( d_{\text{FGW}, \alpha} \) defines a pseudometric on the space of DRGs, for any choice of \( \alpha \in [0, 1] \).

The idea for FGW distance originates from the Gromov-Wasserstein (GW) distances introduced by Mémoli (Mémoli, 2007); roughly, the GW 2-distance is obtained
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by setting $\alpha = 1$ in the FGW formula. The GW distances can be seen as $L^p$-relaxations of the Gromov-Hausdorff (GH) distance and are used for the comparison of metric measure spaces (mm-spaces). The FGW distance was introduced in (Vayer et al., 2020) to adapt GW distance to the setting of mm-spaces whose points come with feature attributions. In particular, our use of $d_{\text{FGW},\alpha}$ can be seen as a relaxation of the functional distortion distance of Definition 4.9. Such a relaxation makes the discrete optimization problem arising in GH distances amenable to approximation by gradient descent, as the search space of the optimization becomes a compact, convex polytope $C(V_1, V_2) \subset \mathbb{R}^{|V_1| \times |V_2|}$. For finite mm-spaces of size $O(n)$, a gradient descent iteration for approximation of GW distance has $O(n^3 \log(n))$ cost (Peyré et al., 2016). For the FGW distance in our setting, computation is complicated by the need to evaluate $|V_1| \times |V_2|$ bottleneck distances, each of which carries a cubic cost in the number of points in the diagrams. To ease this computational burden, we frequently replace the bottleneck distance computations with Euclidean distance between persistence image vectorizations of the diagrams (Adams et al., 2017). We remark that (Fused) Gromov-Wasserstein distances have been used successfully in several recent works to compare other topological invariants—see, e.g., (Li et al., 2021; Curry et al., 2022; Li et al., 2023).

Related Constructions. Our constructions have a similar flavor to other enriched topological invariants in the literature. Most similar are the Decorated Merge Trees (DMTs) introduced by the first four authors in (Curry et al., 2022). A DMT is a certain rooted tree attributed with homological information which can be extracted from a dataset endowed with a filter function—roughly, a DMT captures the topology of sublevel sets of the filtration, while the constructions in the present paper are concerned with level set topology. Our constructions also share features of Persistent Homology Transforms (PHTs) (Turner et al., 2014), which associate a collection of persistence diagrams to a shape in Euclidean space by using projections to various 1-dimensional subspaces as filter functions. Our constructions also yield families of persistence diagrams, but the families are parameterized by nodes of Mapper graphs, rather than by collections of lines.

6. Experiments

We now illustrate our computational pipeline with several experiments. Our source code is available at our GitHub repository\(^4\).

Example DRGs. In Figure 3, we provide a few examples of DRGs constructed via the methods described in Section 5.

The first row of Figure 3 shows a shape from ModelNet10 (Wu et al., 2015), a curated collection of CAD models of household objects. The CAD model has been converted to point cloud data by sampling. We show the DRG computed via the local approach, with respect to height along the $z$-axis; nodes of the DRG are colored by total persistence of their diagram attributes. We show the diagrams associated to two of the nodes, as well as the associated subsets of the original dataset.

The second row of the figure shows a humanoid figure from the SHREC14 dataset (Pickup et al., 2014); once again, the pointcloud data is obtained by sampling a triangulated surface. For this example, the filtration function is the $p$-eccentricity (with $p = 100$) (see (Mémoli, 2011), Definition 5.3) of the shortest path distance on the 1-skeleton of the underlying Vietoris-Rips complex. We show the associated DRG (via the local approach), some persistence diagram attributes, and the persistence image vectorizations of these diagrams.

Finally, the third row of Figure 3 shows the synthetic dataset from Figure 2, once again endowed with the height function. In this case, the DRG is computed via the Barcode Transform approach. Observe that the associated persistence diagrams capture the global topology of the shape—note that the death time of each point is $\infty$ and that one point in each diagram is of multiplicity 2. The difference between the diagrams is the birth times of the features; the DRG nodes are colored by average birth time in their diagrams.

Synthetic Shape Comparison. To explore the behavior of the Fused Gromov-Wasserstein (FGW) distance $d_{\text{FGW},\alpha}$ defined in (1), we consider a synthetic point cloud dataset consisting of four classes: torus, solid torus, cylinder and solid cylinder. Each torus shape consists of 400 points sampled from a toroidal surface with minor radius 1 and major radius 6 and solid tori are generated similarly, but we take 1600 samples to get a comparable density. Cylinders consist of 400 points sampled from the surface of a cylinder of radius 1 and length $2 \cdot \pi \cdot (6 + 1)$ so that the surface area is comparable to the torus and solid cylinders are generated similarly with 1600 sample points. Each shape in the dataset has its point coordinates perturbed independently at random and the resulting point cloud is then randomly rigidly rotated. The full dataset consists of 20 samples of each shape class.

Each shape is converted to a DRG using the local approach, with filter functions given by 1st PCA coordinates. Node attributes are converted to persistence images, for computational efficiency. For each $\alpha \in \{0.0, 0.25, 0.5, 1.0\}$, we construct the shape-to-shape distance matrix with respect

---

\(^4\)https://github.com/trneedham/Topologically-Attributed-Graphs
Figure 3. Examples of DRGs created with our methods. See Section 6 for a detailed description.

Figure 4. Synthetic shape dataset results. The top row shows a sample from each of the shape classes in the experiment: points are colored by their filter function values (first PCA coordinate). The remaining figures show Multidimensional Scaling embeddings of the dataset, coming from pairwise distance matrices with respect to $d_{FGW,\alpha}$ for various $\alpha$-values.

Figure 4. Synthetic shape dataset results. The top row shows a sample from each of the shape classes in the experiment: points are colored by their filter function values (first PCA coordinate). The remaining figures show Multidimensional Scaling embeddings of the dataset, coming from pairwise distance matrices with respect to $d_{FGW,\alpha}$ for various $\alpha$-values.

Table 1. ModelNet10 Classification Results.

<table>
<thead>
<tr>
<th></th>
<th>PointNet</th>
<th>Reeb</th>
<th>DRGz</th>
<th>DRGx</th>
<th>DRGxz</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>89.43</td>
<td>77.64</td>
<td>63.55</td>
<td>84.69</td>
<td>85.24</td>
</tr>
</tbody>
</table>

Results of the classification experiment are reported in Table 1. Besides results for the DRGs with filter function given by $z$-coordinate ($\text{DRG}_z$) and $x$-coordinate ($\text{DRG}_x$), we also report the combined prediction from the two models ($\text{DRG}_{xz}$). The combined prediction was made by averaging the predictions of the $\text{DRG}_z$ and $\text{DRG}_x$ models—we...
also trained a GNN using a disjoint pair of DRGs (with \(x\) and \(z\)-coordinate filtrations) to represent each shape and got similar classification scores. To test the contributions of the diagram attributes, we also trained a network on graphs where nodes were only attributed with average Euclidean coordinates (Reeb). Likewise, we tested the contribution of the graph structure by converting each DRG into a complete graph on its nodes, each of which is attributed with persistence statistics and Euclidean coordinates (Dgmus). We see that the combination of graph structure and topological attributes provide a large boost in classification accuracy, with the best accuracy obtained by the combination of \(x\) and \(z\)-filtrations.

To test against a baseline, we use the popular PointNet architecture for point cloud classification (Qi et al., 2017). The PointNet classification accuracy is essentially state-of-the-art for ModelNet10 classification (when using only point clouds as input, without additional structure from the CAD models), and we see that it has a slight edge over the DRG classification score. However, we note that the PointNet model\(^5\) contains 3,463,763 parameters, compared to our 209,162 parameter GNN. Moreover, achieving this level of accuracy took \(\sim\)12 hours of training time for PointNet, while our GNN model contained an order of magnitude in \(\sim\)10 minutes; we preprocessed the data to extract Reeb graphs, which took \(\sim\)1.5 hours, bringing the total time for processing and training to around \(\sim\)3 hours (processing using both \(x\) and \(z\) filtrations). This suggests that the DRG representations have a rich structure with easily learnable features.

| Table 2. ModelNet10 Subset Classification Results. |
|-----------------|-------|-------|-------|
| PointNet        | DRG\(_x\) | DRG\(_z\) | DRG\(_{xz}\) |
| 83.26           | 78.52  | 70.70  | 82.93  |

We tested the representational richness of DRGs further by retraining the DRG and PointNet models on only 10% of the ModelNet10 training data, then testing classification accuracy on the full training set. In this sparse training data setting, we see that all models still perform reasonably well, but point out that the gap between PointNet and DRG\(_{xz}\) has essentially vanished, even though the latter is less complex by an order of magnitude.

7. Discussion

In this paper, we introduced formalism for topologically attributed graphs and provided theoretical results on their stability. We also demonstrated the potential applicability of these ideas through proof-of-concept experiments. Future work will involve building a closer connection between the theory of topologically attributed Reeb graphs and their computational execution. Notably, our computational pipeline does not incorporate the more sheaf-theoretic or categorical features of decorated Reeb graphs, and integration of these aspects is an important goal. We also plan to continue to develop the computational pipeline toward more robust applications. One interesting direction will be to develop the pipeline to handle more general filtration functions, or to incorporate discovery of effective filter functions into a machine learning framework. We also intend to extend this framework to handle more general attributed simplicial complexes, to which newly developed tools of Topological Deep Learning (Hajij et al., 2023) will apply.
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A. Proof of Theorem 4.10

Left inequality

As shown in (Bauer et al., 2015), \( d_1(R, S) \leq d_{FD}(R_f, S_g) \)
and, since the functional distortion distance on Reeb graphs corresponds to the first part of the functional distortion distance of barcode transforms (Definition 4.9), we obviously get \( d_{FD}(R_f, S_g) \leq d_{FD}(BF, BG) \).

Right inequality

Let \( S_\epsilon : \text{Fun}(\mathbb{O}(\mathbb{R}), \mathbf{PVec}) \to \text{Fun}(\mathbb{O}(\mathbb{R}), \mathbf{PVec}) \) be the smoothing functor, defined by \( S_\epsilon \mathcal{F}(U) := \mathcal{F}(U^\epsilon) \)
and \( i: \mathcal{F} \to S_\epsilon \mathcal{F} \) be defined by \( i(U) := \mathcal{F}(U \subseteq U^\epsilon) \).
In the following we denote an object of \( \mathbf{PVec} \) by a tuple \((I, D)\) representing a set \( I \) and a functor \( D : I \to \text{Vec} \). Suppose \( \mathcal{F} \) and \( \mathcal{G} \) are \( \epsilon \)-interleaved, i.e. we have the following commutative diagram:

\[
\begin{array}{ccc}
\mathcal{F} & \xrightarrow{\epsilon} & S_\epsilon \mathcal{F} \\
\downarrow{(\alpha, \eta)} & & \downarrow{(\alpha, \eta_\epsilon)} \\
\mathcal{G} & \xrightarrow{\epsilon} & S_\epsilon \mathcal{G}
\end{array}
\]

where \( \alpha \) denotes the morphisms between the parameterizing sets and \( \eta \) denotes the morphisms between the parameterized vector spaces. Let \( \text{dom} : \mathbf{PVec} \to \text{Set} \) be a forgetful functor defined on an object \((I, D) \in \mathbf{PVec}\) by \( \text{dom}((I, D)) := I \) and on a morphism \((\alpha, \eta) : (I, D) \to (I', D')\) by \( \text{dom}((\alpha, \eta)) := \alpha \).
If we postcompose \( \mathcal{F} \) with \( \text{dom} \) we obtain \( \text{dom} \circ \mathcal{F}(U) = \text{dom}(\mathcal{F}(U)) = \pi_0(f^{-1}(U)) \) and \( \text{dom} \circ \mathcal{F}(U \subseteq V) = \pi_0(f(V) \subseteq U \subseteq V) \).
Hence, we get \( \text{dom} \circ \mathcal{F} = \mathcal{R} \) the categorical Reeb graph corresponding to \((R, f)\). Denote by \( \mathcal{R} : \text{concreteReebgraphs} \to \text{categoricalReebgraphs} \) the functor that sends a concrete Reeb graph \((R, f)\) to the corresponding categorical Reeb graph \( \mathcal{R} \) (see (de Silva et al., 2016)). We now apply \( \text{dom} \) on Equation (4) and obtain the following commutative diagram of \( \text{Set} \)-valued functors:

\[
\begin{array}{ccc}
\mathcal{R}(R, f) & \xrightarrow{\epsilon} & S_\epsilon \mathcal{R}(R, f) \\
\downarrow{\alpha} & & \downarrow{\alpha_\epsilon} \\
\mathbf{R}(S, g) & \xrightarrow{\epsilon} & S_\epsilon \mathbf{R}(S, g)
\end{array}
\]

By Proposition 4.29 in (de Silva et al., 2016), the smoothing of open sets \( S_\epsilon \) is equivalent to the smoothing of the underlying geometric Reeb graphs. Let \( T_\epsilon(R, f) \) be the \( \epsilon \)-thickening of \((R, f)\) defined by \( T_\epsilon R := R \times [-\epsilon, \epsilon] \) and \( \mathcal{U}_\epsilon(R, f) \) be the Reeb graph of \( T_\epsilon(R, f) \) (the \( \epsilon \)-smoothing of \((R, f)\)). These spaces can be summarized by the following commutative diagram:

\[
\begin{array}{ccc}
\mathcal{R}(R, f) & \xleftarrow{p_1} & T_\epsilon \mathcal{R} \\
\downarrow{f} & & \downarrow{f_\epsilon} \\
\mathbf{R} & \xleftarrow{f} & T_\epsilon \mathbf{R}
\end{array}
\]

where \( p_1 \) is the projection to the first factor and \( q \) is the quotient map to the Reeb space. The map \( p_1 \) induces a natural isomorphism \( \mathcal{R}T_\epsilon \Rightarrow S_\epsilon \mathcal{R} \) such that

\[
\begin{array}{ccc}
\mathcal{R}T_\epsilon(R, f)(U) & \xrightarrow{\pi_0(p_1)} & S_\epsilon \mathcal{R}(R, f)(U) \\
\downarrow{\pi_0(f_\epsilon^{-1})} & & \downarrow{\pi_0(f^{-1})} \\
\mathbf{R}(S, g) & \xrightarrow{\pi_0(q)} & S_\epsilon \mathbf{R}(S, g)
\end{array}
\]

; (de Silva et al., 2016) Theorem 4.2. Moreover, the map \( q \) induces a natural isomorphism \( \mathcal{R}T_\epsilon \Rightarrow T_\epsilon \mathbf{R} \) such that

\[
\begin{array}{ccc}
\mathcal{R}T_\epsilon(R, f)(U) & \xrightarrow{\pi_0(q)} & \mathbf{R}(S, g) \\
\downarrow{\pi_0(f_\epsilon^{-1})} & & \downarrow{\pi_0(f^{-1})} \\
\mathbf{R} & \xrightarrow{\pi_0(q)} & \mathbf{R}(S, g)
\end{array}
\]

; (de Silva et al., 2016) Theorem 3.15. Let \( h \) denote the composition of the following natural isomorphisms:

\[
\begin{array}{ccc}
\mathbf{R}(S, g) & \xrightarrow{h_\epsilon} & \mathbf{R}(S, g) \\
\downarrow{\pi_0(q)} & & \downarrow{\pi_0(q)} \\
\mathbf{R} & \xrightarrow{h_\epsilon} & \mathbf{R}
\end{array}
\]

Applying \( h \) to Equation (5) yields

\[
\begin{array}{ccc}
\mathbf{R}(R, f) & \xrightarrow{h_\epsilon} & \mathbf{R}(S, g) \\
\downarrow{\pi_0(q)} & & \downarrow{\pi_0(q)} \\
\mathbf{R}(R, f) & \xrightarrow{h_\epsilon} & \mathbf{R}(S, g)
\end{array}
\]

By Theorem 3.20 in (de Silva et al., 2016), the functor \( \mathbf{R} \) is one part of an equivalence between the categories of concrete Reeb graphs and categorical Reeb graphs. If we apply the inverse functor \( \mathbf{R}^{-1} \) (the display locale functor) to Equation (8) we obtain the following \( \epsilon \)-interleaving of Reeb graphs:

\[
\begin{array}{ccc}
(R, f) & \xrightarrow{\epsilon} & \mathbf{U}_\epsilon(R, f) \\
\downarrow{\varphi} & & \downarrow{\varphi_\epsilon} \\
(S, g) & \xrightarrow{\epsilon} & \mathbf{U}_\epsilon(S, g)
\end{array}
\]

\[
\begin{array}{ccc}
U_\epsilon(R, f) & \xrightarrow{\epsilon} & U_\epsilon(S, g) \\
\downarrow{\psi} & & \downarrow{\psi_\epsilon} \\
\mathbf{U}_\epsilon(R, f) & \xrightarrow{\epsilon} & \mathbf{U}_\epsilon(S, g)
\end{array}
\]
Note that by the proof of Theorem 3.20 in (de Silva et al., 2016) and the following discussion the functors \( R \) and \( R^{-1} \) are actually inverse to each other, i.e., \( R \circ R^{-1} = \text{id} \) and \( R^{-1} \circ R = \text{id} \). In particular, we have that \( R(\varphi) = R \circ R^{-1}(h(\alpha)) = h(\alpha) \), i.e., for all \( U \), we obtain the following commutative diagram:

\[
\begin{array}{c}
\pi_0(f^{-1}(U)) \xrightarrow{\pi_0(\varphi)} \pi_0(g_c^{-1}(U)) \\
\downarrow \quad \quad \downarrow \\
\pi_0(f^{-1}(U)) \xrightarrow{h(\alpha)} \pi_0(g_c^{-1}(U)) \\
\downarrow \quad \quad \downarrow \\
\pi_0(f^{-1}(U)) \xrightarrow{\alpha} \pi_0(g^{-1}(U^r))
\end{array}
\]

(10)

using the inverse of the isomorphism \( h(U) \) in Equation (7). By the proof of Lemma 15 in (Bauer et al., 2015), there exist \( \Phi: R \to S \) and \( \Psi: S \to R \) such that

\[
\sup_{(r, r'), (s, s')} \frac{1}{2} |d_f(r, r') - d_g(s, s')| \leq 3(\epsilon + \delta)
\]

\[
\|f - g \circ \Phi\|_\infty \leq \epsilon + \delta \\
\|g - f \circ \Psi\|_\infty \leq \epsilon + \delta
\]

(11)

for all sufficiently small \( \delta > 0 \). For \( r \in R \), we now show that \( BF(r) \) is close to \( BG \circ \Phi(r) \) in the interleaving distance.

Let \( \kappa > 0 \), \( t \in \mathbb{R}_{\geq 0} \) and \( B(f(r), t) \subseteq \mathbb{R} \) be an open ball of radius \( t \) around \( f(r) \). Since \( |f(r) - g \circ \Phi(r)| \leq \epsilon + \delta \), if \( \kappa > \epsilon + \delta \), we get:

\[
B(f(r), t) \subseteq B(g \circ \Phi(r), t + \kappa) \\
\subseteq B(g \circ \Phi(r), t + \kappa + 2\epsilon) \\
\subseteq B(f(r), t + 2(\kappa + \epsilon))
\]

(12)

Therefore, by functoriality of \( \mathcal{F} \) and the \( \epsilon \)-interleaving between \( \mathcal{F} \) and \( \mathcal{G} \) in Equation (4) we obtain:

\[
\begin{array}{c}
\mathcal{F}(B(f(r), t)) \xrightarrow{\mathcal{F}(\varphi)} \mathcal{F}(B(f(r), t + 2(\kappa + \epsilon))) \\
\mathcal{G}(\mathcal{F}(B(g \circ \Phi(r), t + \kappa))) \xrightarrow{\mathcal{G}(\alpha)} \mathcal{G}(B(g \circ \Phi(r), t + \kappa + 2\epsilon)) \\
\mathcal{G}(B(g \circ \Phi(r), t + \kappa + \epsilon)) \quad \beta_{t+\kappa+\epsilon}
\end{array}
\]

(13)

If we apply \( \text{dom} \) to Equation (13) we obtain:

\[
\pi_0\left(f^{-1}(B(f(r), t))\right)
\]

\[
\beta_{t+\kappa+\epsilon}
\]

\[
\pi_0\left(g^{-1}(B(g \circ \Phi(r), t + \kappa + \epsilon))\right)
\]

(14)

Let \( B_{d_j}(r, t) \) be the open ball of radius \( t \) around \( r \) in \( R \). Since \( B_{d_j}(r, t) \subseteq f^{-1}(B(f(r), t)) \) is by definition path-connected, \( B_{d_j}(r, t) \in \pi_0\left(f^{-1}(B(f(r), t))\right) \) and, since \( r \in B_{d_j}(r, t) \), we have \( B_{d_j}(r, t) = [r] \) the path-component of \( r \) in \( f^{-1}(B(f(r), t)) \). By the same argument, \( B_{d_j}(\Phi(r), t + \kappa + \epsilon) = [\Phi(r)] \in \pi_0\left(g^{-1}(B(g \circ \Phi(r), t + \kappa + \epsilon))\right) \). Moreover, \( \pi_0(U)([r]) = [t(r)] = [r] \in \pi_0\left(f^{-1}(B(g \circ \Phi(r), t + \kappa))\right) \). By using Equation (10) for \( U = B(g \circ \Phi(r), t + \kappa) \) we obtain:

\[
\pi_0\left(f^{-1}(B(g \circ \Phi(r), t + \kappa))\right)
\]

\[
\pi_0\left(g^{-1}(B(g \circ \Phi(r), t + \kappa + \epsilon))\right)
\]

(15)

By Equation (7), \( h^{-1} := \pi_0(p_1) \circ \pi_0(q)^{-1} \) and, by (Bauer et al., 2015) Section 3.2, \( \Phi := p_1 \circ \hat{\varphi}_\delta \). Since \( \hat{\varphi}_\delta(r) \in \mathcal{F}(B_{d_j}(r, \delta)) = g^{-1}(\varphi(B_{d_j}(r, \delta))) \), \( \varphi(B_{d_j}(r, \delta)) \) is path-connected and \( \varphi(r) \in \varphi(B_{d_j}(r, \delta)) \), we have that \( [\varphi(r)] = [g(\hat{\varphi}_\delta(r))] = \pi_0(q)([\hat{\varphi}_\delta(r)]) \). Hence, \( \pi_0(q)^{-1}([\varphi(r)]) = [\hat{\varphi}_\delta(r)] \). By definition of \( \Phi \), we have \( [\Phi(r)] = [p_1 \circ \hat{\varphi}_\delta(r)] = \pi_0(p_1)([\hat{\varphi}_\delta(r)]) \). Therefore, \( h^{-1} \circ \pi_0(\varphi)([r]) = h^{-1}([\varphi(r)]) = \pi_0(p_1) \circ \pi_0(q)^{-1}([\varphi(r)]) = \pi_0(p_1)([\hat{\varphi}_\delta(r)]) = [\Phi(r)] = \alpha_{t+\kappa}([r]) \). By commutativity of Equation (14), \( \beta_{t+\kappa+\epsilon} \circ \alpha_{t+\kappa+\epsilon}(r) = \beta_{t+\kappa+\epsilon}([\Phi(r)]) = \pi_0(\iota)([r]) = [r] \). As a consequence, \( \alpha_{t+\kappa} \circ \pi_0(\iota)(B_{d_j}(r, t)) = B_{d_j}(\Phi(r), t + \kappa + \epsilon) \) and \( \pi_0(\iota) \circ \beta_{t+\kappa+\epsilon}(B_{d_j}(\Phi(r), t + \kappa + \epsilon)) = B_{d_j}(r, t + 2(\kappa + \epsilon)) \). Thus, the interleaving in Equation (13) yields the following
We now start with $\Phi(r)$. Similar to Equation (12) we obtain the following inclusions of open intervals in $\mathbb{R}$:

$$B(g \circ \Phi(r), t) \subseteq B(f(r), t + \kappa) \subseteq B(f(r), t + \kappa + 2\epsilon) \subseteq B(g \circ \Phi(r), t + 2(\kappa + \epsilon))$$

for every $\kappa > \epsilon + \delta$. Therefore, by functoriality of $\mathcal{G}$ and the $\epsilon$-interleaving between $\mathcal{F}$ and $\mathcal{G}$ in Equation (4) we obtain:

$$\mathcal{G}(B(g \circ \Phi(r), t)) \subseteq \mathcal{G}(B(g \circ \Phi(r), t + 2(\kappa + \epsilon)))$$

and, by applying $\text{dom}$, we get:

$$\pi_0\left(g^{-1}(B(g \circ \Phi(r), t))\right) \subseteq \pi_0\left(g^{-1}(B(g \circ \Phi(r), t + 2(\kappa + \epsilon)))\right)$$

As in the previous case, we have that $B_{d_4}(\Phi(r), t) \subseteq g^{-1}(B(g \circ \Phi(r), t))$ is the path-component of $\Phi(r)$, i.e. $|\Phi(r)| = B_{d_4}(\Phi(r), t) \in \pi_0\left(g^{-1}(B(g \circ \Phi(r), t))\right)$ and, analogously, $[r] = B_{d_4}(r, t + \kappa + \epsilon) \in \pi_0\left(f^{-1}(B(f(r), t + \kappa + \epsilon))\right)$. We now use the analog of Equation (10) for $U = B(f(r), t + \kappa), \psi$ from the interleaving in Equation (9) and $\beta$ to obtain:

$$\pi_0\left(g^{-1}(B(f(r), t + \kappa))\right) \xrightarrow{\beta} \pi_0\left(f^{-1}(B(f(r), t + \kappa))\right)$$

By Equation (7), $h^{-1} := \pi_0(p_1) \circ \pi_0(q)^{-1}$ and, by (Bauer et al., 2015) Section 3.2, $\Psi := p_1 \circ \psi \beta$. Since $\psi \beta(\Phi(r)) \in \overline{\psi}(B_{d_4}(\Phi(r), \delta)) = q^{-1}(\psi_B(d_B(\Phi(r), \delta)))$, $\psi_B(d_B(\Phi(r), \delta))$ is path-connected and $\psi(\Phi(r)) \in \psi(B_{d_4}(\Phi(r), \delta))$, we have that $\mathcal{G}(\psi(\Phi(r))) = [\mathcal{G}(\psi(\Phi(r)))] = \pi_0(\psi(\Phi(r)))$. Hence, $\pi_0(g^{-1}(\psi(\Phi(r))) = [\psi \beta(\Phi(r))]$. By definition of $\Psi$, we have $\mathcal{G}(\Phi(r)) = [p_1 \circ \psi \beta(\Phi(r))] = \pi_0(p_1)(\psi \beta(\Phi(r)))$. Therefore, $h^{-1} \circ \pi_0(\psi)(\Phi(r)) = h^{-1}(\psi(\Phi(r))) = \pi_0(p_1) \circ \pi_0(q)^{-1}(\psi(\Phi(r))) = \pi_0(p_1)(\psi \beta(\Phi(r))) = \mathcal{G}(\Phi(r)) = \beta \kappa(\Phi(r))$.

From Equation (11) we get $\frac{1}{2}|d_{f}(r, \psi \circ \Phi(r))| \leq 3(\epsilon + \delta)$. If $\kappa + \epsilon > 6(\epsilon + \delta)$, then $B_{d_j}(r, 6(\epsilon + \delta)) \subseteq B_{d_j}(r, t + \kappa + \epsilon) \subseteq f^{-1}(B(f(r), t + \kappa + \epsilon))$. Hence, since $r$ and $\psi \circ \Phi(r) \in B_{d_j}(r, t + \kappa + \epsilon)$ and $B_{d_j}(r, t + \kappa + \epsilon)$ is path-connected, $[r] = [\psi \circ \Phi(r)] \in \pi_0(f^{-1}(B(f(r), t + \kappa + \epsilon)))$.

Therefore, starting with $B_{d_4}(\Phi(r), t) = [r]$, we obtain $\beta_{t+k} \circ \pi_0(\mathcal{G}(\Phi(r))) = \beta_{t+k}(\mathcal{G}(\Phi(r))) = [\psi \circ \Phi(r)] = [r] = B_{d_4}(r, t + \kappa + \epsilon)$. This implies that we can extract the following commutative diagram from Equation (18):

$$\begin{array}{ccc}
G(B_{d_4}(\Phi(r), t)) & \xrightarrow{G(\epsilon)} & G(B_{d_4}(\Phi(r), t + 2(\kappa + \epsilon))) \\
\downarrow{G(\epsilon)} & & \downarrow{G(\epsilon)} \\
G([\Phi(r)]) & \xrightarrow{G(\epsilon)} & G([\Phi(r)]) \\
\downarrow{\eta_{t+k}(\Phi(r))} & & \downarrow{\eta_{t+k}(\Phi(r))} \\
F(B_{d_4}(r, t + \kappa + \epsilon)) & & F(B_{d_4}(r, t + \kappa + \epsilon))
\end{array}$$

Now we define

$$\mu_4 := \eta_{t+k} \circ F(\epsilon)$$

Since $\mathcal{F}$ and $\mathcal{G}$ are $\epsilon$- interleaved we have the following com-
mutative diagram

\[
\begin{align*}
F(B(f(r), t)) & \xrightarrow{F(\cdot)} F(B(g \circ \Phi(r), t + \kappa)) \\
B(f(r), t + \epsilon) & \xrightarrow{G(\cdot)} B(g \circ \Phi(r), t + \kappa + \epsilon)
\end{align*}
\]

(23)

Following the component \(B_{d_j}(r, t)\) we get

\[
\begin{align*}
F(B_{d_j}(r, t)) & \xrightarrow{F(\cdot)} F([r]) \\
\eta_t & \xrightarrow{G(\cdot)} \eta_{t + \kappa}
\end{align*}
\]

(24)

This implies that the map \(\mu_t = \eta_{t + \kappa} \circ F(\cdot) = G(\cdot) \circ \eta_t\). Analogously we obtain that \(\nu_t = \rho_{t + \kappa} \circ G(\cdot) = F(\cdot) \circ \rho_t\). Moreover, for \(s < t \in \mathbb{R}_{\geq 0}\), the following diagram and its analog for \(\nu\) obviously commute:

\[
\begin{align*}
F(B_{d_j}(r, s)) & \xrightarrow{F(\cdot)} F(B_{d_j}(r, t)) \\
\mu_s & \xrightarrow{G(\cdot)} \mu_t
\end{align*}
\]

(25)

Combining these results with Equation (16) and Equation (21), we obtain the following \((\kappa + \epsilon)\)-interleaving:

\[
\begin{align*}
F(B_{d_j}(r, t)) & \xrightarrow{F(\cdot)} G(B_{d_y}(\Phi(r), t)) \\
\nu_t & \xrightarrow{G(\cdot)} \nu_{t + \kappa + \epsilon}
\end{align*}
\]

(26)

Hence, \(BF(r)\) and \(BG(\Phi(r))\) are \((\kappa + \epsilon)\)-interleaved for every \(\kappa > 5\epsilon + 6\delta\). Since \(\inf\{\kappa + \epsilon \mid \kappa > 5\epsilon + 6\delta\ \text{and} \ \delta > 0\} = 6\epsilon\), we finally obtain \(d_1(BF(r), BG(\Phi(r))) \leq 6\epsilon\). By symmetry, we analogously obtain \(d_1(BF(\Psi(s)), BG(s)) \leq 6\epsilon\). Together with Equation (11), these bounds imply the theorem.