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Abstract
There has been considerable effort to better un-
derstand the generalization capabilities of deep
neural networks both as a means to unlock a the-
oretical understanding of their success as well
as providing directions for further improvements.
In this paper we investigate margin-based multi-
class generalization bounds for neural networks
which rely on a recent complexity measure, the
geometric complexity, developed for neural net-
works and which measures the variability of the
model function (Dherin et al., 2022).

We derive a new upper bound on the gener-
alization error which scales with the margin-
normalized geometric complexity of the network
and which holds for a broad family of data dis-
tributions and model classes. Our generalization
bound is empirically investigated for a ResNet18
model trained with SGD on the CIFAR10 and CI-
FAR100 datasets with both original and random
labels.

1. Introduction
Within the field of machine learning, a model’s ability to
generalize well to unseen data is one of the key metrics of
performance. Modern deep learning techniques have proven
successful at this goal across multiple domains and applica-
tions. However, it is still not well understood how or why
these neural network models exhibit such good generaliza-
tion capabilities.

Classical statistical learning theory provides a theoretical
framework to understand generalization and over the years
various complexity measures have been proposed which
aim to capture the relationship between generalization and
complexity. In this context, the expectation is that lower
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model complexity should imply tighter generalization gaps.
However, many of these well-known complexity measures,
such as parameter count or parameter norms are not well-
suited to the experimental results that are often observed
when training neural networks (Jiang et al., 2019; Zhang
et al., 2017). In particular, the phenomena of double descent
(Nakkiran et al., 2021; Belkin et al., 2019; Belkin, 2021)
clearly illustrates the drawbacks of relying on simple pa-
rameter count or model depth to measure model complexity
and shows that as model size increases the model is able
to perfectly fit the training data while also obtaining low
test error. Other more theoretically motivated complexity
measures may provide generalization error bounds which
are vacuous or computationally intractable to compute. We
refer the reader to (Jiang et al., 2019) which provides a well-
written discussion of the landscape of current and commonly
used complexity measures as well as an extensive empirical
analysis of over 40 different generalization measures.

In this paper we focus on a complexity measure recently
proposed in (Dherin et al., 2021; 2022). In those papers,
the authors show through theoretical and empirical tech-
niques that the geometric complexity is well-suited for the
analysis of deep neural networks. Namely, they show that
a large number of training and tuning heuristics in deep
learning have the advantageous side-effect of decreasing
the geometric complexity of the learned solution. These
results hint that the geometric complexity can serve as a use-
ful proxy for measuring network performance. Supporting
this idea, thorough experimentation in (Novak et al., 2018)
has shown empirically that a complexity measure similar
to the geometric complexity correlates strongly with model
generalization.

1.1. Contributions

Given these positive indicators, one natural question to ex-
plore is whether the geometric complexity can serve as an
effective means for bounding the generalization error in
neural networks. In this paper we show this to be true, and
derive new upper bounds on the margin-based multi-class
generalization error which scale with the margin-normalized
geometric complexity of the network (Theorem 4.2).

This relationship can best be illustrated in Figure 1 which
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plots the excess risk (test accuracy minus the training accu-
racy) across multiple epochs of training a ResNet18 model
(He et al., 2016) on the CIFAR10 dataset (Krizhevsky et al.,
2009); c.f. (Bartlett et al., 2017) which examines a similar
behavior for the Lipschitz constant of the network (i.e., the
product of the spectral norms of the weight matrices) of
AlexNet also trained on CIFAR10. Similar to the behav-
ior of the Lipschitz constant in that setting, note that the
geometric complexity (see Definition 3.2 for the precise
formulation) is correlated with the excess risk, both when
training on original labels and random labels; see also Fig-
ure 2 in Appendix D which includes plots demonstrating
similar behavior when training ResNet18 on the CIFAR100
dataset.

Our contributions can be summarized as follows:

• Theorem 1.1 below states the main generalization
bound that is the basis of this work. It is important
to note that this bound has no dependence on artifacts
of the network architecture such as number or depth of
layers and is multi-class. The full details of the proof
can be found in the Appendix section C.

• Our proof relies on a novel covering number argument
which ultimately follows from a consequence of an as-
sumption on the underlying data distribution on which
the model is trained. Namely, we require that the prob-
ability distribution from which data is sampled satisfies
a Poincaré inequality (see Definition 3.1). This frame-
work further highlights the data dependence of the
complexity measure as well as geometric properties of
the model function.

• The theorems we present here provide bounds on the
generalization error which depend on the theoretical
geometric complexity of the model function (see Defi-
nition 3.3). In Section 3.3.1 we show how the empirical
geometric complexity (which is computed over a sam-
ple) compares to the theoretical geometric complexity
(which is measured over the entire data distribution).
Namely we show that for Lipschitz functions these two
quantities are comparable; see Proposition 3.4.

The theorem below states that for a large class of data distri-
butions (i.e., those that satisfy the Poincaré inequality which
include the uniform distribution, Gaussian and mixtures of
Gaussian distributions) the generalization error is bounded
by the geometric complexity of the network:

Theorem 1.1. Given a1, a2 be positive reals. Let S =
{(x1, y1), . . . , (xm, ym)} be i.i.d. input-output pairs in
Rd × {1, · · · , k} and suppose the distribution µ of the xi
satisfies the Poincaré inequality with constant ρ > 0. Then,
for any δ > 0, with probability at least 1 − δ, every mar-
gin γ > 0 and network f : Rd → Rk which satisfies
GC(f, µ) ≤ a1 and ‖Eµ(f)‖ ≤ a2 satisfy

P
[
arg min

j
f(x)j 6= y

]
≤ R̂S,γ(f)+

36C̃
√
kπ

γm
+3

√
log 2

δ

2m

where R̂S,γ(f) = m−1
∑
i 1yif(xi)≤γ and C̃ = a2 +√

a1ρ/δ.

Figure 1. Analysis of ResNet18 (He et al., 2016) trained with SGD
on CIFAR10 with both original and with random labels. The blue
triangle-marked curves plot the excess risk across training epochs
(on a log scale) while the green circle-marked curves track the
geometric complexity (GC), normalized so that the two curves for
random labels meet. Note that in both settings the GC is closely
correlated with the excess risk. Furthermore, normalizing the GC
by the margin (i.e., the square-marked curve) neutralizes growth
across epochs. Similar plots for CIFAR100 can be found in Section
D of the Appendix.

2. Related Work
There has been a considerable amount of work in this direc-
tion over the years. Here we survey just a few of the most
relevant results as they relate to the current work.

Complexity measures for neural networks and double
descent. An interesting aspect of the geometric complex-
ity, as discussed in detail in (Dherin et al., 2022), is that it
captures the double-descent phenomena (Belkin et al., 2019;
Belkin, 2021; Nakkiran et al., 2021). Namely, when training
multiple ResNet18 models on CIFAR10 with increasing
layer width, both the test loss and the GC follow a double
descent curve as the model width increases; see Figure 5 in
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(Dherin et al., 2022). Recent alternative measures of com-
plexity for neural networks, which also appear to correlate
with generalization, appear to capture this phenomenon as
well (Grant & Wu, 2022; Gamba et al., 2022; Achille &
Soatto, 2018; Novak et al., 2018). This suggests interesting
connections between the double-descent phenomena and
generalization bounds for neural networks.

Implicit regularization and sharpness aware techniques.
The generalization power of neural network in spite of their
high expressivity has suggested that a form of implicit reg-
ularization keeps the model from overfitting (Neyshabur,
2017). Recent work (Barrett & Dherin, 2021; Smith et al.,
2021; Ghosh et al., 2023; Ma & Ying, 2021) have shown that
the optimization scheme implicitly regularizes the loss gradi-
ents favoring flat regions of the loss landscape. In turn these
flatter regions with smaller gradients have been connected
to smaller geometric complexity (Dherin et al., 2021; 2022).
In (Zhang et al., 2023) the increased generalization power
of the sharpness-aware optimizer constructed in (Foret et al.,
2021) has been shown to rely of a similar mechanism of
loss gradient regularization allowing the author to derive a
generalization bound involving the loss gradients.

Generalization bounds for neural networks. At a high
level this work can be seen as a natural companion of the
spectrally-normalized margin bounds obtained for neural
networks in (Bartlett et al., 2017). However, as their bound
has clear dependence on the network architecture and norms
of layer weights, ours is not directly comparable. While
this lack of dependence on architecture can be viewed as
an advantage of the GC as a complexity measure (primarily
in its computation), our work should also be viewed in
context of (Nagarajan & Kolter, 2019) which argues that
such bounds alone cannot fully explain the generalization
abilities of overparameterized neural networks. In particular,
our bound does not reflect a width/depth dependence and,
further, it remains to explore how our results perform in
relation to the vacuity demonstrated by Nagarajan et al. We
leave this detailed analysis for future work.

Finally, let us note that a number of other generalization
bounds using different notions of complexity have been de-
rived for neural networks; see for instance (Zhang et al.,
2023; Ghosh et al., 2023; Foret et al., 2021; Sokolic et al.,
2017; Chatterji et al., 2019; Long & Sedghi, 2020) as well
as closely related results that approach generalization er-
ror bounds using a PAC-Bayes framework which has been
shown to yield tighter bounds (Langford & Shawe-Taylor,
2002; McAllester, 1999; Dziugaite & Roy, 2017; Neyshabur
et al., 2017).

3. Background and Notation
Let’s introduce some notation and recall any relevant back-
ground material that is useful going forward.

3.1. Preliminaries

Let (Ω,F ,P) denote a probability space consisting of the
sample space Ω, the σ-algebra F of subsets of Ω and the
probability distribution P which maps sets of F to [0, 1]. A
random variable is a function X from Ω to any set S . In this
paper, we are concerned with continuous random variables
and thus will often take S = R or Rd where d > 1. In this
case, we require the function X to be measurable.

The distribution of a random variable X : Ω→ S is a prob-
ability measure µ on S defined so that µ(A) = P(X ∈ A)
for any measurable set A ⊂ S . We say the probability distri-
bution µ is continuous provided µ is absolutely continuous
with respect to the Lebesgue measure dx on Rd; that is, there
is a non-negative measurable function u : Rd → [0,∞] such
that dµ = u(x)dx.

For a real valued random variable X with continuous prob-
ability distribution µ, we denote the expected value of X
and the variance of X with respect to the distribution µ as
Eµ[X] and Varµ(X), respectively.

Notation We use 1A to denote the indicator function on
the set A. We use the ‖ · ‖p to denote the Lp-norm on
Rn, ‖ · ‖F denotes the Frobenius norm and ‖ · ‖ with-
out a subscript denotes the usual Euclidean norm. R+ de-
note the positive reals. We will use S to denote a sample
{(x1, y1), . . . , (xm, ym)} of m input-output pairs, at times
just focusing on SX = {x1, . . . , xm} the projection over
the inputs, denoted as a dataset D. The sample S is drawn
i.i.d. from some fixed but unknown data distribution D over
the input space. In particular, we are concerned with prob-
ability data distributions which we denote by µ and their
associated probability measure P. For a set A ⊂ Rn, |A|
denotes the Lebesgue measure of A and µ(A) denotes the
measure of A for a measure µ. Given a point p ∈ Rn and a
radius r > 0, let Bp(r) denote the ball of radius r centered
at p and we drop the subscript p to denote a ball centered at
the origin; e.g. B(r).

3.2. The Poincaré Inequality

Concentration inequalities are a cornerstone of convex ge-
ometry and have inspired many remarkable results and ap-
plications within numerous areas of theoretical computer
science including randomized algorithms, Monte Carlo sam-
pling methods, complexity approximation, and, of course,
learning theory (Boucheron et al., 2004; Raginsky et al.,
2013; Ledoux, 2001). Indeed, the concentration phenomena
has been successfully adopted or adapted across different
settings and appears when studying Gaussian space, Rie-
mannian manifolds, discrete product spaces, and algebraic
structures.

On a conceptual level, concentration inequalities quantify
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the amount of random fluctuations of independent random
variables by bounding the probability that such a func-
tion differs from its expected value by more than a cer-
tain amount (Boucheron et al., 2013; Ledoux, 2001). The
Poincaré inequality can be seen as a form of concentration,
since it implies that if the function is “spread out” over the
domain (i.e., it has a large variance), then its gradient must
be correspondingly large. Conversely, if the gradients are
small, then the function must be concentrated around its
mean.

More precisely, the classic Poincaré inequality provides Lp

bounds on the oscillation of a function about its mean via
Lp bounds on its derivative. For our purposes, we focus on
the case when p = 2 though similar statement holds for all
1 ≤ p ≤ ∞; see (Evans, 2022). In this case, the classic
Poincaré inequality states that, given a connected, bounded
domain U ⊂ Rn with Lipschitz boundary, there exists a
constant C := C(U) > 0 such that for every function u :
U ⊂ Rn → R with

∫
u2dx <∞ and

∫
‖∇u‖2dx <∞,

‖u− ū‖L2(U) ≤ C‖∇u‖L2(U), (1)

where ū = 1/|U |
∫
U
udx is the average value of u over the

domain U and |U | denotes the standard Lebesgue measure
of U ⊂ Rn. The optimal constant C in (1) is called the
Poincaré constant and is related to the first eigenvalue of the
negative Laplacian, computed via the Raleigh Quotient, and
depends only on the geometry of U (Chavel, 1984).

The Poincaré inequality plays an important role in geomet-
ric and functional analysis and Poincaré type inequalities
appear throughout the study of the geometry of metric mea-
sure spaces; i.e., metric spaces (X, d) equipped with a Borel
measure. In fact, it is an active area of research to better
understand which properties of a metric measure space sup-
port a Poincaré inequality and its applications in these more
abstract settings. There is a long list of metric measure
spaces supporting a (local and/or non-local) Poincaré in-
equality including Rn (Evans, 2022), Riemannian manifolds
with non-negative Ricci curvature (Hebey, 2000) and their
Gromov-Hausdorff limits (Lott & Villani, 2007), Carnot
groups (Bruno et al., 2022), as well as other non-Riemannian
metric measure spaces with fractional Hausdorff dimension
(Heinonen et al., 2001). A more thorough overview of the
literature would go out of the scope of the present paper,
so we also refer the reader to (Heinonen et al., 2001) and
the survey (Hajłasz & Koskela, 2000) and the references
therein.

Returning to Rn with the standard Euclidean metric d, we
can ask which measures µ on (Rn, d) satisfy a Poincaré type
inequality as in (1) beyond the standard Lesbesgue measure
dx. For example, when µ is the standard Gaussian measure
on Rn, then for any smooth function u : Rn → R, then it is

known that (see, for example (Bakry et al., 2014))

Varµ(u) ≤ Eµ
[
|∇u|2

]
(2)

where Varµ(u) :=
∫
|u −

∫
udµ|2dµ. This is known as

the Gaussian Poincare Inequality and, in this setting, the
Poincare constant C = 1 is optimal.

In fact, Poincaré type inequalities like (1) and (2) are known
to hold for wide collection of measures µ on Rn and take a
simple form, particularly when µ is absolutely continuous
with respect to the Lebesgue measure, typically referred
to as weighted Poincaré inequalities (Ferone et al., 2012).
In (Bakry et al., 2008) the authors prove a Poincaré in-
equality for a large class of probability measures includ-
ing log-concave probability measures on Rn. In addi-
tion, (Schlichting, 2019) examines conditions on when a
Poincaré inequality holds for mixtures of probability mea-
sures µ = tµ0 + (1− t)µ1 for t ∈ [0, 1] on Rn and derives
explicit bounds on the Poincaré constant for a number of
useful examples including mixtures of two Gaussian mea-
sures with equal covariance matrix, mixtures of a Gaussian
and sub-Gaussian measure, mixtures of two centered Gaus-
sians with different variance, and mixtures of uniform and
Gaussian measures.

Whether or not a space supports a Poincaré inequality has
deep connections to the geometry and analysis of the space
and is closely related to the differentiability of Lipschitz
functions in metric spaces (Cheeger, 1999). Following
(Schlichting, 2019) and others, we define

Definition 3.1. For n ≥ 1, a probability measure µ on Rn
satisfies the Poincaré inequality with constant ρ > 0, if for
all functions u : Rn → R,

Varµ(u) :=

∫ ∣∣∣u− ∫ udµ
∣∣∣2dµ ≤ ρ∫ |∇u|2dµ.

In this case, we say µ satisfies PI(ρ).

While the condition that a probability measure satisfies a
Poincaré inequality is fairly ubiquitous and can be assumed
for a large class of data distributions, it is possible to devise
examples that are pathological in the context of machine
learning and which violate this property. For example, con-
sider a discrete distribution µ concentrated on a finite num-
ber of points {x1, . . . , xn} for xi ∈ R; that is µ =

∑
δxi .

Then, a function f which is constant around small neighbor-
hoods of each xi yet for which f(xi) 6= f(xj) for i 6= j,
will have have zero derivative on the support of µ but the
variance of the function f is non-zero.

More generally, consider a distribution whose support con-
sists of more than one connected components U1, . . . , Un.
Again, take f to be the sum of bump functions which are
individually constant on a neighborhood of each Ui but for
which f |Ui 6= f |Uj when i 6= j. Then, the gradient of f
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is zero on each component, which implies Eµ[‖∇f |2] = 0;
however, the variance of f is non-zero by construction. In
particular, this points to a necessary condition for a distri-
bution µ to satisfy PI(ρ). Namely, µ needs to have path
connected support which is the case for most image dis-
tribution where one can morph one image smoothly into
another and, more broadly, consistent with the data manifold
hypothesis.

3.2.1. POINCARÉ AND ISOPERIMETRY

Lastly, let us note the connection to the Poincaré inequality
and the isoperimetric inequality, particularly recent work on
the robustness of model functions via isoperimetry (Bubeck
& Sellke, 2023). Classically, in the field of geometric anal-
ysis, the two concepts are intimately related; in fact, the
isoperimetric inequality can be proven directly from the
Poincaré inequality. In the context of machine learning
and measure concentration in high-dimensional geometry,
it is known that if a probability measure µ on Rn satisfies
PI(ρ) then the tails of µ are exponentially small (Bobkov
& Ledoux, 1997); i.e., µ(|x| > t) ≤ Ce−ct/

√
ρ, for some

constants c, C. Essentially, the Poincaré inequality ensures
random variables on Rn are

√
ρ-subgaussian.

As stated in (Bubeck & Sellke, 2023), a measure µ on Rn
satisfies c-isoperimetry if for any bounded L-Lipschitz real-
valued function satisfies

P[|f − Eµ[f ]| ≥ t] ≤ 2e
−nt2

2cL2 ,

which implies that the output of any suitably rescaled Lips-
chitz function is in factO(1)-subgaussian. In fact, as Bubeck
et al. point out, their isoperimetry assumption is related to
a log-Sobolov inequality, which is a strengthening of the
regular Poincaré inequality. This suggests that our assump-
tion that the distribution µ of the covariates xi satisfies a
Poincaré inequality as in our Theorem 1.1 is a comparable,
or even a more primitive, requirement to that of isoperime-
try.

3.3. Geometric Complexity

We now recall the definition of the geometric complexity
introduced in (Dherin et al., 2022; 2021):
Definition 3.2 (Empirical Geometric Complexity). Let g :
Rd → Rk be a neural network. We can write g(x) =
σ(f(x)) where σ denotes the last layer activation, and f
its logit network. The empirical geometric complexity of
the network over a dataset D is defined to be the discrete
Dirichlet energy of its logit network over the dataset:

GC(f,D) =
1

|D|
∑
x∈D
‖∇xf(x)‖2F , (3)

where ‖∇xf(x)‖F is the Frobenius norm of the network

Jacobian.

In the case of simple linear transformations f(x) = Ax+ b,
the geometric complexity takes a very simple form; namely,
GC(f,D) = ‖A‖2F . More generally, for Lipschitz func-
tions, the geometric complexity is upper bounded by the
square of Lipschitz constant. In fact, it is easy to construct
examples for which this upper bound is strict. For example,
consider the function such that f |{x≤0} = 0, f |{x≥1} = 1
and f(x) = x otherwise. If the data set D is concen-
trated on the set {x < 0} or {x > 1} then f ′(x) = 0
so GC(f,D) = 0; however, the Lipschitz constant of f is 1.
In the context of the generalization bound of this paper, this
suggests that the comparable generalization bound proven
in (Bartlett et al., 2017) should be looser compared to our
Theorem 1.1, but we leave a more detailed comparison of
the two bounds for later work.

Given a probability distribution µ on Rd and assuming the
dataset D is drawn as an i.i.d. sample from µ, the geometric
complexity in Definition 3.2 is an unbiased estimator of the
following quantity

Eµ[‖∇f‖2F ] =

∫
‖∇f(x)‖2F dµ(x). (4)

We refer to the quantity defined in (4) as the theoretical
geometric complexity as opposed to the empirical geometric
complexity in Definition 3.2. (Note that (Novak et al., 2018)
defines a similar notion of complexity using the full network
rather than the logit network.)

Definition 3.3 (Theoretical Geometric Complexity). Let µ
denote a probability distribution on Rd and let f : Rd → Rk
be the logit network of a neural network. The theoretical
geometric complexity of f with respect to µ is the expec-
tation of ‖∇xf(x)‖2F over µ:

GC(f, µ) = Eµ[‖∇xf‖2F ]. (5)

Both the empirical and theoretical geometric complexity are
well-defined for any differentiable model, not only a neural
network, and their definitions incorporate information about
both the model function and the dataset over which the task
is determined.

This being said, it is worth noting that many neural networks
are not, rigorously speaking, differentiable everywhere. For
example, the ReLU activation is not differentiable at the
origin and thus even simple neural networks with ReLU
activations are not differentiable. However, it is known by
a theorem of Rademacher (see (Federer, 2014), Theorem
3.1.6) that any function f : Rm → Rn which is locally Lip-
schitz (i.e. the restriction of f to some neighborhood around
any point is Lipschitz) is differentiable almost everywhere
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with respect to Lebesgue measure. This means that f is dif-
ferentiable everywhere except at most on a set of measure
zero (with respect to Lebesgue). Since the theoretical geo-
metric complexity is defined as an expectation over the dis-
tribution µ, which is absolutely continuous with respect to
the Lebesgue meausure, any points of non-differentiability
of the model function are essentially ignored when comput-
ing GC(f, µ). Therefore, the study and application of the
geometric complexity to complex architectures remains a
worthwhile endeavor.

Furthermore, this condition of differentiability may also
be relaxed when interpreting the Poincaré inequality as in
Definition 3.1 as well. There has been considerable re-
cent research focused on extending the theory of first order
calculus and differentiable functions to the realm of gen-
eral metric measure spaces; see, for example, the seminal
work introduced by Cheeger in (Cheeger, 1999) and later
(Cheeger & Kleiner, 2009). In (Cheeger, 1999), Cheeger
generalizes Rademacher’s theorem to a rich class of nontriv-
ial metric measure spaces, named Lipshitz differentiability
spaces, and shows that any doubling metric measure space
satisfying a Poincarè inequality is a Lipschitz differentiable
space. It was later shown (Bate & Li, 2018) that, in fact, the
condition of satisfying a Poincaré type inequality is neces-
sary; meaning that for any metric measure space (X, d, µ)
which is Lipschitz differentiable, the measure µ satisfies a
Poincaré type inequality.

3.3.1. COMPARING THE THEORETICAL AND EMPIRICAL
GEOMETRIC COMPLEXITY

One natural question that immediately arises is how the the-
oretical geometric complexity relates to (or can be bounded
by) the empirical geometric complexity. In fact, we can
show that for Lipschitz functions it is possible to obtain an
explicit bound between the two.

Intuitively, the geometric complexity is closely related to the
Lipschitz constant of a function though they are inherently
different. Recall, the Lipschitz constant of a map f : Rd →
Rk is the smallest L > 0 such that ‖f(x1) − f(x2)‖ ≤
L‖x1− x2‖ for all x1, x2 ∈ Rd. Conceptually, the constant
L measures the maximal amount of variation allowed by the
function f over its entire domain provided the inputs change
by a fixed amount. The geometric complexity measures
intrinsic stretching of the function, more closely related to
the Dirichlet energy, and is either averaged over a dataset
(as in the empirical geometric complexity) or over the entire
data distribution (as in the theoretical geometric complexity).
We show

Proposition 3.4. Let f : Rd → Rk be an L-Lipschitz
map and D = {xi}mi=1 a dataset of m ≥ 1 points xi ∈
Rd sampled from the continuous probability distribution µ.
Then, for any δ ≥ 0, with probability at least 1− δ/2, the

following holds:

GC(f, µ) ≤ GC(f,D) + L

√
log 2

δ

2m
.

Proof. See proof in Section A of the Appendix.

3.4. Covering Numbers

The covering number for a class of functions plays an im-
portant role in Learning Theory and can used to estimate the
probability or number of samples required to obtain a given
confidence and error bound (Mendelson, 2001). In short,
covering numbers provide a measure of the complexity of a
class of functions; the larger the covering number the more
complex the set of functions is.

In general, given a metric space (X, d) and a subset U ⊂ X ,
the ε-covering number ofU , denotedN (U, ε, d) is the min-
imal number of ε-balls (with respect to the metric d) needed
to cover U . A collection Cε of elements u1, . . . , uk ∈ U is
said to be an ε-covering of U if the union of balls ∪iBui(ε)
contains U ; that is, any u ∈ U , there exists i ∈ [k] such that
d(u, ui) ≤ ε.

In this paper we are concerned with the class of differen-
tiable functions F 3 f : Rd → Rk. Given a sample
S = {(x1, y1), . . . , (xm, ym)}, let SX = {x1, . . . , xm}
denote the projection over the inputs of S. We can also
represent the input xi’s as a data matrix X ∈ Rm×d by
collecting the examples as rows of the matrix X . De-
note by µSX

= m−1
∑
δ{xi} the empirical measure sup-

ported on SX and endow Rd with the Euclidean struc-
ture of L2(µSX

), which is isometric to `2, and let F|S =
{
∑m
i f(xi)1xi

| f ∈ F} ⊂ L2(µSX
).

For a given function f ∈ F we will consider the im-
age f(X) = {f(x) | x ∈ X} ⊂ Rk of the set SX
and derive a covering number estimate on F|S ; note that
F|S = {f(X) | f ∈ F} = {f(x) | f ∈ F , x ∈ X}.

It is possible to show (see (Dudley, 1967; Tomczak-
Jaegermann, 1989) and the discussion in (Mendelson,
2001)), that the empirical Rademacher complexity of F|S
can be upper bounded in terms in the covering numbers of
F in L2(µSX

). One of the key components of our proof is
an application of a variant of this Dudley entropy integral
as utilized in (Bartlett et al., 2017).

4. Main Results
In this paper, we are concerned with a multiclass generaliza-
tion bound for neural networks. We consider a collection of
data points S = {(x1, y1), . . . , (xm, ym)} sampled from a
probability distribution over Rd×{1, . . . , k}. Given a model
function f : Rd → Rk, for any input example x ∈ Rd, the
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network output f(x) ∈ Rk is converted to a class label
{1, . . . , k}. For the sake of clarity and simplicity, we will
focus on the case when k = 1 and k > 1 separately though
the argument follows the same idea; the details and notation
requires just a bit more attention in the k > 1 setting.

In general, the argument to prove our generalization bound
via geometric compleixty has three steps. Step 1: Assuming
the Poincaré inequality for the input data distribution, we
can show that the covering number of the class of functions
with bounded GC is also bounded by a term involving the
GC. Step 2: This bound on the covering number then al-
lows us to derive a bound on the Rademacher complexity of
that function class following a classical argument using the
Dudley entropy integral. Step 3: We can at this point use the
standard generalization bound in terms of the Rademacher
complexity to derive our final generalization bound w.r.t. the
GC.

4.1. The case k = 1

Let’s work out carefully the binary classification case; i.e.,
when k = 1 and the neural network maps to R.

Following the proof outline above, the following Lemma
accomplishes Step 1. We include the full proof here to illus-
trate the main application of our concentration inequalities
and how exactly they are exploiting given a bound on the
geometric complexity of the functions in the class.

Lemma 4.1. Let µ be a probability measure on Rd that
satisfies a Poincaré inequality with constant ρ > 0. Denote
byX ∈ Rm×d a data matrix consisting ofm points xi ∈ Rd
for i ∈ [m]. Let a1, a2, ε be positive reals and let F denote
the class of differentiable maps

F := {f : Rd → R | GC(f, µ) ≤ a1, |Eµ[f ]| ≤ a2}.

Then, for any δ > 0, with probability at least 1− δ,

N ({f(X) | f ∈ F)}, ε, ‖ · ‖2) ≤ 1

ε

(
a2 +

√
a1ρ

δ

)
.

Proof. Given f ∈ F , define a new function f̃(x) = f(x)−
Eµ[f ]. Then Eµ[f̃ ] = 0 and GC(f̃ , µ) = GC(f, µ) ≤ a1.
By Chebyshev’s inequality and since µ satisfies PI(ρ), for
any t ∈ R+, we have

P
(
|f̃ | ≤ t

)
≥ 1− Varµ(f̃)

t2
≥ 1− ρGC(f̃ , µ)

t2
≥ 1− a1ρ

t2
.

Taking δ =
a1ρ

t2
and solving for t we get t =

√
a1ρ/δ.

Thus it follows that, for δ ∈ (0, 1),

P
(
|f̃ | ≤

√
a1ρ/δ

)
≥ 1− δ.

Therefore,

P
(
|f − Eµ[f ]| ≤

√
a1ρ/δ

)
≥ 1− δ,

and since |Eµ[f ]| ≤ a2, we have

P
(
|f | ≤ a2 +

√
a1ρ/δ

)
≥ 1− δ.

By the above argument, for any f ∈ F and for any x ∈ Rd,
with probability 1− δ, f(x) is contained inside the interval[
−a2 −

√
a1ρ/δ, a2 +

√
a1ρ/δ

]
. Set L := a2 +

√
a1ρ/δ;

therefore, {f(x) | f ∈ F , x ∈ X} ⊂ [−L,L].

To find the size of an ε-covering of the interval [−L,L],
one can divide the interval into intervals of length 2ε. This
bounds the size of the ε-covering of the convex hull of
f(X) = {f(x) | x ∈ X} of points f(xi) ∈ R by L/ε.
Thus, we get

N ({f(X) | f ∈ F}, ε, ‖·‖2) ≤ L/ε =
1

ε

(
a2 +

√
a1ρ

δ

)
.

4.1.1. CONFIDENCE MARGIN ANALYSIS

The confidence margin of a real-valued function f at a
data point (x, y) is given by yf(x) where we interpret the
magnitude |f(x)| as the confidence of the prediction when
f classifies x correctly; i.e., yf(x) > 0. For any γ > 0,
the γ-margin loss function, or ramp loss, penalizes f both
when it misclassifies a point and when it correctly classifies
x with confidence less than γ; i.e. yf(x) ≤ γ. We define
the ramp loss `γ : R→ R+ as

`γ(r) :=


0 r < −γ,
1 + r/γ r ∈ [−γ, 0],

1 r > 0,

The parameter γ is the confidence margin demanded
from a hypothesis f . Given a sample S =
{(x1, y1), . . . , (xm, ym)} the empirical margin loss is de-
fined by

R̂S,γ(f) := m−1
m∑
i=1

`γ(−yif(xi)).

We arrive at the following generalization bound:

Theorem 4.2. Given a1, a2 be positive reals. Let S =
{(x1, y1), . . . , (xm, ym)} be i.i.d. input-output pairs in
Rd×{±1} and suppose the distribution µ of the xi satisfies
the Poincaré inequality with constant ρ > 0. Then, for any
δ > 0, with probability at least 1− δ, every margin γ > 0
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and network f : Rd → R which satisfies GC(f, µ) ≤ a1
and |Eµ(f)| ≤ a2

P [yf(x) ≤ 0] ≤ R̂S,γ(f) +
12C̃
√
π

γm
+ 3

√
log 2

δ

2m

where R̂S,γ(f) = m−1
∑
i 1[yif(xi) ≤ γ] and C̃ = a2 +√

a1ρ/δ.

See Appendix B for the complete proof of Theorem 4.2.

4.2. The case when k > 1

Most of the argument for the case k > 1 follows as above.
However, in the multi-class setting the margin-based bound
takes a slightly modified form c.f. (Bartlett et al., 2017;
Mohri et al., 2018). In the multi-class setting the label as-
sociated to a data point x is the one resulting in the highest
score from the model. This leads to the definition of the
margin operator M : Rk × {1, . . . , k} → R defined as
M(v, y) := vy −maxi 6=y vi where vi denotes the i-th com-
ponent of the vector v. Thus, given a funciton f : Rd → Rk,
the margin of the function at a labeled example (x, y) is

M(f(x), y) = f(x)y −max
i 6=y

f(x)i

and f misclassifies the datapoint (x, y) iffM(f(x), y) ≤ 0.
Similarly to the binary classification case k = 1, given
a sample S = {(x1, y1), . . . , (xm, ym)} and a confidence
margin γ > 0, we can define the empirical margin loss of f
for multi-class classification as

R̂S,γ(f) := m−1
m∑
i=1

`γ(−M(f(xi), yi)).

Thus, the empirical margin loss R̂S,γ(f) is upper bounded
by the fraction of training examples that are either misclassi-
fied by f or that are correctly classified but with confidence
below the threshold γ.

Similarly to Lemma 4.1, we have

Lemma 4.3. Let µ be a probability measure on Rd that
satisfies a multi-dimensional Poincaré inequality with con-
stant ρ > 0 for maps f : Rd → Rk, for k > 1. Denote by
X ∈ Rm×d a data matrix consisting of points xi ∈ Rd for
i ∈ [m]. Given positive reals a1, a2, and ε , let F denote
the class of differentiable maps

F := {f : Rd → Rk | GC(f, µ) ≤ a1, ‖Eµ[f ]‖ ≤ a2}.

Then, for any δ > 0, with probability at least 1− δ,

N ({f(X) | f ∈ F}, ε, ‖ · ‖2) ≤ 3k

εk

(
a2 +

√
a1ρ

δ

)k
.

The proof follows a similar idea behind the proof of Lemma
4.1, taking care to adapt the argument to the setting of Rk
and is contained in Appendix C.

With this Lemma we can now prove our multi-class margin
based generalization bound, Theorem 1.1. The full proof is
detailed in the Appendix C.

5. Discussion and Conclusion
In this paper we investigate margin-based multiclass gen-
eralization bounds for neural networks and show that the
generalization error can be upper bounded by the geomet-
ric complexity of the learned model function. Indeed, we
see that lower geometric complexity implies tighter gen-
eralization gaps. Furthermore, these upper bounds on the
generalization error scale with the margin-normalized geo-
metric complexity of the network.

In our experiments we train a ResNet18 model on the CI-
FAR10 and CIFAR100 datasets with original and random
labels and see that indeed the excess risk during training
is closely correlated with the geometric complexity of the
model function in both settings, meaning they the two quan-
tities tend to increase at a comparable rate during training

We also show how the empirical geometric complexity (com-
puted over a data sample) compares to the theoretical geo-
metric complexity (measured over the entire data distribu-
tion). Namely we show that for Lipschitz functions these
two quantities are comparable.

Our results hold for a broad family of data distributions
and model classes. Namely, we require that the distribu-
tions from which our data is sampled satisfies a Poincaré
inequality. The Poincaré inequality plays an important role
in geometric and functional analysis and Poincaré type in-
equalities appear throughout the study of the geometry of
metric measure spaces. Furthermore, due to the nature of
the definition of the geometric complexity, our bounds have
no dependence on artifacts of the network architecture such
as number or depth of layers.

We believe that this work gives a interesting and useful appli-
cation of a recently proposed complexity measure for neural
networks. Furthermore, our approach and proof techniques
highlight the role and importance of the geometry of the
underlying data distribution. We hope that our work will
inspire further research in this area.
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A. Comparing theoretical and geometric complexity
Proof of Proposition 3.4. For any dataset D = {xi}mi=1 of m ≥ 1 points xi ∈ Rd drawn as i.i.d. samples from the
continuous probability distribution µ over Rd, the empirical geometric complexity over D is denoted by GC(f,D). We
start by showing that

ED∼µm [GC(f,D)] = GC(f, µ).

In fact, this follows by computation, keeping in mind that µ is a probability distribution and that the points are independently
sampled. Note that,

ED∼µm [GC(f,D)] = Ex1,...,xm∼µm

[
1

m

m∑
i=1

‖∇xf(xi)‖2F

]

=
1

m

∫
Rm×d

m∑
i=1

‖∇xf(xi)‖2F dµm(x1, . . . , xm)

=
1

m

∫
Rm×d

m∑
i=1

‖∇xf(xi)‖2Fu(x1) · · ·u(xm)dx1 · · · dxm

=
1

m

m∑
i=1

∫
R(m−1)×d

[∫
Rd

‖∇xf(xi)‖2Fu(xi)dxi

]
u(x1) · · · û(xi) · · ·u(xm)dx1 · · · d̂xi · · · dxm

=
1

m

m∑
i=1

[∫
Rd

‖∇xf(xi)‖2Fu(xi)dxi

]

=
1

m

m∑
i=1

[∫
Rd

‖∇xf(xi)‖2F dµ(xi)

]

=
1

m

m∑
i=1

GC(f, µ)

= GC(f, µ).

Let D and D′ be two samples of size m ≥ 1 which differ by exactly one point, say xi in D and x′i in D′. Then since the
map f is L-Lipschitz we have

GC(f,D)−GC(f,D′) =
1

m

(
‖∇xf(xi)‖2F − ‖∇xf(x′i)‖2F

)
≤ L2/m,

and similarly, GC(f,D′)−GC(f,D) ≤ L2/m. Thus, |GC(f,D)−GC(f,D′)| ≤ L2/m and by applying McDiarmind’s
inequality (e.g. (Mohri et al., 2018)), we have that for any ε > 0,

P [GC(f,D)− ED∼µm [GC(f,D)] ≤ ε] ≥ 1− exp(−2mε2/L2). (6)

Thus, since ED∼µm [GC(f,D)] = GC(f, µ) and setting δ/2 = exp(−2mε2/L2) and substituting for ε in (6), we get that
for any δ > 0 with probability as least 1− δ/2 the following holds:

GC(f, µ) ≤ GC(f,D) + L

√
log 2

δ

2m
.

This completes the proof.

B. Proof of Theorem 4.2
Let us restate the theorem and provide the proof:
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Theorem B.1. Given a1, a2 be positive reals. Let S = {(x1, y1), . . . , (xm, ym)} be i.i.d. input-output pairs in Rd × {±1}
and suppose the distribution µ of the xi satisfies the Poincaré inequality with constant ρ > 0. Then, for any δ > 0, with
probability at least 1− δ, every margin γ > 0 and network f : Rd → R which satisfies GC(f, µ) ≤ a1 and |Eµ(f)| ≤ a2

P [yf(x) ≤ 0] ≤ R̂S,γ(f) +
12C̃
√
π

γm
+ 3

√
log 2

δ

2m

where R̂S,γ(f) = m−1
∑
i 1yif(xi)≤γ and C̃ = a2 +

√
a1ρ/δ.

The proof follows by combining fairly standard arguments in the literature. We include the full details here for completeness.

Proof. Let F denote the class of differentiable maps

F := {f : Rd → R | GC(f, µ) ≤ a1, |Eµ[f ]| ≤ a2}.

and let F̃ = {z = (x, y) 7→ yf(x) | f ∈ F}. For any γ > 0, define

F̃γ := {(x, y) 7→ `γ(−yf(x)) | f ∈ F}.

Since `γ has range [0, 1], it follows classic generalization bounds based on the Rademacher complexity (see, for example
Theorem 3.3 in (Mohri et al., 2018)) that, for any δ > 0, with probability at least 1− δ over the draw of an i.i.d. sample S of
size m, we have for all f ∈ F̃γ :

E[`γ(−yf(x))] ≤ 1

n

n∑
i=1

`γ(−yif(xi)) + 2R̂S(F̃γ) + 3

√
log 2

δ

2m
. (7)

We can further simplify the term R̂S(F̃γ) here. Namely, R̂S(F̃γ) = R̂S(`γ ◦F̃) and, since the ramp loss `γ is 1/γ-Lipschitz,
by Talagrand’s lemma (e.g. see Lemma 5.7 of (Mohri et al., 2018)), the empirical Rademacher complexity of `γ ◦ F̃ can be
bounded in terms of the empirical Rademacher complexity of the original hypothesis set F̃ ; that is,

R̂S(`γ ◦ F̃γ) ≤ 1

γ
R̂S(F̃). (8)

Since the yi ∈ {±1}, by computing the empirical Rademacher complexity of F̃ over the set S, we also have R̂S(F̃) =

R̂S(F). Therefore, and by recalling the definition of R̂S,γ(f), (7) becomes

Eµ[`γ(−yf(x))] ≤ R̂S,γ(f) +
2

γ
R̂S(F) + 3

√
log 2

δ

2m
.

Focusing now on the left hand side of (7), note that by definition of the ramp loss, since 1−yf(x)≥0 ≤ `γ(−yf(x)), we have

E[1−yf(x)≥0] ≤ E[`γ(−yf(x))]

and P [yf(x) ≤ 0] = E[1−yf(x)≥0]. Therefore,

P [yf(x) ≤ 0] ≤ R̂S,γ(f) +
2

γ
R̂S(F) + 3

√
log 2

δ

2m
.

Furthermore, by definition of the ramp loss, we have that

P [yf(x) ≤ 0] = µ(−yf(x) ≥ 0)

= Eµ[1−yf(x)≥0]

≤ Eµ[`γ(−yf(x))].
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Therefore,

P [yf(x) ≤ 0] ≤ R̂S,γ(f) +
2

γ
R̂S(F) + 3

√
log 2

δ

2m
. (9)

To complete the proof we can use a form of the Dudley entropy integral to deduce an upper bound on R̂S(F). The Dudley
entropy integral lemma (see Lemma A.5 of (Bartlett et al., 2017)) states that

R̂S(F) ≤ inf
α>0

(
4α√
m

+
12

m

∫ √m
α

√
logN (F|S , ε, ‖ · ‖2)dε

)
.

Examining the integral term above, note that F|S = {f(X) | f ∈ F} = {f(x) | f ∈ F , x ∈ X} where X = SX is the
projection of the sample S onto the inputs, so N (F|S , ε, ‖ · ‖2) = N ({f(X) | f ∈ F}, ε, ‖ · ‖2) and, as in Lemma 4.1
taking C̃ = C̃(a1, a2, ρ, δ) := a2 +

√
a1ρ/δ, it follows that N ({f(X) | f ∈ F}, ε, ‖ · ‖2) = 1 for all ε ≥ C̃ since it

requires only one ball of radius greater than or equal to C̃ to cover a ball of radius C̃. Thus, the integrand above is zero
for any ε ≥ C̃. We can further upper bound this integral by swapping the integral limit

√
m with C̃ since the integral of a

positive function is no greater than the integral of that function over a potentially larger domain. Therefore, we get,

R̂S(F) ≤ inf
α>0

{
4α√
m

+
12

m

∫ min(
√
m,C̃)

α

√
logN (F|S , ε, ‖ · ‖2)dε

}

≤ inf
α>0

{
4α√
m

+
12

m

∫ C̃

α

√
logN (F|S , ε, ‖ · ‖2)dε

}
To simplify this, let’s first compute the integral term. By Lemma 4.1,∫ C̃

α

√
logN (F|S , ε, ‖ · ‖2)dε ≤

∫ C̃

α

√
log
(
C̃/ε

)
dε

= ε
√

log
(
C̃/ε

)∣∣∣∣ε=C̃
ε=α

− C̃
√
π

2
erf

(√
log
(
C̃/ε

))∣∣∣∣∣
ε=C̃

ε=α

where erf denotes the error function

erf(z) =
2√
π

∫ z

0

e−t
2

dt.

Evaluating the right hand side fully, we get

∫ C̃

α

√
logN (F|S , ε, ‖ · ‖2)dε ≤ ε

√
log
(
C̃/ε

)∣∣∣∣ε=C̃
ε=α

− C̃
√
π

2
erf

(√
log
(
C̃/ε

))∣∣∣∣∣
ε=C̃

ε=α

= −α
√

log(C̃/α) +
C̃
√
π

2
erf

(√
log
(
C̃/α

))
≤ C̃

√
π

2
− α

√
log(C̃/α),

where in the last inequality we simply used the fact that for any z > 0 we have erf(z) ≤ 1. Therefore, substituting this back
into the entropy bound for R̂S(F) above, and bounding the inf by taking the limit α goes to zero; we get,

R̂S(F) ≤ inf
α>0

{
4α√
m

+
12

m

(
C̃
√
π

2
− α

√
log(C̃/α)

)}

≤ lim
α→0

{
4α√
m

+
12

m

(
C̃
√
π

2
− α

√
log(C̃/α)

)}

=
6C̃
√
π

m

13
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Note that in the inequalities above we are not finding the optimal or tightest upper bounds for R̂S(F) that are possible.
However, given the nature of these expressions it is possible to determine bounds on how sharp these inequalities are. We
simply note for the time being that, although these bounds are not sharp, they are not gross overestimates of the true infimum.
Finally, substituting this bound on R̂S(F) into (9) we get.

P [yf(x) ≤ 0] ≤ R̂S,γ(f) +
12C̃
√
π

γm
+ 3

√
log 2

δ

2m

which completes the proof.

C. Proof of Theorem 1.1
One of the key components of our proof is the Poincaré inequality, originally stated for real-valued functions as in (Evans,
2022). Under similar assumption the Poincaré inequality naturally extends to vector valued maps. We include the proof here.

Let’s now detail the proof of the main covering lemma behind Theorem 1.1. As mentioned previously, the proof follows the
same logic as the idea as case k = 1 only here we need to be a bit more careful about multivariate norms. Note also, the
final ball counting argument on the image in Rk incurs an additional cost resulting in an exponent k which ultimately incurs
a cost of a factor

√
k in our final bound; c.f. (Zhang, 2004).

Proof of Lemma 4.3. Given f ∈ F , let f i denote the component functions of f for i ∈ [k] and define f̃ : Rd → Rk by

f̃ := (f1 − Eµ[f1], . . . , fk − Eµ[fk]).

Thus, Eµ[f̃ ] = 0 ∈ Rk and GC(f̃ , µ) = GC(f, µ) ≤ a1. Futhermore, by extending Chebyshev’s inequality to this
multivariate setting, we get that, for any t ∈ R+,

P
[
‖f̃‖ ≤ t

]
≥ 1−

∑
i Varµ(f̃ i)

t2
.

Note that by the definition of f̃ and since µ satisfies PI(ρ), for each i ∈ [k],

Varµ(f̃ i) =

∫
|f̃ i|2dµ ≤ ρ

∫
‖∇f̃ i‖2dµ = ρGC(f̃ i, µ).

Furthermore, by the definition of GC(f, µ) it follows that

GC(f̃ , µ) =

∫
‖∇xf̃‖2F dµ =

∫ ∑
i,j

∣∣∣∣∣∂f̃ i∂xj

∣∣∣∣∣
2

dµ =
∑
i

GC(f̃ i, µ).

Using this simplification of GC(f̃ , µ) and substituting for Varµ(f̃ i) in the application of Chebyshev’s inequality above, we
get

P
[
‖f̃‖ ≤ t

]
≥ 1− ρGC(f̃ , µ)

t2
≥ 1− a1ρ

t2
.

As before, taking δ = a1ρ/t
2 and solving for t, we get t =

√
a1ρ/δ; thus, for any δ ∈ (0, 1), it follows that

P
[
‖f̃‖ ≤

√
a1ρ/δ

]
≥ 1− δ.

Therefore, since ‖Eµ[f ]‖ ≤ a2, for any f ∈ F with high probability we can bound the image of f within a ball in Rk;
namely,

P
[
‖f‖ ≤ a2 +

√
a1ρ/δ

]
≥ 1− δ.

The rest of the argument follows from a standard ball counting argument in Rk. Given ε > 0, let r := a2 +
√
a1ρ/δ and

take a maximal set of points pi ∈ B(r) such that dist(pi, pj) > ε for i 6= j. It follows that Bpi(ε/2) ∩Bpj (ε/2) = ∅ and

14
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∪iBpi(ε/2) ⊂ B(r(1 + ε/2)). Thus, by construction and taking volumes on both sides,
∑
i |Bpi(ε/2)| ≤ |B(r(1 + ε/2))|.

Let N denote the number of points pi and since |Bpi(ε/2)| = |B(ε/2)| for all i ∈ [N ], we get

N ≤ |B(r(1 + ε/2))|
|B(ε/2)|

= rk(1 + 2/ε)k.

Therefore, for small ε < 1, N ≤ rk(3/ε)k and thus

N ({f(X) | f ∈ F}, ε, ‖ · ‖2) ≤ 3k

εk

(
a2 +

√
a1ρ

δ

)k
.

This completes the proof.

Using this covering lemma we can now prove our main Theorem 1.1. In fact, the argument follows the same lines as the
case k = 1 with only slight modification to account for margin operator in the multi-class setting and the application of the
Dudley entropy formula when bounding the empiricial Rademacher complexity.

Let us restate the theorem and provide the proof:

Theorem C.1. Given a1, a2 be positive reals. Let S = {(x1, y1), . . . , (xm, ym)} be i.i.d. input-output pairs in Rd ×
{1, · · · , k} and suppose the distribution µ of the xi satisfies the Poincaré inequality with constant ρ > 0. Then, for any
δ > 0, with probability at least 1− δ, every margin γ > 0 and network f : Rd → Rk which satisfies GC(f, µ) ≤ a1 and
‖Eµ(f)‖ ≤ a2 satisfy

P
[
arg min

j
f(x)j 6= y

]
≤ R̂S,γ(f) +

36C̃
√
kπ

γm
+ 3

√
log 2

δ

2m

where R̂S,γ(f) = m−1
∑
i 1yif(xi)≤γ and C̃ = a2 +

√
a1ρ/δ.

Proof of Theorem 1.1. Let F denote the class of differentiable maps

F := {f : Rd → Rk | GC(f, µ) ≤ a1, ‖Eµ[f ]‖ ≤ a2}

and for any γ > 0 define
F̃γ := {(x, y) 7→ `γ(−M(f(x), y) | f ∈ F}

where M(·, ·) denotes the margin operator M : Rk × {1, . . . , k} → R defined by M(v, y) = vy − maxi6=y vi and
`γ : R→ R+ denotes the usual ramp loss.

Similar to the proof of Theorem 4.2, since `γ has range [0, 1] and it follows from classic generalization bounds based on the
Rademacher complexity (e.g., Theorem 3.3 in (Mohri et al., 2018)) that, for any δ > 0, with probability at least 1− δ over
the draw of an i.i.d. sample S of size m, we have for all f ∈ F̃γ :

E[`γ(−M(f(x), y))] ≤ R̂S,γ(f) + 2R̂S(F̃γ) + 3

√
log 2

δ

2m
(10)

where now R̂S,γ(f) = m−1
∑
i `γ(−M(f(xi), yi)).

We can lower bound the left hand side of (10) (see Lemma A.4 of (Bartlett et al., 2017)) so that P [arg maxi f(x)i 6= y] ≤
E[`γ(−M(f(x), y))] and, via Talagrand’s lemma, we can also upper bound R̂S(F̃γ) on the right hand side to get

P
[
arg max

i
f(x)i 6= y

]
≤ R̂S,γ(f) +

2

γ
R̂S(F) + 3

√
log 2

δ

2m

It remains to bound R̂S(F) which we can again accomplish through the Dudley entropy integral, as in the proof of Theorem
4.2, with only a very slight modification when using the covering number bound afforded by Lemma 4.3. Namely, taking
as before C̃ = C̃(a1, a2, ρ, δ) := a2 +

√
a1ρ/δ, then N (F|S , ε, ‖ · ‖2) ≤ (3C̃/ε)k. Following the same argument to
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evaluate the integral we can obtain a comparable bound on the empirical Rademacher complexity of F over S, but now
paying a cost of

√
k; i.e.,

R̂S(F) ≤ inf
α>0

{
4α√
m

+
12
√
k

m

(
3C̃
√
π

2
− α

√
log(3C̃/α)

)}
≤ 18C̃

√
k
√
π

m
.

Thus, collecting terms we get

P
[
arg min

j
f(x)j 6= y

]
≤ R̂S,γ(f) +

36C̃
√
kπ

γm
+ 3

√
log 2

δ

2m
.

D. Experiment details
We trained a ResNet18 (He et al., 2016) with SGD on CIFAR10 and CIFAR100 with both original and random labels.
During training we trained with batch size 256 for 100000 steps with learning rate 0.05. Here we plot the curves for the
excess risk (test accuracy - train accuracy) and compare with the geometric complexity during training.

Figure 2. Analysis of ResNet18 (He et al., 2016) trained with SGD on CIFAR10 (left) and CIFAR100 (right) with both original and with
random labels. The triangle-marked curves plot the excess risk across training epochs (on a log scale). Circle-marked curves track the
geometric complexity (GC). Note that the GC is tightly correlated with the excess risk in both settings. Normalizing the GC by the
margin neutralizes growth across epochs.
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