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Abstract

Recent studies have shown that active object tracking algorithms based on deep rein-
forcement learning have the difficulty of model training while achieving favorable tracking
outcomes. In addition, current active object tracking methods are not suitable for air-to-
ground object tracking scenarios in high-altitude environments, such as air search and res-
cue. Therefore, we proposed a Knowledge-gUided Reinforcement learning (KURL) model
for active object tracking, which includes two embedded knowledge-guided models (i.e., the
state recognition model and the world model), together with a reinforcement learning mod-
ule. The state recognition model utilizes the correlation between the observed states and
image quality (as measured by object recognition probability) as prior knowledge to guide
reinforcement learning algorithm to improve the observed image quality. The reinforce-
ment learning module actively controls the Pan-Tilt-Zoom (PTZ) camera to achieve stable
tracking. Additionally, a world model is proposed to replace the traditional Unreal Engine
(UE) simulator for model training, which significantly enhancing the training efficiency
(about ten times). The results indicate that the KURL model can significantly enhance
the image quality, stability and robustness of tracking, compared with other methods in
similar tasks.

Keywords: Active Object Tracking; Reinforcement Learning; Knowledge-guided; PTZ
Cameras; Automatically Control.

1. Introduction

Active object tracking, a method that aims to autonomously adjust the camera (e.g., posi-
tion and attitude) to retain detailed information about the trajectory of moving objects (Tir-
itiris et al., 2021), has become a research hotspot in target tracking with the advancement
of machine vision (Luo et al., 2018). Regarding the adaptable platform for active object
tracking, unmanned aerial vehicles (UAVs) win out due to their portability, flexibility, and
high maneuverability. However, most studies have generally used multi-rotor UAVs to ac-
complish target tracking in low-altitude environments (Mittal et al., 2020), while there are
few active object tracking methods for high-altitude environments using fixed-wing UAVs.
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Compared with low-altitude environments, high-altitude environments have farther ob-
servation distances, resulting in lower image quality and difficulty in extracting useful in-
formation from the obtained image. In addition, atmospheric disturbances and complex
ground environments can interfere with the tracking process and thus cause object loss,
which poses a challenge to the performance of active object tracking methods. Although
the combination of deep reinforcement learning and active object tracking methods has
shown some initial results in improving tracking performance (Luo et al., 2018, 2019), cer-
tain issues such as control difficulty (Li et al., 2018) and model training difficulty (Zhao
et al., 2021) should be acknowledged. Some studies have shown that introducing knowledge
to active object tracking methods provide solutions to the above-mentioned challenges, i.e.,
it can not only optimize the tracking performance (Ma et al., 2021), but also improve the
training efficiency (Wang et al., 2021).

Therefore, this paper proposes a novel Knowledge-gUided Reinforcement Learning (KURL)
model to accomplish an air-to-ground (i.e., high-altitude UAV tracks a vehicle on the
ground) object tracking task. Specifically, the KURLmodel includes two embedded knowledge-
guided models, namely the state recognition model and the world model, together with a
reinforcement learning module using an improved proximal policy optimization algorithm.
The state recognition model based on the correlation between observation states and the
quality of the observed images is established as prior knowledge, which guides the tracking
process to improve the image quality. Moreover, the world model based on the environment
abstraction is proposed as knowledge to replace the UE simulator, which provides crucial
parameters involved in the simulation environment and then accelerates the training process
of reinforcement learning models.

The results have shown that the KURL model demonstrates better stability than pre-
vious active object tracking methods in similar tasks across all the proposed scenarios with
various vehicle motions and disturbance modes. Additionally, the KURL model displays
significant robustness, especially after object loss, enabling active control of the PTZ camera
to locate the lost target and resume tracking in time. In comparison, other state-of-the-
art methods exhibit limited ability to recover target tracking, as the chances of the target
reappearing in view are lower even after a temporary loss. Moreover, the KURL model can
automatically adjust the magnification through knowledge guidance during tracking, conse-
quently improving the quality of the observed images. In summary, our main contributions
include the following:

• A new knowledge-guided reinforcement learning model is proposed for active object
tracking in high-altitude environments, which outperforms the state-of-the-art meth-
ods in terms of tracking stability and robustness in all proposed scenarios, especially
in the case of target loss (due to disturbances).

• A novel reward function incorporating both knowledge (i.e., state recognition model)
and visual distance guidance is proposed. The contained knowledge can guide the
reinforcement learning algorithm to tune the focus of PTZ camera to track the object
and improve the input image quality.

• A memory-enabled actor-critic neural network is designed for active object tracking,
while the training strategy of the PPO algorithm is also optimized.

• Introducing the world model as knowledge significantly improves the training speed
(i.e., about 10 times that of the UE simulator).
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2. Related Work

Active object tracking locks the object by autonomously adjusting the position and attitude
of the camera through visual observation (Xi et al., 2021), which has been applied to a
range of platforms, including PTZ cameras (Li et al., 2020), vehicles (Devo et al., 2021),
and UAVs (Moon et al., 2021). For instance, Kyrkou (2021) proposed a real-time and
lightweight active object tracking network C3Net for roadside monitoring. Zhang et al.
(2022) implemented an end-to-end tracking method for UAVs by introducing GRU into
the reinforcement learning network. However, the above-mentioned studies are not suitable
for air-to-ground tracking tasks in high-altitude environments due to the relatively close
distance between the tracker and the object. To investigate the robustness of the tracking
methods, researchers have introduced disturbance factors, including similar objects (Xi
et al., 2021), occlusion (Cui et al., 2021; Zhong et al., 2021), and obstacles (Luo et al.,
2021), to the training process. However, they do not consider the disturbance of vibration-
induced tracker during tracking and the re-tracking after target loss.

To improve training efficiency, researchers have introduced some knowledge such as
transfer learning and imitation learning directly into the models. For example, Li et al.
(2021) accelerated neural network convergence by sharing model parameters learned from
the source domain task with a new model in the target domain task. Zhong et al. (2021)
formed a two-stage teacher-student learning strategy by transferring meta-policy knowl-
edge to active visual trackers, which avoided multiple attempts and task exploration and
improved training efficiency.

Another common method of knowledge introduction is to combine PID methods with re-
inforcement learning to form a hierarchical control framework, to improve training efficiency
and control stability (Li et al., 2018). For example, Zhao et al. (2021) achieved end-to-end
active target tracking by introducing PID methods into deep reinforcement learning to
combine a high-level controller with a low-level controller in a hierarchical active tracking
control framework. Ma et al. (2021) achieved trajectory tracking of underwater gliders by
combining an onboard PID controller with the DDPG algorithm. Wang et al. (2021) used
the PID method as a supervisory controller to guide policy network optimization, achieving
efficient model training that outperformed the PID method in tracking performance.

The findings of the above-mentioned studies indicate that introducing knowledge into
active object tracking methods can not only improve training efficiency, but also enhance
tracking performance. However, although these methods achieve good tracking results,
there are problems such as vibration, object loss, and low image quality in high-altitude
object tracking scenarios, which limit the application of the existing used knowledge. Thus,
we propose a knowledge-guided active object tracking method that is well-suited to high-
altitude environments.

3. Approach

3.1. Overview

In this paper, we propose a knowledge-guided reinforcement learning (KURL) model to ad-
dress the high-altitude active object tracking task. The KURL model (as shown in Figure 1)
includes two embedded knowledge-guided models, namely the state recognition model and
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the world model, together with a reinforcement learning module using an improved prox-
imal policy optimization algorithm (Schulman et al., 2017). A brief description of the
knowledge-guided models is given below.
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Figure 1: The overall framework.

The state recognition model establishes a relationship between the image quality (as
measured by object recognition probability) and the observed camera states through super-
vised learning. Introducing this model as prior knowledge into reward shaping can guide
the motion of PTZ cameras to further improve the quality of observed images, obtain ad-
ditional information, and enhance the object tracking performance. Meanwhile, it can also
avoid the vast computational burden caused by direct image processing with reinforcement
learning.

The introduction of the world model as knowledge solves the problems of high resource
consumption and slow training speed encountered in the training of traditional simulator
models based on UE engines. The interior function of the world model is responsible
for generating the necessary parameters required for training, while the correction model
compensates for the control errors between the generated parameters and the UE simulator.
The reinforcement learning model trained on the world model can be directly tested and
used in the UE simulator, greatly improving the training efficiency.

3.2. State Recognition Model

Figure 2 illustrates the structure of the state recognition model. The model takes the
observed states as the input and the object recognition probability measuring the image
quality as the output, and establishes the relationship between the input and output through
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Figure 2: State recognition model (together with the observed states).

supervised learning. The observed states comprise five parameters: [∆dt, ζt, θt, zt, ft], where
∆dt represents the distance between the UAV and the vehicle, ζt illustrates the azimuth
angle of the vehicle relative to the UAV, θt represents the pitch angle of the PTZ camera,
zt indicates the camera magnification (the camera is autofocus). In addition, ft functions
as a status flag to distinguish whether the object is present in the image, assigning a value
of 1 if the object exists and 0 otherwise.

As shown in Figure 2, the network structure of the state recognition model is comprised
of three parts: a state encoder, an object encoder and a predictor. The state encoder pro-
cesses the observed states through three fully connected layers and returns a 32-dimensional
vector. The object encoder processes the object status flag in a fully connected layer and
outputs a 16-dimensional vector. The predictor joins the two vectors outputted by the
state and object encoders, respectively, and feeds them into three fully connected layers to
generate the object recognition probability. Moreover, except for the softmax activation
function connected to the last layer of the predictor, the ReLU activation function is used
between the rest of the layers. Furthermore, the number of neurons in each network layer
is present in Figure 2.

We collect 24,000 images with the corresponding observed states from the UE simula-
tor and train the state recognition model using supervised learning based on pre-trained
YOLOv4. Specifically, we take the images as the input and use the object recognition
probability p̄ generated by YOLOv4 as the supervision signal, combined with the object
recognition probability p generated by the state recognition model, to form the loss func-
tion∗.

To improve the stability and convergence speed of the learning process, a gradient
clipping approach with a threshold of 0.5 was conducted to dynamically adjust the learning
rate†. The neural network parameters of the state recognition model were optimized using

∗. Loss =
∑N

i=1 |p−p̄|
N

, where N represents the batch size of training
†. The rule for updating the learning rate: lrepoch = 1

1+0.02×epoch
, where epoch represents the number of

iterations
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the Adam optimizer during the training process, and the state recognition model showed
convergence after 30 iterations.

3.3. Reinforcement Learning Module

Active object tracking keeps the object within the field of view by continuously controlling
the motion of the PTZ cameras. Such a process can be formulated as a classic reinforce-
ment learning problem, and an improved proximal policy optimization (PPO) reinforcement
learning algorithm is employed as an agent. The parameterization of the Markov Decision
Process (i.e., state space, action space, and reward shaping) and the network architecture
are described below.
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Figure 3: Reinforcement learning module.

The state space st at the moment t can be defined as given below:

st =

[
xt

w
,
yt
h
,

zt
zmax

,
pxt

(w · h) , ft
]T

,

where xt and yt donate the coordinates of the object concerning the center of the field of
view, w and h represent the width and the height of the image, respectively (as shown in
Figure 3). In addition, pxt represents the pixel area of the object, zt and zmax represent
magnification and maximum magnification. In particular, when the object is lost at the

time t, st is set to
[
0, 0, zt

zmax
, 0, 0

]T
. In this paper, the values of w, h, zmax are 1024, 768

and 400x, respectively.
At the time t, we define the actiont as [pitcht, yawt, rollt, zoomt], where pitcht, yawt, rollt,

and zoomt are integers with values ranging from −2 to 2, and represent the actions of
the PTZ camera’s pitch angle θ, yaw angle ψ, roll angle ϕ, and camera magnification
z, respectively. When executing the actiont, the camera state at the time t − 1, i.e.,
[θt−1, ψt−1, ϕt−1, zt−1], is added with increments α·[pitcht/zt−1, yawt/zt−1, rollt/zt−1, zoomt · β]
to obtain the required camera state at the time t, and adjust the PTZ camera. The α and
β are coefficients.

In the proposed active object tracking process, the shaping of the reward function in-
volves two aspects. First, the agent should actively perform actions to improve the object
recognition probability p. Second, the object centroid should be as close to the image center
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as possible to achieve stable object tracking. Therefore, the final reward function consists
of two parts: the knowledge-guided reward rk and the visual distance reward rv:

• For the knowledge-guided reward rk, the output p of the state recognition model is
introduced as prior knowledge. The actions of increasing p are performed to improve
the image quality when the object is in the image; while, when the object is not in
the image, reward guidance by knowledge is not feasible. Therefore, rkt at time step
t can be obtained by:

rkt =

{
pt, ft = 1

0, ft = 0.

• For the visual distance reward rv, the Euclidean distance between the object centroid
and the image center is introduced to motivate the agent to continuously control the
PTZ camera to keep the object in the image center. The agent receives a time penalty
of −1 when the object is not in the image. Thus, rvt at time step t can be given by:

rvt =

{
−
√(

xt
w

)2
+
(yt
h

)2
, ft = 1

−1, ft = 0.

Thus, the total reward at time step t is:

rt = mrkt + nrvt ,

where m and n are the scale factors used to limit the total accumulated reward.
We propose an improved training procedure for the PPO algorithm to address the

challenge of recovering the tracking process when the object has been lost for a long time.
The core idea is to accumulate the rewards rt for different moments satisfying certain criteria
into a variable rsum after each interaction between the agent and the environment, i.e., the
world model. Then, the current episode is terminated when the value of rsum falls below a
predefined threshold, and a new round of training is started.

The actor and critic in the PPO algorithm are represented as neural networks, with the
structures shown in Figure 3. In particular, the output layer of the actor network has four
parallel fully-connected networks with five neurons each, corresponding to the four actions
passed through a softmax activation function. The critic network has a similar structure
to the actor network, except that it has only one neuron in the output layer that directly
outputs the Q value. A Block composed of softplus and tanh activation functions is used
after the second and third layers, which makes the networks easier to optimize.

3.4. World Model

Reinforcement learning requires iterative optimization through continuous interaction with
mass data in the environment. For this purpose, we conduct a UE simulator to emulate
a realistic desert environment with mild undulating terrain, forests, vehicles and UAVs‡.
As a simulated environment built on the UE engine, the UE simulator provides realistic

‡. The movement of UAVs and vehicles follows the laws of physics.
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images, high-fidelity simulated parameters, and flexible experimental settings for reinforce-
ment learning training. However, the high demand for computational resources and the
inefficient communication mechanism of the UE simulator hinder the efficiency of model
training. Therefore, we construct a world model (Ha and Schmidhuber, 2018) based on
environment abstraction to replace the UE engine, which can provide crucial parameters
involved in the simulation environment and significantly improve training efficiency.
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Figure 4: World model.

As shown in Figure 4, the world model is composed of two components, i.e., the interior
function and the correction model. In the UE simulator, we can directly obtain parameters
such as the positions of the vehicle and the UAV, and the attitudes of the PTZ camera.
While using the world model instead of the UE simulator, we need to use the interior
function to store and compute these essential parameters during training.

According to the complexity of the calculation when obtaining parameters from the
world model, we divide the parameters into two categories: (1) parameters that can be
inferred from the speed and directions of the vehicle and UAV, such as the positions of the
vehicle and UAV, and the attitude of the PTZ camera; (2)the acquisition of the parameters
requires the projection of the vehicle’s coordinates in the world coordinate system onto the
pixel coordinate system obtained by the PTZ camera, such as the coordinates of the object
from the center of the field of view, and the pixel area of the object (i.e., xt, yt and pxt as
mentioned in Section 3.3).

The method of calculating the latter parameters is described below. Briefly, the vehicle
position is first converted from the world coordinate system to the PTZ camera’s coordinate
system based on the position relations of the vehicle, the UAV and the PTZ camera in the
world coordinate system, projected onto the image plane of the PTZ camera to obtain the
normalized coordinates. Then, the vehicle position is converted to the location coordinates
(xt and yt) in the pixel coordinate system based on the camera’s intrinsic matrix K. Finally,
the pixel area of the object (pxt) is obtained from the conversion of the vehicle position in
the pixel coordinate system. The detailed calculation procedure is as follows.

• Since the PTZ camera coordinates stored in the interior function are in the UAV
coordinate system, the rotation matrix Ru

c of the camera coordinate system to the
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UAV coordinate system and the rotation matrix Rw
u of the UAV coordinate system

to the world coordinate system need to be calculated.

Ru
c =

0 0 1
1 0 0
0 1 0

 cos (θ) 0 sin (θ)
0 1 0

− sin (θ) 0 cos (θ)

1 0 0
0 cos (ψ) − sin (ψ)
0 sin (ψ) cos (ψ)

cos (ϕ) − sin (ϕ) 0
sin (ϕ) cos (ϕ) 0

0 0 1



Rw
u =

cos (θ) − sin (θ) 0
sin (θ) cos (θ) 0

0 0 1

1 0 0
0 cos (ψ) − sin (ψ)
0 sin (ψ) cos (ψ)

 cos (ϕ) 0 sin (ϕ)
0 1 0

− sin (ϕ) 0 cos (ϕ)


• According to the positions of the vehicle Pv, UAV Pu, and the PTZ camera relative to
the UAV Pcam2uav, the vehicle position Pv is converted to the position in the camera
coordinate system, i.e., Pc.

Pc = (Ru
c )

−1
(
(Rw

u )
−1 (Pv − Pu)− Pcam2uav

)
• Normalize Pc and multiply it by the PTZ camera’s intrinsic matrix K to obtain the
coordinates Pp of the vehicle in the pixel coordinate system.

Pp = K · Pc

max (Pc [2] , 1e− 5)
,

where Pc [2] donates the third parameter of Pc. Note that we have set a precaution
in the formula to prevent the denominator from being zero.

• The pixel area of the object pxt can be composed of a region consisting of four points
selected at a distance of 2 meters each in front, back, left and right of the vehicle
position Pv (determined in the above three steps).

The correction model fits the control error between the interior function and the UE
simulator, which enables the world model to achieve a similar control performance as the UE
simulator. The correction model adopts a three-layer fully connected network structure (as
shown in Figure 4), taking the PTZ camera’s state (i.e., angle and magnification) and the
corresponding actions provided by the agent as inputs and the next state of the PTZ camera
as the output. We extracted 8,000 datasets (including the input and the output shown in
Figure 4) from the UE simulator, and trained the correction model using supervised training
with a learning rate of 0.2. To optimize the neural network parameters of the correction
model, we use the Adam optimizer with the mean absolute error as the loss function:

Loss =

∑N
i=0

(∣∣∣θi − θ
′
i

∣∣∣+ ∣∣∣ψi − ψ
′
i

∣∣∣+ ∣∣∣ϕi − ϕ
′
i

∣∣∣+ ∣∣∣zi − z
′
i

∣∣∣)
N

.

Moreover, the correction model shows a convergence trend after 30 iterations.
Finally, we initialize the actor and critic parameters, interact with the world model

to obtain the training data and store it in a replay buffer in the training process. Then,
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we sample a mini-batch of 256 from the replay buffer as our dataset and apply Adam
(the learning rate of actor and critic is 1e − 4 and 2e − 4) to optimize the network. The
generalized advantage estimation (GAE) parameter λ and the clipping ϵ are set to 0.95 and
0.2, respectively. The maximum number of global episodes is 8K and the maximum number
of steps N is 400. For the reward function, the values of the γ, m and n are 0.99, 0.1 and
0.1, and the action coefficient α, β are 50 and 5, respectively. We use TensorFlow as a deep
learning framework to train the actor and critic networks with a PC containing an AMD
Ryzen 7-5800H (3.20 GHz ×16) processor, 16 GB of RAM, and an NVIDIA RTX 3050 with
4 GB of VRAM.

4. Experimental Setup and Results Analysis

4.1. Baseline and Evaluation Criteria

As the baseline approaches, we compare our method with the following three state-of-the-art
methods proposed by other researchers in similar tasks.

• Active Object Tracking (AOT) Xi et al. (2021) method can effectively control UAVs
to track moving objects in realistic scenarios.

• C3Net approach Kyrkou (2021) introduces a deep convolutional camera controller
neural network, which converts visual information into camera motion and enables
real-time monitoring of camera target tracking.

• PID controller is a well-established and widely adopted control method employed in
diverse domains. Considering the effect of the PTZ camera’s control response char-
acteristics and the vibration noise encountered during tracking, the PID coefficients
are manually adjusted for the tracking task,.

Regarding the aforementioned three baseline methods, the output control actions include
incremental adjustments of the PTZ camera’s three-axis (pitch, yaw, and roll) angles during
model training and testing. Furthermore, the magnification of these methods was set to 50
times.

The performance evaluation includes the following four criteria:

• Stability. The stability of the tracking process is measured in terms of center location
error, which represents the Euclidean distance (in pixels) between the object centroid
and the image center in a step. Continuous smaller values of center location errors
indicate better stability.

• Robustness. Ro is used to evaluating the robustness of the active tracker, which
is the percentage of frames in which the tracker loses the object during the tracking
process. Smaller Ro means better robustness.

• Image quality. Object recognition probability is adopted to measure image quality,
which reflects the effect of introducing the state recognition model as a knowledge-
guided model to improve observation quality. Higher probability indicates better
image quality obtained during the object tracking process.
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• Training speed. During the model training, the time for the reward values to
stabilize reflects the training speed, and also reflects the effect of introducing the
world model as a knowledge-guided model. Shorter time means faster training.

4.2. Experiments and Results

To conduct the experiments, we randomly initialized the starting position and orientation
of the vehicle and the UAV, with the vehicle moving at 12m/s and the UAV flying at 300m
altitude. Initially, the camera was set at a magnification of 50x and precisely aimed at the
vehicle.

Stability. We compared the object tracking stability for three vehicle motions, i.e.,
rectilinear, S-curve and random. To further verify the tracking stability, we added three
disturbance modes to the vehicle and the UAV. Regarding the vehicle disturbance, the
direction turns arbitrarily and the speed changes randomly in the range of 0 to 20m/s. For
the UAV disturbance, we applied a slight vibration to the PTZ camera by setting random
changes in the pitch and roll angles, which caused the object to vibrate within the camera
viewfinder frame. Moreover, we compared the results obtained in each scenario with the
tracking performance of the other three methods.
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Figure 5: Comparison of the tracking stability obtained in different scenarios.

Figure 5 shows a series of box plots illustrating the distribution of center location errors
for four methods, i.e., our proposed KURL model and the other three baseline methods. The
evaluation covers 30 episodes (12,000 steps) for each scenario mentioned above. According
to Figure 5, the center location errors of the proposed KURL model are consistently the
smallest across all scenarios, followed by the AOT and C3Net methods, while the PID
method performs the worst. To further evaluate the significance of the difference for each
scenario, we calculated the Wilcoxon Signed Rank test Rosner et al. (2006) on the center
location errors of the four methods. The results of the statistical tests indicate a significant
difference (i.e., p-value <0.05) in the center location errors between the KURL model and
the other three methods in each scenario. Thus, the KURL model is significantly
more stable than the other three baseline methods in object tracking across all
proposed scenarios, which encompass various vehicle motions and disturbance
modes.
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Table 1: Ro values in different scenarios.

Scenarios KURL AOT C3Net PID

inFoV 0.12% (6) 0.15% (9) 0.26% (8) 0.20% (9)

outFoV 2.84% (44) 11.2% (41) 48.49% (42) 95.69% (41)

Total 2.51% 9.25% 40.77% 78.50%

Robustness. We evaluated the robustness of the proposed KURL model by comparing
the tracking performance after losing the object (due to various reasons, e.g., interference or
occlusion) during the UAV flight with the other three baseline methods. We set the object
vehicle to move randomly within an episode (400 steps) and to be lost (i.e., no longer
receiving the tracking signals) at step 100. After the loss, the movements of the vehicle and
the UAV remain constant, and an attempt is made to re-observe and re-track the object at
step 120. At that moment (step 120), there are two scenarios can be observed: 1) the object
is still in the field of view (inFoV ) and 2) the object disappears in the camera viewfinder
frame, i.e., out of the field of view (outFoV ).

Table 1 shows the number of occurrences (numbers in parentheses) for inFoV and
outFoV scenarios after 50 experiments using the four methods, respectively, and the cor-
responding average values of Ro, i.e., the percentage of frames where the object was lost
after step 120. In addition, the “Total” row represents the average Ro values in a total of
50 experiments. From Table 1, outFoV has a much higher probability of occurrence than
inFoV , which means the object has a lower chance of reappearing in the field of
view after being lost even for a short period of time (e.g., 20 steps).
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Figure 6: Comparison of the tracking stability obtained in different scenarios.

Moreover, Table 1 also reveals that much lower Ro values can be obtained using our
method, especially in the outFoV scenario, which means that the KURL model is more
robust. It can be further visualized in Figure 6, which compares the change in Ro values for
each method in the inFoV and outFoV scenarios by the violin plots. The more elongated
the shape of the violin, the larger the variance in the corresponding group; and the wider
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the violin plot, the higher the density. By observing Figure 6, we note that the Ro values
of the KURL model in the inFoV scenario are slightly lower than those of the baseline
methods. In stark contrast, the Ro values of the KURL model in the outFoV scenario
are surprisingly smaller with a more concentrated distribution. The results highlight that
the KURL model is significantly better than the other methods in terms of
robustness, especially when re-tracking after object loss.
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Figure 7: Comparison of the image quality, i.e., the object recognition probability (p values),
in different scenarios. The “start” and “end” represent the time step at which the object
starts to be lost and the observation is resumed, respectively.

Image Quality. At the initial magnification (50x) of the PTZ camera, we conducted
experiments with the KURL model, the KURL model without the state recognition model
(abbreviated as “KURL without SRM” in the figure), and the other three methods in
different scenarios, and the results are shown in Figure 7. In the normal object-not-loss
scenario (“Normal”) and the first 100 steps of the object-loss scenarios (“inFoV ” and
“outFoV ”), the KURL model without the state recognition model and the other three
baseline methods all maintain an object recognition probability of approximately 0.124
following calculation. However, our proposed KURL model increases the object recognition
probability to nearly 1 in a short period of about 40 steps by controlling the magnification
(zoom in to approximately 400x) of the PTZ camera.

After step 120, the KURL model shows a clear advantage in improving the quality of
the observed images in the object-loss scenarios (i.e., inFoV and outFoV subfigures in
Figure 7). For the inFoV scenario, all five methods can consistently observe the object
recognition probability since the object is still in the field of view. Among them, the KURL
model can quickly improve the image quality by continuously controlling the magnification
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of the PTZ camera, while the other four methods can only maintain around the initial p
value.

Regarding the outFoV scenario where the object disappears in the camera viewfinder
frame, the KURL method and the other three methods (except the PID controller) can
achieve object relocation based on historical information, and thereby re-judging the image
quality. In addition, the KURL model can quickly recover a high quality of the observed im-
ages again by conducting the state recognition model to control the PTZ camera. However,
KURL without SRM, AOT and C3Net methods can only maintain the object recognition
probability around the initial p value. The results indicate that the state recognition
model can effectively guide the reinforcement learning method to improve the
observed image quality during active object tracking.
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Figure 8: Comparison of the training speed in different environments and the shaded area
indicating one standard deviation within each time bin.

Training Speed. To assess the impact of the world model on training speed, we
conducted the training process of the various methods in different environments (using the
world model or the UE simulator), as depicted in Figure 8. Initially, the KURL model
can reach stability after about 45 hours of training in the UE simulator. In contrast, the
C3Net and AOT methods require at least 80 and 100 hours, respectively, highlighting that
our method is roughly twice as fast as these two methods in achieving stability. While in
the world model, the KURL model attains the same stable reward in a mere 4.5 hours,
which is approximately 10 times faster than training in the UE simulator. Furthermore,
we compared the impact of having a correction model on the performance of the KURL
model. Figure 8 shows that the KURL model (with the correction model incorporated) can
obtain a superior average reward with almost no impact on the training speed. The above
results suggest that our proposed method can be trained more rapidly in the UE
simulator compared to the baseline methods. In addition, replacing the UE
simulator with the world model can greatly enhance the training speed of the
KURL model, while adding the correction model to the world model further
improves the tracking performance.



KURL: A Knowledge-Guided Reinforcement Learning Model

5. Conclusion

This paper proposes a novel Knowledge-gUided Reinforcement Learning (KURL) model for
the high-altitude tracking environment. The method consists of two embedded knowledge-
guided models (i.e., the state recognition model and the world model), together with a
reinforcement learning module. Firstly, we designed a state recognition model that acts as
a knowledge module in the reward function to guide the reinforcement learning algorithm to
actively control the PTZ camera, which can improve the observed image quality. Secondly,
a memory-enabled actor-critic network structure was designed to address the problems of
interference and target loss. Lastly, a world model was used to substitute the UE simulator
as to improve the training efficiency. The experimental results indicate that the KURL
model improves image quality while also enhances the robustness and stability compared
with the other state-of-the-art active object tracking methods.

However, due to the limitations of the experimental conditions, future work will focus
on deploying the KURL model in real environments, considering designing more knowledge
modules to address other interfering factors of object tracking, and further enhancing the
applicability of the KURL model.
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