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Abstract

Air pollution raises a detrimental impact on human health and natural environment. Ac-
curate prediction of air quality is crucial for effective pollution control and mitigation
strategies. Numerous existing methods for analyzing the variation tendency of a specific
air component primarily focus on its temporal and spatial information, neglecting the po-
tential interactions between different attributes within the same time interval. In this
paper, we propose a Temporal-Feature correlations Attention-based deep learning Network
(TFAN), which incorporates data fusion technology. TFAN focuses on capturing temporal
dependencies, feature correlations, and the potential relationship between temporal-feature
through the Attention mechanism, and the data fusion method allows for a comprehensive
consideration of multiple factors on prediction. Experimental results conducted using real-
world data from Beijing City demonstrate that TFAN outperforms various baseline models
in prediction accuracy for multiple pollutants by 10+%.

Keywords: Air Quality; Time Series Prediction; Attention Mechanism; Data Fusion.

1. Introduction

The rapid development of society and cities has not only improved people’s quality of life,
but also caused a series of environmental issues, especially the air pollution problem. PM2.5
was the fifth-ranking mortality risk factor in 2015 (Cohen et al., 2017). Additionally, pro-
longed exposure to particulate matter and NO2 can result in irreversible respiratory diseases
(Shi et al., 2016) and significantly increase the risk of death from cardiovascular conditions,
thereby reducing life expectancy (Brook et al., 2010). Air quality prediction plays a vital
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Figure 1: Geo-sensory multivariate time series and the illustration of dynamic interaction

role in safeguarding urban environments and protecting human health. However, forecasting
air quality data with Geo-sensory information is challenging due to the following reasons:

1. The dynamic mutability of air quality data. Due to the interaction among air compo-
nents, changes in a single variable can cause indirect reactions and continuous effects
to the remaining variables (Huang et al., 2021) (represented by the solid arrow in
Figure 1.). Correspondingly, Qi et al. (2018) deem CO, PM10 and PM2.5 itself the
most relevant features for predicting PM2.5.

2. Sensor-level intra-characteristic and external factors. Readings from a specific sensor
usually follow a periodicity and changes over time and varies geographically (Zhang
et al., 2017). Additionally, sensors’ readings are also affected by the external factors
such as meteorological data, and the time period of the day (Liang et al., 2018).

3. Complex temporal correlation and unstable spatial correlation. Air quality exhibits a
dependency on historical data in different periods (e.g. the short dotted line in Figure
1.), however, due to the significant fluctuation, the role of short-term historical data is
greatly weakened; Additionally, Geo-sensory time series vary by locations non-linearly
(Yi et al., 2016). Diverse factors make the impact of spatial data uncertain, e.g. the
geographical environment and the distance between stations, etc. This uncertainty
presents a contradiction to the First Law of Geography (Tobler, 1970). Moreover, due
to the maintenance and damage to equipments, the data contains numerous missing
values (e.g. the red circle in Figure 1.), which renders the available spatial data un-
stable. Although various imputing methods exist to fill the gaps (Yi et al., 2016; Guo
et al., 2019; Ngueilbaye et al., 2021), biased estimation can lead to error accumulation.

To address the aforementioned challenges, we propose a Temporal-Feature correlations
Attention-based Deep Learning Network (TFAN) for urban air quality prediction. The
contribution of this paper are outlined as follows:

1. Multi-view attention-based model. We build a multi-view network based on attention
mechanism to further improve the prediction accuracy. Attention fully investigates the
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correlations between features, timestamps and temporal-feature of each points within
multi-variable air quality time series. And the integration of multi-views enables the
network to achieve more stable and reliable prediction patterns.

2. Data fusion of external and internal factors. TFAN integrates meteorological data to
enhance the influence of external factors, and temporal data to enhance the internal
time information. Additionally, Padding data is added as the part to be predicted,
enabling each future time step to access multiple sources of information.

3. Result of varying forecast lengths and the dependency of look back window size.
We conduct extensive experiments on the datasets constructed with diverse forecast
lengths to verify the effectiveness and robustness of TFAN. The sensitivity on look
back window size reflects the pollutants’ temporal dependence on historical data, and
the retention duration in the atmosphere.

Unlike many existing models that focus solely on predicting PM2.5 concentrations, we
apply real-world data from Beijing to conduct comprehensive experiments on six pollutants
with varies forecast length, aims to provide more convincing verification and evaluation.

2. Related Work

Nowadays, the rising data value prompts people to re-examine massive air quality data from
a new perspective, correspondingly, various models are constantly proposed. They can be
roughly divided into statistical model, machine learning model, and deep neural network.

Statistical models use numerous historical data and methods such as Clustering and
Multiple Regression to analyze potential air quality patterns, e.g. Linear Regression (Dun
et al., 2020) and AutoRegressive Integrated Moving Average (ARIMA) (Box and Pierce,
1970). They have extensive capabilities and scalability, and require less training time.
However, the methods heavily rely on time series statistical techniques (Huang et al., 2021),
and fine-gained raw data is hard to obtain. Furthermore, the above linear methods are
inconsistent with the complex nonlinear relations exhibited by air quality attributes.

With the higher accuracy demand in scientific fields, machine learning and deep neural
network are receiving increasing attention. And the rapid development of infrastructure sees
a concomitant increase in available data. Traditional machine learning models e.g. Support
Vector Machines have been used to predict air quality index and concentration (Castelli
et al., 2020). Liu et al. (2019) constructs a hybrid model based on Back Propagation (BP)
and optimization algorithms to predict air quality. Multi-Layer Perceptron effectively mod-
els air quality data by adding nonlinear activation. Machine learning methods achieve good
results in forecasting air pollutants, but they are hard to deal with the high-dimensional
nonlinear long time series problem in the prediction process (Ma et al., 2020).

On this basis, researchers propose deep learning methods to address nonlinear long
time series problems. The models based on LSTM (Hochreiter and Schmidhuber, 1997) is
improving gradually in predicting air quality (Al-Janabi et al., 2020), which use long and
short term memory to learn long-term dependence of time series. DAL (Qi et al., 2018)
embeds feature selection and semi-supervised learning in different layers, and uses unlabeled
spatio-temporal information and data fusion to improve the interpolation and prediction
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accuracy. GeoMAN (Liang et al., 2018) predicts a geo-sensor readings over several future
hours by using a multi-level attention-based RNN, which considers multiple sensors’ data,
meteorological data, and spatial data. Bhattacharyya et al. (2021) propose a transformer-
based model called cosSquareformer and a non-linear re-weighting attention mechanism,
which is firstly applied to multi-variate pollutant forecasting tasks. Zheng et al. (2015)
use four modules to model local factors, global factors, spatio-temporal meteorological data
and inflection point respectively. However, most existing spatial modeling solutions neglect
the inherent multi-scale spatial correlations, and they may encounter over-fitting problem
because of limited available data compared to the complicated model size (Wu et al., 2019).

Transformer is deemed to be a very successful sequence modeling architecture, and
demonstrates unmatched performance in a variety of applications. WU et al. propose a
deep learning model named Autoformer (Wu et al., 2021), which is empowered with pro-
gressive decomposition capacities for complex time series, and they design Auto-Correlation
mechanism based on the series periodicity to conducts the dependencies discovery and rep-
resentation. Informer (Zhou et al., 2021) builds the Prob Sparse self-attention mechanism
to reduce the computational complexity, and uses generative decoder to predict the time
series through a one-step forward operation, which greatly improves the reasoning speed.

3. Methodology

3.1. Data Fusion

Data fusion system is able to reemerge the full view of an observed phenomenon by trans-
forming data into a modality with more value and higher quality (Meng et al., 2020). It
can also provide specific benefits for some application contexts (Khaleghi et al., 2013), cor-
respondingly, an effective fusion can reveal the positive effects of potential features, thereby
improving the pollutants forecast accuracy. As shown in Figure 2., Sequence Length repre-
sents the look back window size and Predicted Length stands for the forecast length.
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Figure 2: Data fusion of the network. The X-axis stands for multiple attributes, and the
Y-axis represents the time dimension.
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1. Meteorological data. Meteorological conditions significantly affect air quality, e.g.
rainy weather, in particular, is widely recognized for its ability to freshen the air,
which inspires us to obtain corresponding region meteorological data to consider its
impact on prediction. TFAN merges it with the air quality data for Token Embedding.

2. Timestamp data. Self-attention is permutation invariant and “anti-order” to some
extent (Zeng et al., 2022). TFAN maps discrete timestamp data which contains month,
day, weekday and hour into a high-dimensional vector through embedding operation
to enhance the representation of time information.

3. Padding. Vanilla Transformer’s decoder splices token and padding as decoder input,
where the token marks the starting position of the sequence, while the padding repre-
sents the unknown portion. Informer and Autoformer also uses a concatenated vector
of token and padding as decoder input, the distinction from Vanilla is only that the
token acts as prior knowledge, which is derived from a subsequence of the encoder
input. It can be found that the padding often participates in correlation calculation
as the data to be predicted. Hence, TFAN directly concatenates the input matrix
with padding data. This allows Attention to calculate the correlation between the
unknown points and all timestamps and all features.

4. Positional encoding. TFAN uses positional encoding (Vaswani et al., 2017) applied in
Vanilla Transformer to further add position information.

3.2. Attention Mechanism

The self-attention mechanism used in Transformer-based models typically operates on the
same input for Query, Key, V alue matrix, which motivates the calculations of potential
associations within the same dimension. In addition, most time series have obvious peri-
odicity and time dependence, and their previous data holds significant reference value for
prediction. However, the air quality data tends to have strong volatility, which extremely
diminishes the effect of its neighboring value. Based on the above cognition, TFAN utilizes
Self-Attention to concentrate on timestamp dimension and feature dimension separately
while considering the prior data points. Then carries out the co-attention calculation for
Temporal-Feature and Feature-Temporal after Self-Attention, where Query, Key and
V alue are from different View ’s self-attention output. As depicted in Figure 3, the dotted
line box represents the quantified correlation degree between the first time step and the first
feature. Similarly, the short dotted line box represents the same between the first unknown
time step and the first feature. This constructs a constraint between time and features,
enables the network to potentially handle the volatility and non-stationarity observed in air
quality data more effectively, and not restricted to the limited change forecast.

3.3. Model Architecture

As shown in Figure 4, Input data is divided into timestamp data x stamp, and numerical
data x data. x data includes air quality data, meteorological data, and Padding. There
is significant numerical distribution gap between attributes (e.g. the mean value of CO
is 1.2 and that of PM10 is 126.2), TFAN incorporates Batch Normalization to reduce the
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Figure 3: Details of Temporal-Feature Attention mechanism. The colorful part stands for
value data, and the blank part of the rectangle is Padding.

impact of the gap and decrease the sensitivity of the initial parameters. Each value of
x stamp has a specific meaning, which will be mapped to a high-dimensional vector using a
word embedding optional. The Embedding Layer fuses multiple information (x stamp is not
applied to Feature View), as shown in Equation 1 and 2, and Token embedding performs
high-dimensional representation of low-dimension vectors. Dropout is embedded between
layers to effectively reduce the overfitting degree of the network (Srivastava et al., 2014).

Embedding = Temporal Embedding + Token Embedding + Positional Encoding (1)

Token Embedding = Dropout(Conv1d(x data)) (2)

Multi-Head Attention (MHA) in both Views focus on the correlations between dimen-
sions separately. Since MHA is all linear mapping, the Feedforward Layer after it adds
nonlinear transformation, which enhances the ability and accelerates the speed of fitting.
As shown in Equation 3 and 4, Layer Normalization (LN ) operation is used to normalize
the layer parameter distribution. Residual Representations prevents gradient disappear-
ance caused by excessive depth of the model (He et al., 2016), and ReLU adds nonlinear
activation (Nair and Hinton, 2010) to enhance fitting ability, Encoder cycles N times.

MHA Layer = LN(Residual(Dropout(MHA(x)))) (3)

Feed Forward = LN(Residual(Conv1d(Dropout(ReLU(Conv1d(Dropout(x)))))) (4)

So far, the hidden output of the two views are denoted as x time and x feature respec-
tively. Then TFAN works on Temporal-Feature correlation(TFC) and Feature-Temporal
correlation(FTC) through MHA. Their specific processes are shown in Equation 5 and 6.

TFC = MHA(Q = x time, K = x feature, V = x feature) (5)

FTC = MHA(Q = x feature, K = x time, V = x time) (6)

Finally, the output of the two Views is mapped to the output dimension through a fully
connected layer after dimension reduction, and are still represented as x time and x feature.
MEAN in Figure 4. represents the mean value of target attribute in the look back window
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interval. The final prediction result is obtained through the weighted summation layer, as
shown in Equation 7, where {w0, w1, w2, bias} is the weight and bias.

Output = w0 × x time + w1 × x feature + w2 ×mean + bias (7)
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Figure 4: Architecture of TFAN

4. Experiment

4.1. Dataset

As a universal norm, the test dataset is taken from a certain time period or season of one
geographical position. This truncates the seasonality of the data, and leads to a gap between
the model effect and the reality. We consider the station as the unit and randomly select
the annual data of several stations as the training set, verification set or test set, and the
sets are disjoint. Zero-mean normalization is also applied to all data.

Table 1: Distributions of different
pollutants in the data

Pollutions Mean 25% 50% 75%

PM2.5 83.5 23.0 60.0 118.0
PM10 126.2 50.2 101.0 167.5
NO2 50.6 21.0 43.1 73.2
CO 1.2 0.5 0.8 1.5
O3 58.0 9.4 45.1 84.3
SO2 16.9 3.0 8.7 21.3

Table 2: IAQI and the corresponding po-
llutants item concentration limits

IAQI Level PM2.5 NO2 CO SO2

0 Excellent 0 0 0 0
50 Good 35 40 2 150
100 Light 75 80 4 500
150 Moderate 115 180 14 650
200 Heavy 150 280 24 800
300+ Serious 250+ 565+ 36+ -
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The experiment uses authentic public data collected from 37 air quality stations and 17
meteorological stations in Beijing. The data includes a total of 12 attributes e.g. PM2.5,
PM10, weather etc. (Zheng et al., 2015, 2014, 2013). The missing values in the raw data
are filled with adjacent values or zero. Table 1 shows the numerical distribution of various
pollutants’ concentrations, and Table 2 illustrates the corresponding relationship between
pollutant concentrations and the Individual Air Quality Index (IAQI) defined in literature
(MEP, 2012). See the footer1 for the details and code.

4.2. Experiment and Parameters Settings

The experiment implements the early stop strategy to prevent the overfitting. We run 5
times with different random seeds and report the MAE and RMSE metrics to evaluate the
prediction effect (Botchkarev, 2018). We use L1 loss to calculate the gap between output
and the ground truth. The parameters settings for the experiment are shown in Table 3.

Table 3: Parameters settings

Parameter Value Parameter Value Parameter Value

Batch size 32 h 64 LR/LR of weighted summation 0.0001/0.001
d model 512 N 2 {w1, w2, w3, bias} {0.33, 0.33, 0.33, 0}
d hidden 512 dropout 0.05 Patience of early stop 10
q,k,v 8 Optimizer Adam Loss function L1Loss

4.3. Result and Analysis

4.3.1. Prediction of pollutions concentration

We select the statistics-based model (Closest Repeat), concise machine learning model (LR,
MLP, KNN with k=7, RF with 100 trees), outstanding time series prediction deep learning
model (LSTM, Autoformer (Wu et al., 2021), Informer (Zhou et al., 2021)), and neural
network (cosSquareformer (Bhattacharyya et al., 2021)) specially for air quality prediction
as benchmarks. The experiment predict the pollutants’ concentration for the next {24, 48,
72, 96, 120, 144} hours. Because of the discontinuity in time, different predicted lengths
will cause large differences in the number of samples and the distribution among data sets.
Therefore, the errors of models with different predicted length not only reflect the prediction
effectiveness, but also indicate their robustness. Table 4 shows the results for the forecast
length in {1, 3, 5} days. The optimal result is highlight in bold, and the suboptimal is
underlined. IMP. represents the improvement achieved by surpassing suboptimal results.
Please refer to Appendix A for complementary results. The following points can be deduced:

1. The code has been published on Github

https://github.com/SY-Ma/TFAN-a-Attention-based-network-for-Air-Quality-Prediction
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Table 4: Comparison of pollutants concentration prediction precision of various models
Seq len=168h IMP. OURS cosSquareformer Informer MLP LSTM

Pollutant Pred len MAE MAE RMSE MAE RMSE MAE RMSE MAE RMSE MAE RMSE

PM2.5
24 10.87% 12.203 19.696 15.832 23.426 13.692 21.608 16.850 25.108 21.699 31.918
72 18.29% 11.174 16.819 14.449 21.139 13.676 20.193 18.540 26.190 21.180 29.293
120 12.97% 11.344 17.074 13.988 20.522 13.034 19.148 19.919 31.133 23.632 32.083

PM10
24 7.81% 32.846 50.654 37.997 59.135 35.629 56.260 37.938 57.956 39.168 65.808
72 12.40% 30.973 45.919 40.768 59.565 35.356 52.605 42.463 60.130 42.316 67.799
120 11.93% 30.634 42.407 35.018 49.366 34.784 47.818 42.153 55.935 43.122 61.581

NO2

24 12.89% 11.302 16.010 13.395 18.439 12.974 17.768 15.070 20.575 13.663 19.206
72 10.77% 11.793 16.293 13.302 18.345 13.216 17.805 15.784 21.273 15.179 20.919
120 11.47% 11.767 16.330 13.291 18.167 13.436 18.200 16.271 21.833 14.308 19.143

CO
24 15.89% 0.180 0.310 0.225 0.441 0.214 0.361 0.245 0.385 0.264 0.423
72 16.26% 0.170 0.263 0.210 0.403 0.203 0.324 0.265 0.384 0.271 0.388
120 11.52% 0.169 0.254 0.191 0.328 0.196 0.293 0.273 0.384 0.269 0.378

O3

24 6.56% 15.893 21.553 17.009 23.668 18.401 25.604 20.915 28.400 23.046 32.386
72 8.05% 16.415 22.208 17.852 24.522 20.100 27.624 23.439 31.425 25.799 35.071
120 5.00% 16.881 22.730 17.769 24.206 20.355 27.219 24.853 33.610 26.287 34.694

SO2

24 10.47% 3.454 5.726 4.075 7.095 3.858 6.522 4.425 6.996 5.124 8.331
72 7.15% 3.441 5.890 4.187 6.859 3.706 6.330 4.580 6.993 5.290 8.820
120 5.04% 3.148 5.189 3.715 7.166 3.315 5.568 4.705 7.190 5.421 9.609

1. TFAN achieves optimal prediction accuracy for various air pollutants and significantly
surpasses the second-place. It also maintains the prediction accuracy at various pre-
dicted lengths. Combined with Table 2, the MAE is relatively small compared with
the differentiation of IAQI levels, which demonstrates the practical significance and
feasibility of TFAN for pollution prevention and early warning. Informer also shows
excellent performance by achieving ideal prediction results on SO2 and NO2. In ad-
dition, cosSquareformer achieves a similar effect with TFAN on O3.

2. Compared with concise machine learning models and statistical models, sophisticated
deep learning models perform better. MLP has the best results among the machine
learning baselines, slightly surpassing Autoformer, but still inferior to Transformers.

3. Compared with the linear method, the nonlinear method performs better, e.g. the
comparison between MLP and LR, which is partially attributed to the complexity
and instability of air quality. The models considering multi-variable factors, i.e. mul-
tivariate models, achieve better and more stable effect than the models considering
univariate factor, i.e. univariate models. The former could acquire more available in-
formation to further learn the target’s change pattern, while the latter only considers
temporal changes and overlooks the potential interactions between pollutants.

Figure 5. shows the MAE result for six pollutants using various models, inference:

1. Repeat has the largest error among all baselines. Its result curve is parallel to the X-
axis, to some extent, the Euclidean Distance between it and the real curve reflects the
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Figure 5: MAE result for six pollutions using various models at varying forecast length.
The x-axis represents the predicted length in {0.5d, 1d, 2d, 3d, 4d, 5d and 6d},
and the Y-axis represents the MAE result. The dotted lines represent univariate
models, and the solid line represents the multi-variable models.

jitter degree or prediction difficulty. Despite the potential variations due to sample
differences, the pollutants (except SO2) errors see a concomitant increment with longer
predicted length, i.e. prediction difficulty is positively correlated with output length.

2. Univariate models exhibit a consistent upward trend. They could learn more universal
patterns and overall trends, but ignore the details of temporal changes. Multivariate
models such as TFAN, Informer and cosSquareformer show a stable performance
across diverse dataset sizes, while Autoformer and LSTM show a significant gap.

Figure 6: General fit of TFAN on six pollutants which from the same sample in test dataset.
The X-axis represents the time point and the Y-axis represents the value after
zero-mean normalization. The vertical dotted line indicates the starting position.

Figure 6. shows the general fit of TFAN in future 120h. It can be concluded that:

1. TFAN demonstrates a strong predictive capability across various attributes and ef-
fectively handles different patterns of curve changes, e.g. wave crest, wave trough,
periodicity, suddenly drop and sharp protrusion. All pollutants’ curves exhibit rapid
and steep changes without clear periodicity except for O3.
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2. The similarity between various pollutants’ curves, such as PM2.5, PM10, CO and
NO2, is relatively high. This intuitively reflects the potential dependencies between
air components and the necessity of data fusion in the air quality prediction task.

4.3.2. Ablation

As shown in Table 5, No Padding represents TFAN without fusing Padding, No TF replace
Temporal-Feature Attention with vanilla self-attention, and No Mean drops the MEAN
View. NUM counts the optimal number of datasets obtained by each model. ARM repre-
sents the average ranking of prediction errors, the lower, the better, and it can be calculated
by ARM = 1

N

∑N
i Ranki, where N stands for the dataset number and Ranki represents

the ranking on the i-th dataset. NUM indicates TFAN’s excellent generality, and its abil-
ity to get higher accuracy and lower variance. ARM indicates the TFAN’s stability and
robustness on predictions, it always achieves the best or close rank to the best.

Table 5: Ablation of TFAN
Seq len=168 TFAN No Padding No TF No Mean

Pollutant Pred len MAE RMSE MAE RMSE MAE RMSE MAE RMSE

PM2.5
24 12.203 19.696 12.077 19.134 12.011 19.460 12.236 19.864
72 11.174 16.819 11.314 16.918 11.111 16.789 11.372 17.115
120 11.344 17.074 11.402 17.091 11.534 17.307 11.331 17.202

PM10
24 32.846 50.654 33.086 51.252 33.657 52.427 33.529 53.223
72 30.973 45.919 31.948 46.869 31.642 46.804 32.826 48.449
120 30.634 42.407 31.740 43.890 31.259 43.053 31.649 44.280

NO2

24 11.302 16.010 11.436 16.182 11.364 16.106 12.271 16.706
72 11.793 16.293 11.782 16.259 11.612 16.161 12.553 16.899
120 11.767 16.330 12.024 16.571 11.989 16.497 12.513 16.781

CO
24 0.180 0.310 0.181 0.313 0.181 0.315 0.189 0.320
72 0.170 0.263 0.171 0.264 0.169 0.264 0.181 0.272
120 0.169 0.254 0.172 0.256 0.170 0.254 0.179 0.261

O3

24 15.893 21.553 15.989 21.751 15.932 21.659 15.938 21.655
72 16.415 22.208 16.639 22.513 16.529 22.297 16.528 22.340
120 16.881 22.730 16.979 22.850 16.983 22.835 16.947 22.805

SO2

24 3.454 5.726 3.504 5.884 3.445 5.901 3.398 5.804
72 3.441 5.890 3.392 5.857 3.419 5.710 3.340 5.710
120 3.148 5.189 3.144 5.310 3.143 5.229 3.155 5.239

NUM 10 14 0 1 5 4 3 1

ARM 1.778 1.444 2.889 2.833 2.167 2.222 3.111 3.333

4.3.3. Sensitivity analysis of sequence length

As shown in Figure 7., rRMSE=RMSE/RMSEbaseline, where the baseline derives from
120h. When Pred len=24h, the error of PM10 and SO2 is positively correlated with the
sequence length, while PM2.5, NO2 and CO have an obvious downward trend. When
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Pred len=120h, all pollutants’ curves have a noticeable downward trend, while NO2, O3

and PM2.5 decline steadily. Overall, PM2.5 and NO2 tend to perform better with longer
sequence lengths, which aligns with the findings reported by Bhattacharyya et al. (2021).

4.3.4. Comparison with LSTF-Linears

Transformers show remarkable capability in sequential modeling task. However, Zeng et al.
(2022) think that the Attention mechanism, which serves as the core component of Trans-
formers, will inevitably lose time information. They propose a simple model called LSTF-
Linear, composed of a single fully connected layer (with variants named LSTF-NLinear and
LSTF-DLinear), outperforms Transformers on many benchmarks, and raises queries about
Transformer-based models in long time series forecasting task. Nevertheless, the result in
Table 4 shows that TFAN still maintains high accuracy, and is far higher than LSTFs.

Figure 7: Relative RMSE for different sequence lengths with respect to the 120h baseline
for all air pollutions with TFAN. The X-axis stands for the predicted length.

ZENG et al. conduct extensive single-dimensional time series prediction experiments
on ETT (Electric Transformer Temperature) dataset (Zhou et al., 2021) and LSTF-Linear
achieves SOTA. Therefore, we Visualized the autocorrelation of attributes in ETT to explore
their temporal dependency and periodicity. As shown in Figure 8. Observe a) and b), most
features’ autocorrelations are high and decreases slowly with the increase of lags, and the
curves have obvious, long-term and stable periodicity, which makes the simple linear-based
network competent to the task. On the contrary, the redundant parameters of Transformers
can result in overfitting and loss of time information. It is observed from c) that, the
autocorrelation of all attributes (except O3) are low and decreases sharply in the 0 to 50 lags.
Moreover, there is no significant long or short term periodicity, PM2.5 and PM10 even reject
the assumption of autocorrelation within the 95% confidence interval. It is obviously harder
for a simple linear layer to learn the data distribution. However, sophisticated architecture,
nonlinear modeling and numerous learnable parameters empower Transformer to explore
the correlation between time and features, and overcome complexity and uncertainty.
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Figure 8: Autocorrelation of different datasets. The X-axis indicates the lags, and the Y-
axis represents the degree of autocorrelation.

5. Conclusion

In this paper, we propose TFAN, which incorporates Attention mechanism and Data Fu-
sion technology for Urban Air Quality Prediction task. The network deeply examines the
internal information and co-correlation within multivariate air quality data through Atten-
tion. Data Fusion is applied to comprehensively consider the impact of numerous factors on
target’s variation mode. The comparison results demonstrate the high accuracy of TFAN
in prediction tasks, and the ablation sufficiently demonstrates the motivation for design
choices. The general fit experiment intuitively reflects the potential dependencies between
air attributes and the necessity of data fusion. The sensitivity analysis preliminarily reflects
the pollutants’ temporal dependence, and the retention duration in the atmosphere. These
analyses validate the effectiveness and robustness of TFAN in capturing and utilizing such
dependencies for accurate air quality prediction.
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Appendix A. Complementary result of Table 4.

Table 6: Comparison of pollutants concentration prediction precision of various models
Seq len=168 Autoformer Reapeat LR LSTF-NLinear LSTF DLinear KNN RF

Pollutant Pred len MAE RMSE MAE RMSE MAE RMSE MAE RMSE MAE RMSE MAE RMSE MAE RMSE

PM2.5
24 19.403 28.380 32.893 50.240 29.844 41.646 30.618 43.765 29.680 41.544 13.065 21.195 17.917 26.929
72 22.472 30.404 46.527 61.578 35.540 45.814 37.238 48.963 35.385 45.722 12.673 19.889 19.139 26.529
120 23.739 31.507 49.403 63.617 34.584 44.105 36.633 48.145 34.469 44.072 13.580 22.426 19.974 27.280

PM10
24 43.968 66.446 45.908 87.272 45.008 78.609 44.6961 78.1402 44.5791 78.3874 37.531 55.642 38.734 61.888
72 42.615 63.896 56.801 91.395 50.511 79.402 50.2767 79.441 49.9515 79.1418 39.798 56.412 44.382 63.628
120 42.082 55.688 57.712 80.547 49.847 68.527 49.6783 68.5402 49.21 67.9288 41.334 55.584 43.490 56.750

NO2
24 13.849 18.964 22.146 32.514 15.310 21.843 15.354 21.869 15.321 21.858 14.357 19.175 16.354 21.098
72 13.548 18.573 23.678 34.231 15.827 22.301 15.857 22.331 15.820 22.298 14.803 19.703 16.851 21.317
120 12.937 17.831 24.267 33.355 15.742 22.156 15.809 22.208 15.753 22.171 14.916 20.058 16.613 21.026

CO
24 0.271 0.416 0.388 0.605 0.331 0.501 0.341 0.518 0.328 0.499 0.221 0.385 0.257 0.417
72 0.241 0.360 0.492 0.682 0.360 0.523 0.372 0.538 0.360 0.523 0.218 0.349 0.266 0.385
120 0.235 0.333 0.495 0.659 0.357 0.495 0.371 0.514 0.356 0.494 0.223 0.351 0.271 0.378

O3
24 21.359 29.339 63.231 84.934 30.715 41.747 30.8984 42.0025 30.7041 41.7472 18.943 26.685 25.141 33.287
72 22.386 30.499 69.579 90.984 34.256 45.976 34.5109 46.2865 34.2779 46.009 19.749 27.265 28.128 36.692
120 23.684 31.276 70.274 90.635 35.332 46.625 35.5986 47.0856 35.3156 46.6194 20.962 29.351 29.272 38.325

SO2
24 4.936 7.876 7.476 13.118 5.787 10.009 5.8966 10.081 5.7681 9.9842 4.014 6.600 4.859 7.460
72 4.401 7.569 8.017 13.392 5.918 10.321 6.0271 10.2832 5.905 10.3064 3.835 6.185 4.949 7.384
120 4.528 7.261 7.367 12.192 5.574 9.635 5.7155 9.5798 5.5701 9.6304 3.738 6.384 4.765 7.348
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