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1. Judge Model Prediction Analyse

Figure 1: Judge Model Prediction. An example of judge model inference after 2000 updates
during training, with ground truth and predictions. Where the ground truth 0 stands for
time steps that should terminate.

2. Judge Model Prediction Analyse

Given that our RL branch aligns with the baseline model and our contribution lies in the
introduction of the judge model, we drew direct comparisons with the baseline. An ablation
study on the essential components is detailed in Table 1.
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Method
w/

Transformer
w/o

Focal Loss
w/o

Judge Model
DITA (Ours)

SR(%) SPL(%) SR(%) SPL(%) SR(%) SPL(%) SR(%) SPL(%)

All 55.6 15.8 58.5 20.1 65.3 21.1 71.4 21.6

L>=5 36.8 15.5 38.4 17.6 50.5 20.9 57.9 22.2

Table 1: An ablation study on the judge model. In this table, ‘w/ Transformer’ denotes
a variant that employs a Transformer as the feature encoder. On the other hand, in the
variant ‘w/o Focal Loss,’ we replaced the focal loss in the judge model with cross-entropy
loss for comparison.
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