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Abstract

Amazon ships billions of packages to its customers annually within the United States. Ship-
ping cost of these packages are used on the day of shipping (day 0) to estimate profitability
of sales. Downstream systems utilize these days 0 profitability estimates to make financial
decisions, such as pricing strategies and delisting loss-making products. However, obtaining
accurate shipping cost estimates on day 0 is complex for reasons like delay in carrier in-
voicing or fixed cost components getting recorded at monthly cadence. Inaccurate shipping
cost estimates can lead to bad decision, such as pricing items too low or high, or promot-
ing the wrong product to the customers. Current solutions for estimating shipping costs
on day 0 rely on tree-based models that require extensive manual engineering efforts. In
this study, we propose a novel architecture called the Rate Card Transformer (RCT) that
uses self-attention to encode all package shipping information such as package attributes,
carrier information and route plan. Unlike other transformer-based tabular models, RCT
has the ability to encode a variable list of one-to-many relations of a shipment, allowing
it to capture more information about a shipment. For example, RCT can encode prop-
erties of all products in a package. Our results demonstrate that cost predictions made
by the RCT have 28.82% less error compared to tree-based GBDT model. Moreover, the
RCT outperforms the state-of-the-art transformer-based tabular model, FTTransformer,
by 6.08%. We also illustrate that the RCT learns a generalized manifold of the rate card
that can improve the performance of tree-based models.

1. Introduction

Amazon ships packages in the order of billions annually to its customers in the United
States alone. The route planning for these packages is done on the day of shipping, day 0.
As part of this plan, the shipping cost for each package is estimated by breaking down the
package journey into smaller legs, and calculating the cost of each leg using a rate card. Day
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0 cost estimates are used to compute initial profitability estimates for accounting purposes,
e.g.the estimate of profit/loss for each item as a result of a specific sale to a customer.
These profitability estimates are used by several downstream services for decision making
and planning.

However, the day 0 estimates may differ from the actual cost due to factors like improper
rate-card configuration, incorrect package dimensions, wrong delivery address, etc. Inaccu-
rate cost estimates cause skewed profitability estimates, which in turn leads to suboptimal
financial decisions by downstream systems. For example, if the shipping cost of an item is
consistently overestimated, then the item could be removed from the catalog. On the other
hand, underestimated cost can lead pricing systems to lower the price of the item, leading
to losses. Further, inaccurate estimation also leads us to promote wrong products to the
customer, causing bad customer experience. To improve these shipping cost estimates, we
propose a Transformer based deep learning model that accurately predicts the shipping cost
at day 0.

In the context of shipping, a package is characterized by its physical dimensions, weight,
and contents. It also include details about the carrier responsible for transporting it and
the intended route. Additionally, a package is associated with a variable number of at-
tributes that describe the item(s) inside and the various charges related to its shipment.
Collectively, we refer to these attributes as the rate card associated with the package. For
tabular datasets like package rate cards, tree based models like Gradient Boosted Decision
Trees (GBDT), XGBoost (Chen and Guestrin, 2016), etc., are considered as state-of-the-art
(SOTA) models. However, their effectiveness heavily relies on high-quality input features
(Arik et al., 2019) which can require extensive feature engineering. For our use case, this
problem is further accentuated by the fact that the target concept depends on high order
combinatorial interactions between rate card attributes. For example, if the rate card is
improperly configured for large containers with flammable substances shipped from Wash-
ington DC to New York by ABC carrier, then the model has to learn to associate property
combination < size = large, item = flammable, source = Washington, destination =
New Y ork, carrier = ABC > with high deviation between estimated and actual costs.
When dealing with feature combinations, considering all possible higher-order interactions
between package properties may be impractical due to the exponential increase in the
number of interactions with each increase in order, leading to the curse of dimensional-
ity (Bishop, 2006). Another shortcoming of tree based models is their inability to handle
a variable length list of features. A package may contain multiple items, and its ship cost
can be broken down into multiple charges types. Previous experiments demonstrated that
adding features engineered from multiple items and charges improved GBDT’s performance.
However, due to inability of tree based models to handle variable list of features, complete
information from them could not be learned.

In this paper, inspired by the recent success of transformers in tabular domain (Huang
et al., 2020; Somepalli et al., 2021; Gorishniy et al., 2021), we propose a novel architecture
called the Rate Card Transformer (RCT) to predict ship cost on day 0. The proposed
model is specifically designed to learn an embedding of rate card associated with a package.
The RCT leverages self-attention mechanisms to effectively capture the interdependencies
between various components in a rate card by learning interactions between input features.
Specifically, our contributions in this work include:
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• Propose a novel architecture, Rate Card Transformer (RCT), which leverages trans-
former architecture to learn a manifold of the rate card, to predict shipping cost on
Day 0. Further, it is demonstrated that RCT outperforms both GBDTs and the state-
of-the-art tabular transformer, FT-Transformer, (Gorishniy et al., 2021) in shipping
cost prediction.

• Extensive experiments are performed to show that the learned embeddings are a suf-
ficient representation of the rate card manifold, and self-attention layers are effective
feature interaction learners. Ablation studies are performed to analyze the impact of
number of transformer layers and attention heads on model performance.

2. Related Works

Tree-based algorithms are widely used in machine learning for tabular data. Decision trees
recursively split the data into multiple parts based on axis-aligned hyper-planes (Hastie
et al., 2009). Random Forests (RF) (Breiman, 2001) and Gradient Boosted Decision Trees
(GBDT) (Friedman, 2001) are the most commonly used tree based ensembles. RF fits
multiple decision trees on random subsets of the data and averages/polls the predictions
to alleviate the overfitting characteristic of decision trees. GBDT, XGBoost (Chen and
Guestrin, 2016), and CatBoost (Prokhorenkova et al., 2018) are boosted ensemble models
that sequentially build decision trees to correct errors made by previous trees, leading to
improved performance on complex datasets with non-linear relations.

Recently, there has been a lot of interest in deep learning models for tabular data. Some
methods introduce differentiable approximations of decision functions used in decision trees
to make them differentiable (Hazimeh et al., 2020; Popov et al., 2019). These methods
outperform pure tree based problem for some problem statements, however, they are not
consistently better (Gorishniy et al., 2021). Other methods have used attention mechanisms
to adapt DL methods to tabular data (Arik et al., 2019; Huang et al., 2020; Gorishniy et al.,
2021; Somepalli et al., 2021; Chen et al., 2022). TabNet (Arik et al., 2019) proposes a sparse
attention mechanism that is stacked in multiple layers to mimic the recursive splitting of
decision trees. Inspired from the success of self-attention transformers (Vaswani et al., 2017)
in many domains (Devlin et al., 2019; Dosovitskiy et al., 2021; Gong et al., 2021) meth-
ods like TabTransformer (Huang et al., 2020), FT-Transformer (Gorishniy et al., 2021)
and SAINT (Somepalli et al., 2021) were proposed. TabTransformer embeds all categori-
cal variables into a unified embedding space, and a sentence of categorical embeddings is
passed through self-attention transformer layers. FT-Transformer further extends this by
attending to numerical features as well, by using continuous embedding. SAINT builds on
FT-Transformer by proposing a new kind of attention which captures interactions between
samples of a batch. However, SAINT does not provide any advantage over FT-Transformer
for our problem statement, because intersample attention is only effective when the number
of dimensions is higher in comparision to the number of samples, thus we do not compare
RCT against SAINT (Somepalli et al., 2021).
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Figure 1: (a) Input encoder layer of Rate Card Transformer. (b) RCT Architecture

3. Methodology

3.1. Problem Statement

Rate card information of a shipment is a collection of feature types - dimension, route,
service, item, and charge, as illustrated in Fig. 1a. Each type contains m numerical and n
categorical features, represented as x ∈ S[m,n]. Formally, the rate card representation of
a package is P = {d, r, s, {ik}n

i

k=1, {ck}n
c

k=1} where d ∈ S[md, nd] are dimensional features,
r ∈ S[mr, nr] are route features, s ∈ S[ms, ns] are service features, ik ∈ S[mi, ni] are features
of kth item, ck ∈ S[mc, nc] are features of kth charge, and ni, nc are the number of items
and charges in the package.

The objective is to make an estimate Ĉ of the unknown actual shipping cost C, given the
day 0 heuristic estimate CA and the rate card P. A functional mapping f(P, CA; θ) ≈ Ĉ
with parameters θ is learned from a dataset D = {Pj , Cj , C

A
j }Nj=1, of N packages shipped

in the past.

3.2. Background

The Transformer architecture (Vaswani et al., 2017) is constructed by stacking multiple
encoder blocks, where each block takes a sequence of embeddings as input and outputs
a sequence of context aware embeddings. The encoder block consists of a multi-head self-
attention (MHSA) layer followed by a position-wise feed-forward layer, with residual connec-
tions and layer norm before each layer. The MHSA layer comprises multiple self-attention
units called heads, which learn interactions between input embeddings.

The encoder layers are powerful feature aggregators when the input sequence consists
of features. The encoder leverages MHSA layers to produce an interaction-aware represen-
tation of the input features. This is accomplished through the use of self-attention heads,
which computes a weighted sum of the input feature embeddings. To determine the sum-
mation weights, called attention scores, the attention mechanism projects the input features
using learned matrices into three subspaces, query qi, key ki and value vi. The attention
score, between two features are computed using Eq.1.
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The attentions score ai,j quantifies the interaction between features i and j. The raw
attention scores are softmax normalized to ensure that they sum up to 1. The interaction-
aware representation of feature i, oi, which considers interaction between all features, is
computed using the equation Eq. 2.

ai,j(qi, kj) = softmax(
qi · kj√

d
) (1)

oi =
∑
j

ai,jvj (2)

The output sequence is then recursively passed through subsequent encoder layers, al-
lowing each successive layer to learn higher order feature interactions. The transformer’s
depth controls the complexity of the learned representation, as deeper layers capture more
complex interactions between features. Further, multiple self-attention heads are used in
MHSA, enabling each head to attend to different feature sub-spaces and learning interac-
tions between them, cumulatively learning multiple independent sets of feature interactions.

3.3. Rate Card Transformer

The rate card of a package consists of multiple features types, namely dimensional, route,
service, item, and charge (Fig. 1a), where each feature type comprises multiple numerical
and categorical features. The dimensional, route and service features are referred to as
fixed length feature types, because each of them have a fixed number of features. Fixed
length feature types are embedded to a sequence of tokens using a mixed embedding layer
(MEL). For example, dimensional features d ∈ S[md, nd] are embedded to a d-dimensional
token sequence of length md + nd. The MEL contains multiple embedding blocks, one for
each feature in the feature type being embedded. Embedding lookup tables are used for
embedding categorical features, while numerical features are embedded using continuous
embedding blocks, as introduced in (Gorishniy et al., 2021).

Unlike fixed length features, a package is associated with variable number of items and
charges, thus these are referred to as variable length features. Each item is first embedded
through a mixed embedding layer, creating a sequence of tokens. The sequence is reduced to
a single token, creating a single embedding for each item. These set of layers is collectively
referred to as variable length embedding layer. Charges are also embedded similarly. After
all features have been embedded, a token sequence of length [(md +nd) + (mr +nr) + (mi +
ni) + ni + nc] is constructed. This is called the rate card embedding.

The sequence of feature tokens is passed as input to a stack of L Transformer encoder
layers that are able to learn complex, higher order interactions between the features. Finally,
the pooled Transformer output is fed to a feedforward layer to predict the shipping cost Ĉ
as shown in Fig. 1b.

We call the complete architecture the Rate Card Transformer (RCT). Trained to mini-
mize the L1 loss between the predicted and actual shipping cost (Equation 3), RCT learns
an effective representation of the dynamic rate card that allows it to accurately predict the
shipping cost.
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argmin
θ

E
P,C,CA∼D

[∣∣C − f
(
P, CA

)∣∣] (3)

4. Experiments

In this section, the performance of the RCT is demonstrated on a dataset of packages
shipped in 2022. The mean absolute error (MAE) between the predicted and actual shipping
cost is selected as the performance metric, as it is representative of the absolute error in
monetary terms. In this paper, the MAE values are normalized by the MAE of day 0
heuristic estimate, which is expressed as MAE percentage (MAE%). This metric emphasizes
the improvement achieved against the heuristic baseline.

MAE% =

∑N
i |Ci − Ĉi|∑N
i |Ci − CA

i |
× 100 (4)

4.1. Experimental Setup

4.1.1. Architecture and Hyperameters

The embedding dimension was set to 128, and 6 transformer encoder layers were used,
each with 16 self-attention heads. Adam optimizer (Kingma and Ba, 2014) with a starting
learning rate of 0.0001 and a batch size of 2048 was used. To improve convergence, the
learning rate was reduced by a factor of 0.7 every time the validation metric plateaued.
The model code was implemented using the PyTorch (Prokhorenkova et al., 2018) and
PyTorch Lightning (Falcon and The PyTorch Lightning team, 2019) frameworks.

4.1.2. Data Preparation

A training dataset of 10M packages was sampled from packages shipped during a 45-day
period in 2022. The data was preprocessed by label encoding categorical features and
standardizing numerical features. The test dataset contains all packages (without sampling)
that were shipped during a separate, non-overlapping week from 2022.

4.1.3. Benchmark Methods

We compare the performance of RCT against various models with increasing level of com-
plexity: GBDT, AWS AutoGluon (Erickson et al., 2020), Feedforward neural network,
TabTransformer and FT-Transformer. For GBDT model, numerical features were not stan-
dardized, and target encoding (Micci-Barreca, 2001) was used to encode categorical features
instead of label encoding. AWS AutoGluon was configured to learn an ensemble of Light-
GBM (Ke et al., 2017) models. A feedforward neural network containing 5 layers was used,
the input to which was generated by embedding and concatenating dimension, route and ser-
vice features. Publicly available implementations 1 of TabTransformer and FT-Transformer
were used, and all hyperparameters were made consistent with RCT. Since the baselines
do not handle collections of items and charges, we only used dimension, route and service
features.

1. https://github.com/lucidrains/tab-transformer-pytorch

https://github.com/lucidrains/tab-transformer-pytorch
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Table 1: (a) compares the performance of the RCT against various benchmarks, (b) com-
pares the performance of GBDT baseline with GBDT trained with RCT embeddings.
MAE% is calculated as shown in Equation 4.

(a)

Model MAE%

GBDT baseline 78.29
AutoGluon 77.59

Feed Forward 67.13
TabTransformer 69.58
FT-Transformer 59.33

RCT 55.72

(b)

Model MAE%

GBDT + manual features 78.29

GBDT + manual features + RCT embedding 68.50

GBDT + RCT embedding 69.21

Table 2: MAE% comparison between RCT and FT-Transformer (SOTA for self-
attention models)

Layers nheads d model RCT MAE% FT-Transformer MAE%

1 4 32 73.82% 76.31%
3 8 64 61.95% 63.11%
6 16 128 55.73% 59.34%

4.2. Baseline Comparisons

Table 1a compares RCT against the baseline models discussed in section 4.1.3. The mod-
els in the table are organized in increasing order of model complexity. Both tree based
models, GBDT and AutoGluon, are performing at a similar level. Deep learning models
consistently outperform tree based models, indicating that the proposed architecture is ef-
ficient for shipping cost prediction. Transformer based models have lower MAE% scores
than feedforward neural network, showing that transformers learn effective interaction. The
RCT model outperforms both transformer models - TabTransformer and FT-Transformer
(SOTA), suggesting that a custom architecture which encodes the latent structure of the
rate card is contributing to the improved performance. Table 2 compares the performance
of FT-Transformer and RCT models at different model sizes. The results show that RCT
outperforms FT-Transformer across all tested model sizes, showing indicates that encoding
rate card structure provides performance benefits across varying model capacities.

4.3. Does RCT learn effective representation of rate cards?

Transformers have been shown to have strong representation learning capabilities in a vari-
ety of tasks. In this experiment, we investigate the effectiveness of rate card representation
learned by RCT. To evaluate this, we compare the performance of our GBT model with
and without the learned rate card representation as an input feature.
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Figure 2: Figure a plots test MAE% vs number of attention heads. Figure b plots test
MAE% and train-val MAE% gap vs number of transformer layers. MAE% is calculated as
shown in Equation 4.

The pooled output of the final Transformer layer is treated as the learned representation
of the rate card. Adding this feature improved the performance of the GBDT by 9.79% (refer
Table 1b). Further, it was observed that even when all manually engineered features are
dropped, the GBDT still performs comparably, with an MAE percentage of 69.21%. This
indicates that the learned representations of rate cards are not only effective at capturing
better feature information, but are also sufficient representation of the package rate card.
However, even with this feature, the GBDT has a 13.5% higher MAE% than the RCT.
This is likely because the RCT is trained end-to-end, while the GBDT uses features learned
as part of a separate model.

4.4. Does self-attention learn better interactions than feed forward neural
networks?

In section 4.2, it was observed that feed forward (FF) neural networks were outperformed by
transformers, leading to the hypothesis that self-attention is a superior interaction learner.
This section aims to explore this hypothesis further by utilizing FF instead of self-attention
to encode dimension, route and service features while limiting the width of self-attention
to only the item and charge features. The output encodings of both FF and self-attention
are concatenated and fed into an FF layer to predict shipping cost. As the self-attention
width is decreased, it fails to capture the interactions between all rate card features. The
resulting model exhibits a higher MAE% of 64.73% in comparison to the RCT’s 55.72%.
These results suggest that FF models are inferior interaction learners in comparison to
transformers.

4.5. Analysis of Self-Attention

In section 3.2, we discussed the proficiency of transformers in feature aggregation, owing
to self-attention. In this section, ablation experiments are conducted to analyze the effect
of attention depth and attention head count. Increasing the number of attention heads
allows the model to learn more independent feature interactions. For this experiment, the
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Algorithm 1: Extraction of most attended feature per head

Data: Package Dataset D, self-attention heads H = {hi} and N features
Result: Heat map of most attended features
heat map← [];
for h ∈ H do

attention importance← [0]Ni=0 ;
for P ∈ D do

Compute attention map A = {ai,j} of h for P;
Increment attention importance[j] by 1 for top five interaction {i, j} from A;

end

attention importance← attention importance−min(attention importance)
max(attention importance)−min(attention importance) Append

attention importance to heat map
end
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Figure 3: Heatmaps generated from 1. Each column shows the relative importance of each
feature in a head, and each column corresponds to a different head.

model capacity is fixed at 128 dimensions, so an increase in the number of heads also
reduces the complexity of interactions learned per head. Thus, choosing optimal head
count is a trade-off between learning independent interactions and the complexity of each
learned interaction. The trade-off can be observed in Fig. 2a, where the performance
improves from 4 heads to 16 heads because the attention learned by each head is complex
enough. However, the performance degrades when attention heads are increased from 16
to 32 because the complexity of heads has reduced substantially, negating the benefit of
learning more independent interactions.

Next, we illustrate the effect of increasing the attention depth by adding transformer
encoder layers. Deeper transformer networks learn more complex higher-order interactions,
thereby enhancing the model’s performance, as observed in Fig. 2b. However, increasing
the number of layers from 6 to 12 reduces the model’s performance due to overfitting, caused
by the rise in learnable parameter count. The evidence for overfitting can be found in Fig.
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Figure 4: Scaling of RCT with data

2b, where the gap between train and val MAE increases by 30% when moving from 6 to 12
layers.

Finally, in Fig. 3, we display the heat maps generated using Algorithm 1. These heat
maps illustrate the number of times each feature was attended to as part of the top five
most attended features. Each column corresponds to a head, and each row corresponds to
a feature. The heat map on the left was generated using RCT with nheads = 16, and the
one on the right was generated with nheads = 4. Comparing both the heat maps, it can be
seen that Fig. 3a has less number of active feature interactions per column, confirming our
hypothesis that a larger number of attention heads leads to each head learning independent
interactions between features.

4.6. How does the Transformer scale with more data?

To minimize the experimentation costs, all experiments in this paper were conducted using
a training dataset of size 10 million. However, it is important to use the best performing
model, the training dataset size can be increased to achieve optimal performance.

To verify the scalability of RCT with data, we trained the model on different training
dataset sizes and plotted the results in Fig. 4. The results demonstrate that RCT’s per-
formance continues to improve with larger datasets. Therefore, we can confidently expect
that models trained on larger datasets will outperform the model explored in this paper.

5. Conclusion and Future Work

In this paper, we presented a novel framework based on the Transformer architecture for
predicting shipping costs on day 0. Our proposed framework encodes shipping attributes of
a package, i.e., the package rate card, into a uniform embedding space. These embeddings
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are then fed through a Transformer layer, which models complex higher-order interactions
and learns an effective representation of the package rate card for predicting shipping costs.
Our experimental results demonstrate that the proposed model, called RCT, outperforms
GBDT model by 28.8%. Furthermore, demonstrate the RCT performs better than SOTA
model FT-Transformer for our problem statement. We also show that when rate card
representation learned by RCT is added to GBDT model, its performance is improved
by 12.51%. This underscores the fact that RCT is able to learn sufficient representation
representations of rate card information.

In this work, the route information used was limited to the start and end nodes alone.
Future work could explore the use of Graph Neural Networks to encode information about
the complete route. Further, the performance of the RCT might be improved by exploring
ways to include the item ID as a feature, such as the use of item embeddings which are
available internally.

Also, while the RCT was trained to predict only the ship cost, it can be modified
to predict all the attributes of the invoice by adding a Transformer decoder layer. This
would enable other applications like invoice anomaly detection. Additionally, future research
could investigate whether the package representations learnt by the RCT can be used to
improve the performance of other related tasks or to quantify the model uncertainty in each
prediction via approaches like the one proposed in Amini et al. (2019).
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