Nonparametric modeling of the composite effect of multiple nutrients on blood glucose dynamics
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Abstract

In biomedical applications it is often necessary to estimate a physiological response to a treatment consisting of multiple components, and learn the separate effects of the components in addition to the joint effect. Here, we extend existing probabilistic nonparametric approaches to explicitly address this problem. We also develop a new convolution-based model for composite treatment–response curves that is more biologically interpretable. We validate our models by estimating the impact of carbohydrate and fat in meals on blood glucose. By differentiating treatment components, incorporating their dosages, and sharing statistical information across patients via a hierarchical multi-output Gaussian process, our method improves prediction accuracy over existing approaches, and allows us to interpret the different effects of carbohydrates and fat on the overall glucose response.
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1. Introduction

External factors have a profound impact on biological systems. One notable example is the effect of nutrients obtained through food, which can alter blood glucose levels in conjunction with various other factors (Albers et al., 2017; Balakrishnan et al., 2014). Comprehending how these factors shape a patient’s physiology is clinically important and crucial for personalized therapy, for example to maintain the blood glucose level in a desired healthy range (Lunceford et al., 2002; Murphy et al., 2007a,b; Silva, 2016). A high-impact application of glucose modeling is diabetes management, where accurate modeling aids in crafting personalized treatment plans. This requires comprehending the personalized impact of different components of diet and other factors, in order to regulate them appropriately.

Treatment–response curves (TRCs) capture the dynamics of temporal physiological signals when subjected to various treatments (Robins, 1987; Robins et al., 2000a; Gill and Robins, 2001; Bang and Robins, 2005). TRCs are commonly represented by a continuous-time function \( y \) modeled as the sum of the baseline trend \( f_b \) and the responses \( f_r \) to treatments with some dosages at given times (Soleimani et al., 2017; Zhang et al., 2020; Xu et al., 2016; Hızlı et al., 2023). In many real-world cases, treatments are composed of multiple components such that each component affects the response differently. Thus, we assume that the overall response \( f_r \) depends on the addition or more complex combination of multiple functions \( \{ f_{rq} \}_{q=1}^Q \), corresponding to different treatment components indexed by \( q \). This is illustrated in Figure 1, where we see how the presence and amount of a second treatment component (fat) changes the response caused by the first component (sugar). Correspondingly, the two goals in this setup are: (i) modeling of the overall treatment–response function \( f_r \) to make personalized predictions for the physiological quantity \( y \) under varying treatments,
and (ii) evaluating the component functions $f_{rq}$ and their contributions to $f_r$.

![No treatment, 10g Sugar, 10g Sugar, 3g Fat](image)

Figure 1: Illustrated glucose response under various treatment setups. Left: Baseline without any treatment. Middle: Response to one treatment component (10g sugar). Right: Response to two treatment components (10g sugar and 3g fat). Addition of fat increases the peak, but also delays it in time.

Estimating response curves of composite treatments is challenging due to several characteristics of complex longitudinal healthcare data: measurements are often sparse, noisy, and irregularly sampled, with a varying number of time points across patients (Gustafson, 2003; Hall, 2008). Moreover, it is not clear how to model the effect of treatment components on the overall outcome in the case of composite treatments. In particular, whether these effects should be estimated separately or jointly with some kind of interaction between them. Existing works, like Zhang et al. (2020); Hızlı et al. (2023), only model a single overall response curve, which cannot address interactions between multiple treatment components. Yet another question is how to include treatment dosage information in the model. Some studies, e.g. Xu et al. (2016); Cheng et al. (2020), do not include it at all. Modern modeling approaches need to address all these issues by being flexible and incorporating uncertainty (Chen et al., 2021; Spiegelhalter et al., 1999) to accurately characterize the biomedical observations.

To address these challenges, we investigate Bayesian parametric and nonparametric models for treatment–response curves. Usually, the nonparametric methods are beneficial due to their greater flexibility and ability to capture complex dynamics in longitudinal data (Ferguson, 1973; Müller and Mitra, 2013; Rodriguez and Müller, 2013). However, if domain experts have an accurate understanding of the desired TRC form, tailored parametric models may be efficient.

Our contributions can be summarized as follows:

1. We extend existing nonparametric models for TRCs to composite treatments, such that each treatment component’s influence on the response curve becomes separately characterized. The models are further improved by incorporating treatment dosages using Multi-output GPs (MOGPs). This approach also facilitates a joint analysis across multiple patients.

2. We develop a novel nonparametric TRC model based on a convolution of a Gaussian process (GP) that can capture the interaction between treatment components in a way that reflects the biological intuition, making it more interpretable.

3. We thoroughly compare the developed models with the existing work to verify their suitability to accurately predict the response of blood glucose to carbohydrate (carbs) and fat intake from meals. From the biological perspective, convolution-based model estimates the driving effect of carbohydrates and confirms the delayed effect of fat.

The experiments are done on a real-world blood-glucose dataset from the Helsinki University Hospital, which includes continuous blood glucose measurements and the treatment regimens of the patients, represented by meals eaten throughout a period of three days. The treatments are characterized by two main components: the amounts of carbohydrates and fat.

## 2. Related Work

We compare existing methods from the literature and the models we developed in Table 1, based on the following dimensions: parametric vs. nonparametric, type of the response function, the incorporation of treatment dosage in the model, the way of modeling data across all patients, and the possibility to distinguish the effects of different treatment components. The last dimension is the most relevant for the present study. When treatments are modeled jointly, it implies that their responses are coupled in some way, whereas additive treatments are modeled...
Table 1: Overview of compared methods. Our parametric models P-Resp and P-IDR are described in Appendix A. Our nonparametric models GP-Resp, GP-LFM and GP-Conv are described in Sections 3.1, 3.2 and 3.3, respectively.

<table>
<thead>
<tr>
<th>Model</th>
<th>Response modeling</th>
<th>Dosage dependence</th>
<th>Multiple individuals</th>
<th>Different treatment components</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parametric</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Soleimani et al. (2017)</td>
<td>Linear time-invariant</td>
<td>✓</td>
<td>Hierarchical model</td>
<td>Not available</td>
</tr>
<tr>
<td>Zhang et al. (2020)</td>
<td>Bell curve</td>
<td>✓</td>
<td>Hierarchical model</td>
<td>Shared response</td>
</tr>
<tr>
<td>P-Resp</td>
<td>Bell curve (independent)</td>
<td>✓</td>
<td>Hierarchical model</td>
<td>Additive</td>
</tr>
<tr>
<td>P-IDR</td>
<td>Bell curve (dependent)</td>
<td>✓</td>
<td>Hierarchical model</td>
<td>Additive</td>
</tr>
<tr>
<td>Nonparametric</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Xu et al. (2016)</td>
<td>Dirichlet Process</td>
<td>✗</td>
<td>Hierarchical model</td>
<td>Not available</td>
</tr>
<tr>
<td>Hzli et al. (2023)</td>
<td>Gaussian Process</td>
<td>✓</td>
<td>Multi-output GP</td>
<td>Not available</td>
</tr>
<tr>
<td>Cheng et al. (2020)</td>
<td>Latent force model</td>
<td>✗</td>
<td>Hierarchical model</td>
<td>Not available</td>
</tr>
<tr>
<td>GP-Resp</td>
<td>Gaussian Process</td>
<td>✓</td>
<td>Multi-output GP</td>
<td>Additive</td>
</tr>
<tr>
<td>GP-LFM</td>
<td>Latent force model</td>
<td>✓</td>
<td>Multi-output GP</td>
<td>Additive</td>
</tr>
<tr>
<td>GP-Conv</td>
<td>Convolution</td>
<td>✓</td>
<td>Multi-output GP</td>
<td>Jointly</td>
</tr>
</tbody>
</table>

separately and simply summed up for the overall response curve. Descriptions of the developed parametric models are shown in Appendix A, and they serve as baselines for the more advanced methods.

Parametric modeling. Soleimani et al. (2017) represent the TRCs as a linear time-invariant second-order dynamical system. The response function’s structure is shared across multiple signals. Zhang et al. (2020) introduce a parametric method in which individualized treatment–response curves are represented as bell-shaped response functions, hierarchically sharing patients’ information. The parameter specifying the magnitude of the bell-shaped curve is a linear combination of the dosages of various treatment components. The model accounts for errors in treatments’ values and times.

Nonparametric modeling. In Xu et al. (2016), the response consists of two main components: the baseline progression and additive effects of treatment–response functions, where individual treatment curves are parameterized as “U”-shaped functions. Dirichlet Process Mixture prior is used to cluster the baseline progression and the treatment response parameters keeping individual-specific variability. Hzli et al. (2023) focus on the usage of causality in learning TRCs. The authors model all patients jointly with the help of multi-output GPs but do not differentiate between various treatment components. Cheng et al. (2020) model TRCs using a GP-based Latent Force Model (LFM). This adds a mechanistic perspective to purely data-driven GPs. Moreover, they force effects to only act forward in time using causal time-marked kernels. The LFM approach is presented in Lawrence et al. (2006) and is illustrated with three case studies from computational biology, motion capture, and geostatistics. In the work by Álvarez et al. (2009), the latent modeling approach has been tested to discover the dynamics of transcriptional processes in the cell.

Convolution modeling. Convolution is a mathematical operation that can be applied to a waveform to filter it in some specific way. In blood-glucose modeling, it can be used to adjust the form of the response function, however, the following approach has not been used in TRCs modeling problem yet. It has been applied in the context of GPs construction for temporal data by convolving some continuous white noise process, for example, in Higdon (2002). In Boyle and Frean (2004) Gaussian processes are treated as white noise sources convolved with smoothing kernels which is equivalent to stimulating linear filters with Gaussian noise. Using this, authors extend GPs to handle multiple, coupled outputs. Álvarez et al. (2010) construct multioutput Mercer kernel with convolution processes. It allows the integration of prior information from physical models, such as ordinary differential equations, into the covariance function. However, the main focus of the paper is on efficient inference with convolved GPs.
3. Methods

The following section provides a comprehensive description of the devised models. We first formulate the high-level TRC model. From this general form we develop its parametric and nonparametric extensions and present how they differ from each other. We primarily focus on the nonparametric response models, which include one conventional GP model (GP-Resp), a Latent Force Model (GP-LFM), and a newly developed Convolution Model (GP-Conv).

Model formulation. Here we present the general, high-level model overview. Let the model of the physiological outcome for a single patient be described as:

\[ y(\tau) = f^B(\tau) + \sum_{j=1}^{M} f^T(\tau, t_j, m_j) + \epsilon, \tag{1} \]

where \( y(\tau) \in \mathbb{R}^{G} \) denotes a vector of a measured physiological quantity with measurement times \( \tau \in \mathbb{R}^{G} \). The baseline vector is \( f^B(\tau) \in \mathbb{R}^{G} \). There are \( M \) treatments happening during the observed time period and we assume that their effects are additive. A single treatment–response vector to the \( j \)-th treatment is \( f^T(\tau, t_j, m_j) \in \mathbb{R}^{G} \), where \( m_j \) is the vector of dosages and \( t_j \) is the time of the \( j \)-th treatment, respectively. The noise \( \epsilon \) denotes the error term. The model in Eq. (1) does not differentiate between \( Q \) components of a composite treatment \( j \), thus we extend it in the following form to explicitly capture different responses:

\[ y(\tau) = f^B(\tau) + \sum_{j=1}^{M} g_Q(\{f^T_q(\tau, t_j, m_{jq})\}_{q=1}^{Q}) + \epsilon, \tag{2} \]

where \( g_Q(\cdot) \) denotes a function that captures the coupling of \( Q \) different responses \( f^T_q(\tau, t_j, m_{jq}) \) for the different components \( q = 1, \ldots, Q \) of the composite treatment \( j \). The components of the composite treatment \( j \) all share the treatment time \( t_j \), but have varying dosages \( m_{jq} \). The developed models differ in the way the \( g_Q(\cdot) \) function treats various treatment components. Note that instead of absolute outcome times \( \tau \) and treatment times \( t_j \), we define the response functions \( f^T_q \) using relative times, i.e., the time difference since treatment \( j \): \( \Delta \tau_j = \tau - t_j \).

3.1. Nonparametric Separate Response Model (GP-Resp)

Here we describe an additive nonparametric Bayesian model, GP-Resp, where the two primary components in Eq. (2), namely the baseline and treatment–response functions, are modeled with GPs. In GP-Resp the \( g_Q(\cdot) \) is an additive function of \( Q \) treatment components, resulting in

\[ f^T(\tau, t_j, m_j) = \sum_{q=1}^{Q} f^T_q(\tau, t_j, m_{jq}) = \sum_{q=1}^{Q} f^T_q(\tau, t_j) f^m_q(\tau, m_{jq}). \tag{3} \]

The response to component \( q \) of treatment \( j \), \( f^T_q(\tau, t_j, m_{jq}) \), factorizes into \( f^T_q(\tau, t_j) \), defining the shape of the response, and \( f^m_q(\tau, m_{jq}) \), denoting the magnitude (i.e., height) of the response. These functions are specific for each component \( q \) of the composite treatment. Figure 2 (a) shows the sum of the responses for two treatment components (\( Q = 2 \)).

Figure 2: (a): Illustration of the treatment response in the additive model. (b): \( K^{\text{TLSE}} \) for the additive model. Only data in the interval \( 0 \leq \Delta \tau_{jk} \leq T \) is modeled. \( K^{\text{TLSE}} \) shows the covariance between the modeled observations (blue crosses in the left plot), where the off-diagonal blocks show covariances between different treatment periods.
Covariance modeling. The performance and flexibility of a GP model significantly depends on its covariance function (Rasmussen and Williams, 2005; Scholkopf and Smola, 2018). One of our contributions lies in developing a covariance function that accommodates multiple individuals, while also integrating treatment dosages and time restrictions on treatment influence into the model simultaneously. This approach enhances the model’s ability to capture important TRC dependencies.

The total response function comes from the GP \( y(\cdot) \sim \mathcal{GP}(0, k(\cdot, \cdot)) \), which in the case of finite input data simplifies to \( y = \mathcal{N}(0, \mathbf{K}) \). The total response is the sum of the baseline function and individual treatment-response components, all having \( \mathcal{GP} \) priors. Thus, the total covariance is

\[
\mathbf{K} = \mathbf{K}^b + \sum_{q=1}^{Q} \mathbf{K}^r_q.
\]

The detailed derivation of \( \mathbf{K} \) and its usage in training and testing is described in Appendix B.1.

\( \mathbf{K}^r_q \) is structured using multi-output GPs (MOGPs) and coregionalization techniques which help in multi-task learning problems (Bonilla et al., 2007; Liu et al., 2022; Alvarez et al., 2012; Van der Wilk et al., 2020). In our case, MOGPs allow us to work in parallel with multiple patients and treatments, sharing the information between them. The decomposition of \( \mathbf{K}^r_q \) is derived in Appendix B.2, leading to

\[
\mathbf{K}^r_q = \mathbf{C}_q \otimes \mathbf{K}^\text{TLSE}_q,
\]

where \( \mathbf{C}_q \) is the coregionalization matrix, whose values are linear functions of treatment dosages, and \( \mathbf{K}^\text{TLSE}_q \) captures how different time points are correlated for a single treatment component \( q \).

The Time-Limited Squared Exponential (TLSE) kernel is used to restrict the treatment influence time for the \( k \)th observation, i.e. \( 0 \leq \Delta \tau_{jk} \leq T \) (Wright et al., 2011). This means that the time-dependent function \( f_q^r(\tau_k, t_j) \sim \mathcal{GP}(0, k_{\text{TLSE}}(\Delta \tau_{jk}, \Delta \tau'_{jk})) \) with

\[
k_{\text{TLSE}}(\Delta \tau_{jk}, \Delta \tau'_{jk}) = k_{\text{SE}}(\Delta \tau_{jk}, \Delta \tau'_{jk}) C(\Delta \tau_{jk})C(\Delta \tau'_{jk}),
\]

where \( k_{\text{SE}}(\Delta \tau, \Delta \tau') = \exp(-\frac{1}{2} (\Delta \tau - \Delta \tau')^2/\ell^2) \) and

\[
C(\Delta \tau) = \begin{cases} 1, & \text{if } 0 < \Delta \tau < T \\ 0, & \text{otherwise}. \end{cases}
\]

A toy example of the observed data and the corresponding \( \mathbf{K}^\text{TLSE} \) covariance matrix is shown in Figure 2(b). We see that the covariance values between the closest observations are the largest. The covariance matrix captures also dependencies between observations from different treatment periods (e.g., two separate sub-sequences of consecutive modeled observations in Figure 2(b)). These dependencies are encoded by the non-diagonal covariance blocks.

3.2. Nonparametric Latent Force Model (GP-LFM)

Incorporating the dynamics of the system into a purely data-driven model can be valuable when modeling biological time series. One approach to achieve this is the Latent force model (Álvarez et al., 2009), which models how the outcome response changes with time using a linear ordinary differential equation (ODE) and then solves the ODE system (Edwards and Penney, 2000; Boyce et al., 2021) to obtain the overall response. Compared to the GP-Resp model, this corresponds to giving a physical meaning to the response function. In Section 3.1 we modeled \( f_q^r(\tau_k, t_j) \sim \mathcal{GP}(0, k_{\text{TLSE}}(\Delta \tau_{jk}, \Delta \tau'_{jk})) \) directly, but here we define its differential function \( (f_q^r)'(\cdot, \cdot) \)

\[
(f_q^r)'(\tau_k, t_j) = -D_q f_q^l(\tau_k, t_j) + S_q f_q^l(\tau_k, t_j)
\]

with a latent force \( f_q^l(\tau_k, t_j) \sim \mathcal{GP}(0, k_{\text{TLSE}}(\Delta \tau_{jk}, \Delta \tau'_{jk})) \) representing the treatment stimulus on the outcome. Solving the first-order linear ODE, we obtain the LFM kernel

\[
k_{\text{LFM}}(\Delta \tau_{jk}, \Delta \tau'_{jk}) = L \otimes L'[k_{\text{TLSE}}(\Delta \tau_{jk}, \Delta \tau'_{jk})] = S_q S_q \exp(-D_q(\Delta \tau_{jk}) - D_q(\Delta \tau'_{jk})) \\
\int_{0}^{\Delta \tau_{jk}} e^{-D_q u} \int_{0}^{\Delta \tau'_{jk}} e^{-D_q u'} k_{\text{TLSE}}(u, u') du' du.
\]

with decay and sensitivity parameters \( \{D_q, S_q\}_{q=1}^{Q} \). While \( D_q \) is the decline rate of the response, \( S_q \) is a coupling constant, describing the sensitivity of response function to the latent power.

A toy example of the observed data and corresponding \( \mathbf{K}^\text{LFM} \) covariance matrix is shown in Figure 5 of Appendix B.3. We see that compared to the \( \mathbf{K}^\text{TLSE} \) matrix in Figure 2(b), the \( \mathbf{K}^\text{LFM} \) has a larger covariance between the modeled outcomes which are located further away from the treatment.
3.3. Nonparametric Convolution Model (GP-Conv)

GP-Resp (Section 3.1) and GP-LFM (Section 3.2) extend existing methods to separately model different treatment components, manage their dosages, and facilitate information sharing across patients. However, these models still combine component-specific responses additively, and hence cannot incorporate complex interactions between the components. Instead, in a more biologically motivated model the response would be mainly determined by the driving treatment component (e.g. carbohydrates), and other minor components (e.g. fat) would modify this response, for example by delaying the effect or changing its magnitude.

Model formulation. One way to model the dependence between treatment components is through filtering or convolution (Higdon, 2002; Boyle and Frean, 2004; Álvarez et al., 2010) operation. Here, convolution leads to an interaction of the responses to sugar and fat by taking a smoothed average of nearby time points using a smoothing filter to mix the effects of these two nutrients.

We model response as

\[ f'(\tau_k, t_j, m_j) = f^m(m_j) f^\tau(\Delta \tau_{jk}, \{m_{jq}\}_{q=2}^Q) = \begin{cases} f^m(m_j) & \text{Magnitude term} \\ \int \left(g(\Delta \tau_{jk} - u, \{m_{jq}\}_{q=2}^Q) f^l(u) \ du \right) & \text{Smoothing filter} \\ f^l(u) & \text{Latent function} \end{cases} \]

The function \( f^m(m_j) \) takes dosages of all treatment components as input \( f^m(m_j) = \sum_{q=2}^Q b_q m_{jq} \). The latent function \( f^l(\cdot) \) produces a response based on one treatment component, and the filter \( g(\cdot) \) modifies the response by incorporating information about other components, effectively changing the shape and location of the latent function. Figure 3 illustrates how the convolved result is created from the filter and latent functions, with different added treatment dosages \( m_2 \). In this work, we use the simple Gaussian filter, which is interpretable, intuitively achieves the delaying effect of some treatment components, and maintains computational tractability.

Covariance derivation. Similarly to TLSE and LFM kernels in Section 3.1 and Section 3.2, we present the convolution kernel for \( f^l(\tau_k, t_j) \sim G\mathcal{P}(0, k_{\text{Conv}}(\Delta \tau_{jk}, \Delta \tau'_{jk})) \). To compute the kernel analytically we use a Gaussian filter:

\[ g(\Delta \tau_{jk} - u, \{m_{jq}\}_{q=2}^Q) = \frac{1}{\sqrt{2\pi}\sigma} \exp\left(\frac{-(\Delta \tau_{jk} - u - \mu)^2}{2\sigma^2}\right) \]

as the smoothing filter \( g(\Delta \tau_{jk} - u, \{m_{jq}\}_{q=2}^Q) \) and let \( f^l(u) \sim GP(0, k_{\text{TLSE}}(u, u')) \). To define the filter, we assume that one treatment component has a larger influence on the final response than the other \( Q - 1 \) components. When some \( m_{jq} \) of treatment components \( q = \{2, \ldots, Q\} \) are non-zero, we want to shift the latent function \( f^l(\cdot) \) with the value of \( \mu \) and change its variance by adding \( \sigma^2 \). These shift and variance changes follow from the application of the filter function, and thus we let its parameters depend on covariates \( \{m_{jq}\}_{q=2}^Q \) linearly: \( \mu = \sum_{q=2}^Q \beta_q m_{jq} \) and \( \sigma = \sum_{q=2}^Q \delta_q m_{jq} \).

After performing derivations in Appendix C, we achieve the final covariance function:

\[ k_{\text{Conv}}(\Delta \tau_{jk}, \Delta \tau'_{jk}) = \frac{l}{\sqrt{l^2 + \sigma^2 + \sigma'^2}} \exp\left(\frac{-1}{2} \frac{(\Delta \tau_{jk} - \Delta \tau'_{jk} - \mu + \mu')^2}{(l^2 + \sigma^2 + \sigma'^2)}\right). \]

A toy example of the observed data and corresponding \( K_{\text{Conv}} \) is shown in Figure 5 of Appendix B.3. Compared to the \( K_{\text{TLSE}} \) in Figure 2 (b) and \( K_{\text{LFM}} \) in Figure 5 of Appendix B.3, \( K_{\text{Conv}} \) correlations between the modeled observations are more scattered and their absolute values are smaller.

4. Experiments

Here, we demonstrate and compare the ability of the different models to derive valuable biological insights from real-world observational data, without performing costly randomized controlled trials. The code is accessible at https://github.com/jularina/trcmed-kit.

4.1. Dataset

We use real-world meal-blood glucose measurements, collected by a portable continuous glucose monitoring device and food diaries. The data (Appendix D) have been collected for non-diabetic patients, after undergoing a bariatric (e.g., gastric bypass) surgery. We include two nutrient components in the model \( Q = 2 \): carbohydrates (starch+sugar) and fat. The observation period is 3 days; we use the first 2 days for training and cross-validation and the last 3rd day for test-
**Figure 3: GP-Conv model.** By convolving the carbohydrate response $f^i(\tau, t)$ (left, purple) with the fat-based filter $g(\tau, t, m_2)$ (middle, orange) we obtain the total response $f^i(\tau, t, m_2)$ (right, blue). We compare three composite meals with: (i) $m_2 = 0$ g, (ii) $m_2 = 4$ g and (iii) $m_2 = 8$ g.

Table 2: Comparison of methods’ prediction accuracy with the real-world test set (mean ± SE, 12 patients).

<table>
<thead>
<tr>
<th>Parametric models</th>
<th>Zhang et al. (2020)</th>
<th>P-Resp</th>
<th>P-IDR</th>
<th>Hızlı et al. (2023)</th>
<th>Cheng et al. (2020)</th>
<th>Nonparametric models</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMSE (↓)</td>
<td>0.70 ± 0.06</td>
<td>0.68 ± 0.07</td>
<td>0.67 ± 0.06</td>
<td>0.49 ± 0.01</td>
<td>0.48 ± 0.04</td>
<td>0.45 ± 0.03</td>
</tr>
<tr>
<td>MAE (↓)</td>
<td>0.44 ± 0.04</td>
<td>0.45 ± 0.04</td>
<td>0.43 ± 0.04</td>
<td>0.36 ± 0.01</td>
<td>0.34 ± 0.03</td>
<td>0.32 ± 0.02</td>
</tr>
<tr>
<td>MNLL (↓)</td>
<td>1.04 ± 0.13</td>
<td>1.11 ± 0.14</td>
<td>1.08 ± 0.13</td>
<td>0.78 ± 0.03</td>
<td>0.77 ± 0.14</td>
<td>0.94 ± 0.03</td>
</tr>
</tbody>
</table>

Overall, the nonparametric models outperform the parametric ones in all metrics. The flexibility of GPs enables modeling dependencies in the noisy and complex glucose dataset. We note that RMSE results for nonparametric approaches are usually within the 2 standard errors from each other. Among these, GP-LFM performs the best on average: it has all the advantages of the GP-Resp, adds latent dynamics to time series modeling, and has more parameters. While GP-Resp models the responses with GPs directly, the GP-LFM models latent forces for carbohydrates and fat with GPs, however, they undergo a linear transformation to create the final responses. The novel nonparametric convolution model GP-Conv aims at modeling the influence of one treatment component on the response of another component, which is valuable for biological interpretability. The numerical RMSE and MAE results for it are better than for all the parametric and existing nonparametric approaches (Hızlı et al., 2023; Cheng et al.,...
Nonparametric modeling of blood glucose dynamics

4.3. Detailed results for GP-LFM

Here, we explore visually the best-performing GP-LFM model. In the middle of Figure 4 (a) we provide GP-LFM predictions for the test set of a single patient. The total glucose curve is composed of distinct responses to carbohydrates, fat, and baseline, and fits the observations accurately. To better understand the influence of carbohydrates and fat on glucose we provide response curves for a single meal with average carbohydrate and fat dosages (bottom of Figure 4 (b)). From the biological perspective, the results reveal that carbohydrates have a much larger and more rapid impact on glucose levels (Wolever and Miller, 1995; Anderson et al., 2002; Alsalim et al., 2016), whereas fat has a delayed and comparatively smaller influence. The model represents the mechanisms underneath the biological process of glucose generation using latent forces. The learnt latent force related to carbohydrate response (Figure 9 of Appendix F) resembles the behaviour of insulin (Wilcox, 2005; Rahman et al., 2021), which is a hormone produced when blood sugar levels rise, prompting cells to absorb blood sugar. If the glucose peak is delayed, the insulin peak is correspondingly expected to be smaller.

4.4. Detailed results for GP-Conv

Visually examining the GP-Conv model yields useful insights. Based on the earlier findings, it is evident that fat has a relatively small influence on the glucose response. The assumption in GP-Conv is to model the response primarily by carbohydrate intake, with a slight adjustment in the curve when fat is introduced. From the biological explainability point-of-view, the objective is to investigate the impact of fat, compared to the prediction based solely on carbohydrates. The top of Figure 4 (a) shows the predicted response curve for the test data, showing (i) the fitted curve without fat, and (ii) the final curve incorporating information about all treatment components. Furthermore, Figure 4 (b) shows GP-Conv predictions for a single meal with average nutrient dosages. We observe that fat in the treatment delays the response a bit and causes a higher peak later.
5. Conclusion

We introduced and compared several probabilistic models for TRCs with the primary focus on nonparametric models for blood glucose. The models yielded accurate personalized glucose predictions with associated uncertainties, and improved previous methods by including multiple treatment components, incorporating treatment dosages, utilizing the TLSE kernel to account for dependencies between treatments, and employing a multi-output GP to share information across patients. The nonparametric GP-Resp and GP-LFM methods learned separate responses to different treatment components and combined them additively, while the novel GP-Conv provided a biologically motivated way to understand the influence of one treatment component on the response produced by another. This model learned the physiological response primarily based on the dominant treatment component, while adjusting the response curve if another treatment component was present. In the context of blood-glucose modeling, the results revealed that carbohydrates had a significant, pronounced and rapid impact on glucose levels, whereas added fat delayed the response.

Limitations. There exist certain limitations in fitting GPs to observational data for the purpose of treatment effect estimation, in the sense of causality. For causal modeling, several assumptions, such as the no unobserved confounding (NUC), should hold. In practice, we do not expect these to hold exactly in our dataset, and therefore causal interpretations should be taken with caution. Validating the assumptions through the use of domain knowledge and with relevant sensitivity analyses (Robins et al., 2000b) is a valuable step toward a causal model which may be more robust and generalizable in the real-world. Another limitation is the scalability of the methods with respect to the number of inputs. Currently, the GPs scale $O(n^3)$, where $n$ is the number of observations. However, various modifications, like sparse GPs, could be used to improve the computational efficiency of the models if needed.

Future directions. One potential avenue for future research is the inclusion of additional treatment components, e.g., proteins, in the model, along with a more advanced approach to modeling interconnections between these components using the convolution technique. The convolution filter parameters may not depend linearly on the treatment dosages, but instead on some nonlinear combination, although implementing this may affect interpretability, which is one strength of the current model. Also, one more direction is connected with modeling jointly multiple response variables, for instance, with the help of MOGPs (Cheng et al., 2020).
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Appendix A. Parametric models

To generate baseline scores for the more advanced nonparametric models, we initially study parametric Bayesian models. To understand the influence of treatments on the physiological state, we model the treatment–response curve for patient \( i \) using a bell-shaped parametric function (Zhang et al., 2020).

\[
f^r(\tau, t_j, m_j) = h_{ij} \exp \left( \frac{-0.5(\tau - t_j - 3l_i)^2}{l_i^2} \right) \tag{13}\]

This function has two parameters, \( h_{ij} \) controls the height of the curve (magnitude of the response) and \( l_i \) controls the width (reflecting the duration of the response).

The hierarchical Bayesian models (Gelman et al., 2013) are used, imposing the connection between the individuals by specifying the same hyperparameter for sampling height and width parameters, but at the same time treating these coefficients individually.

We aim to distinguish between different treatment components in this paper and to achieve this goal, we develop P-Resp and P-IDR parametric models that incorporate distinct connections among responses to disparate treatment categories.

Separate response model (P-Resp)

In this scenario, multiple response functions are considered, with each one corresponding to different treatment components \( Q \). The overall response function is decomposed in the following manner

\[
f^r(\tau, t_j, m_j) = \sum_{q=1}^{Q} f^r_q(\tau, t_j, m_{jq}) = \sum_{q=1}^{Q} h_{ijq} \exp \left( \frac{-0.5(\tau - t_j - 3l_{iq})^2}{l_{iq}^2} \right) \tag{14}\]

with \( h_{ijq} = \beta_{iq}m_{iq} \). There are curve parameters, corresponding to each component of treatment. It helps to catch various differences in the ways the specific treatment component influences the overall physiological quantity.

Individualized dependent response model (P-IDR)

In this model, the lengthscale parameter \( l \), which determines the width of the curves, is dependent between different treatment components. Specifically, the widths of the \( Q - 1 \) treatment components are dependent on the width of the first treatment component, with unique coefficients \( c_q \) for each \( q \). Considering the aforementioned dependencies, we derive the following equation

\[
f^r(\tau, t_j, m_j) = \sum_{q=1}^{Q} f^r_q(\tau, t_j, m_{jq}) = h_{ij1} \exp \left( \frac{-0.5(\tau - t_j - 3l_{i1})^2}{l_{i1}^2} \right) + \sum_{q=2}^{Q} h_{ijq} \exp \left( \frac{-0.5(\tau - t_j - 3c_q l_{i1})^2}{(c_q l_{i1})^2} \right) \tag{15}\]

with \( h_{ijq} = \beta_{iq}m_{jq} \). We account for the possible dependence of the width of the bell-shaped response functions for various treatment components, which in P-Resp used to be completely independent.

Appendix B. Covariance for nonparametric models

B.1. Inferring the posteriors for the nonparametric models

In the finite input data case \( y = f^b + \sum_{q=1}^{Q} f^r_q + \epsilon \) with \( f^b = N(0, K^b) \), \( f^r_q = N(0, K^r_q) \) and \( y = N(0, K) \). Our goal is to work with all-patient, all-treatment data at once, meaning that if the input data contains \( P \) patients with \( G_i \) observations for each patient \( i \), then \( y \in R^s \) with \( s = \sum_{i=1}^{P} G_i \). The full covariance is

\[
K = \text{cov}(y, y') = E[(y - E(y))(y' - E(y'))] = E[(f^b + \sum_{q=1}^{Q} f^r_q)(f^b' + \sum_{q=1}^{Q} f^r_q')] = \text{cov}(f^b, f^b') + \sum_{q=1}^{Q} \text{cov}(f^r_q, f^r_q') = K^b + \sum_{q=1}^{Q} K^r_q. \tag{16}\]

To make predictions for the test data \( X^* \), we infer the posteriors for the baseline and treatment–response functions separately in order to understand the individual influence of each part on the total curve.
prediction. The equations for train and test parts are
\[
y = f^t + \sum_{q=1}^{Q} f^t_q + \epsilon, \quad (17)
\]
\[
f^* = f^{t*} + \sum_{q=1}^{Q} f^{t*}_q, \quad (18)
\]
respectively. The goal is to sample \( f^{t*}_b \) and \( f^{t*}_q \) from the GP posterior. For the baseline, we consider the joint distribution
\[
[y, f^{t*}] \sim \mathcal{N} \left( \begin{bmatrix} 0 \\ 0 \end{bmatrix}, \begin{bmatrix} K(X,X) + \sigma^2 y I & K^b(X,X) \\ K^b(X,X) & K^b(X,X) \end{bmatrix} \right) \]
which gives the posterior
\[
f^{b*} \sim \mathcal{N}(\bar{f}^{b*}, \text{cov}(f^{b*}, f^{b*})), \quad (20)
\]
\[
\bar{f}^{b*} = K^b(X^*,X)(K(X,X) + \sigma^2 y I)^{-1}y, \quad (21)
\]
\[
\text{cov}(f^{b*}, f^{b*}) = K^b(X^*,X) - K^b(X^*,X)
\]
\[
(K(X,X) + \sigma^2 y I)^{-1}K^b(X,X). \quad (22)
\]
For the response function of treatment component \( q \) we come from
\[
[y, f^{t*}_q] \sim \mathcal{N} \left( \begin{bmatrix} 0 \\ 0 \end{bmatrix}, \begin{bmatrix} K(X,X) + \sigma^2 y I & K^q(X,X) \\ K^q(X,X) & K^q(X,X) \end{bmatrix} \right) \]
(23)
to the posterior
\[
f^{q*}_q \sim \mathcal{N}(\bar{f}^{q*}_q, \text{cov}(f^{q*}_q, f^{q*}_q)), \quad (24)
\]
\[
\bar{f}^{q*}_q = K^q(X^*,X)(K(X,X) + \sigma^2 y I)^{-1}y, \quad (25)
\]
\[
\text{cov}(f^{q*}_q, f^{q*}_q) = K^q(X^*,X) - K^q(X^*,X)
\]
\[
(K(X,X) + \sigma^2 y I)^{-1}K^q(X,X). \quad (26)
\]

B.2. Multi-output GPs approach for covariance construction

It is important to understand how the covariance for the response \( f^r_q \) of the concrete treatment component \( q \) is structured. Here \( f^r_q = f^m_q \mathbf{t}_q = W_q f^t_q \) where \( W_q = b_q \mathbf{m}_q \) depends on the treatment dosages and \( f^t_q \) depends on the differences between observation and treatment times. The vectorized parameter \( b_q \) includes the individual-specific parameters \( \{b_{q,i}\}_{i=1}^P \). To calculate \( K^r_q \), we use MOGPs and the linear model of coregionalization approach
\[
K^r_q = \text{cov}(W_q f^t_q, W_q f^{t*}_q) = C_q \otimes K^\text{TLSE}, \quad (27)
\]
where \( C_q = W_q W_q^T + \text{diag}(k) \). By modeling all the patients and treatments at once, we can include the correlations between them in the model to make the process more informed.

B.3. Covariance matrices for artificial dataset

The visualizations of the covariance matrices for the models \( \text{GP-LFM} \) and \( \text{GP-Conv} \) on the toy data are provided in Figure 5.

![Figure 5: Covariance matrices for artificial dataset](image_url)

**Figure 5:** \( K_{\text{LFM}} \) and \( K_{\text{Conv}} \) creation for the suitable observed data, lying within the interval \( 0 \leq \Delta t_{jk} \leq T \), is shown. Kernels show covariance between outcomes. On the \( x \)- and \( y \)-axes there are the indices of the modeled observations (blue crosses in the upper plot).

Appendix C. Covariance for convolution derivation

We want to calculate covariance for the
\[
f^t(\Delta t_{jk}) = \int g(\Delta t_{jk} - u)f^t(u)du.
\]
In that case the kernel is

\[
k_{\text{Conv}}(\Delta \tau_{jk}, \Delta \tau'_{jk}) = \frac{1}{\sqrt{2\pi \sigma}} \int \int g(\Delta \tau_{jk} - u)g'(\Delta \tau'_{jk} - u') \exp \left( -\frac{1}{2\sigma^2}(\Delta \tau_{jk} - u - \mu)^2 \right) \exp \left( -\frac{1}{2\sigma'^2}(\Delta \tau'_{jk} - u' - \mu')^2 \right)
\]

with

\[
g(\Delta \tau_{jk} - u) = \frac{1}{\sqrt{2\pi \sigma}} \exp \left( -\frac{1}{2\sigma^2}(\Delta \tau_{jk} - u - \mu)^2 \right)
\]

and

\[
\text{cov}(f^l(u), f'^l(u')) = \exp \left( -\frac{1}{2} \frac{(u - u')^2}{l^2} \right).
\]

First, we have to evaluate the integral

\[
\int g'(\Delta \tau'_{jk} - u') \text{cov}(f^l(u), f'^l(u'))du' = \int \frac{1}{\sqrt{2\pi \sigma'}} \exp \left( -\frac{1}{2\sigma'^2}(\Delta \tau'_{jk} - u' - \mu')^2 \right) \exp \left( -\frac{1}{2} \frac{(u - u')^2}{l^2} \right) \exp \left( -\frac{1}{2} \left[ \sigma'^{-2}(\Delta \tau'_{jk} - u' - \mu')^2 + l^{-2}(u - u')^2 \right] \right) du',
\]

where the term * is calculated by completing the square:

\[
\sigma'^{-2}(\Delta \tau'_{jk} - u' - \mu')^2 + l^{-2}(u - u')^2 = (\sigma'^{-2} + l^{-2})(u' - a)^2 + b(u - (\Delta \tau'_{jk} - \mu'))^2
\]

with \(a = (\sigma'^{-2} + l^{-2})^{-1}(\sigma'^{-2}[\Delta \tau'_{jk} - \mu'] + l^{-2}u)\) and \(b = \sigma'^{-2}(\sigma'^{-2} + l^{-2})^{-1}l^{-2}u\). Accordingly, we obtain the first integral as

\[
\int g'(\Delta \tau'_{jk} - u') \text{cov}(f^l(u), f'^l(u'))du' = \frac{1}{\sigma'\sqrt{\sigma'^{-2} + l^{-2}}} \exp \left( -\frac{1}{2} \left[ b(u - (\Delta \tau'_{jk} - \mu'))^2 \right] \right).
\]

The second integral is

\[
\frac{1}{\sigma'\sqrt{\sigma'^{-2} + l^{-2}}} \int \frac{1}{\sqrt{2\pi \sigma}} \exp \left( -\frac{1}{2\sigma^2}(\Delta \tau_{jk} - u - \mu)^2 \right) \exp \left( -\frac{1}{2} \left[ b(u - (\Delta \tau'_{jk} - \mu'))^2 \right] \right) du
\]

where for \(**\) the completion of the square is

\[
\sigma^{-2}(\Delta \tau_{jk} - u - \mu)^2 + b(u - (\Delta \tau'_{jk} - \mu'))^2 = (\sigma^{-2} + b)(u - c)^2 + d(\Delta \tau_{jk} - \mu - (\Delta \tau'_{jk} - \mu'))^2
\]

with \(c = (\sigma^{-2} + b)^{-1}(\sigma^{-2}[\Delta \tau_{jk} - \mu] + b[\Delta \tau'_{jk} - \mu'])\) and \(d = (\sigma^{-2} + \sigma'^{-2} + l^{-2})^{-1} \cdot 1.\) As follows, we receive the second integral and the whole kernel as

\[
k_{\text{Conv}}(\Delta \tau_{jk}, \Delta \tau'_{jk}) = \frac{1}{\sigma'\sqrt{\sigma'^{-2} + l^{-2}}(\sigma^{-2} + b)} \exp \left( -\frac{1}{2} \left[ \sigma'^{-2}(\Delta \tau'_{jk} - u' - \mu')^2 + l^{-2}(u - u')^2 \right] \right) \exp \left( -\frac{1}{2} \left[ \sigma^{-2}(\Delta \tau_{jk} - \mu)^2 + b(u - (\Delta \tau'_{jk} - \mu'))^2 \right] \right)
\]

\[
= \frac{1}{\sqrt{l^2 + \sigma^2 + \sigma'^2}} \left( l^2 + \sigma^2 + \sigma'^2 \right)
\]

\[
(34).
\]

Appendix D. Original data description

In Table 3 we present summarized statistics of the original dataset. We also provide the visual description of the real-world data: aggregated in Figure 6 and for each concrete patient in Figure 7.

Figure 6: Original data distribution, aggregated for all the patients.
Appendix E. Model training and performance evaluation

We illustrate how to assess a model’s performance on previously unseen data in Figure 8. The 3-day dataset is partitioned into two segments: the first 2 days and the final 3rd day. The initial two days are employed for cross-validation and fine-tuning of parameters.

Due to the temporal nature of the data, in each split, the test indices must be temporally later than those in the preceding split. In the kth split, the first k folds serve as the training set, while the (k + 1)th fold is designated as the validation set.

We do not consider cross-validation by patients, as each model possesses parameters tailored to individual patients. Consequently, it cannot be trained and validated solely on specific subsets of patients.

Table 3: Original dataset statistics.

<table>
<thead>
<tr>
<th>Glucose # train</th>
<th>Treatment # train</th>
<th>Glucose median train</th>
<th>Carbs median train</th>
<th>Fat median train</th>
<th>Glucose # test</th>
<th>Treatment # test</th>
<th>Glucose median test</th>
<th>Carbs median test</th>
<th>Fat median test</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>14</td>
<td>4.1</td>
<td>8.27</td>
<td>1.5</td>
<td>14</td>
<td>6</td>
<td>3.8</td>
<td>8.34</td>
<td>2.3</td>
</tr>
<tr>
<td>2</td>
<td>30</td>
<td>3.3</td>
<td>8.6</td>
<td>2.3</td>
<td>30</td>
<td>6</td>
<td>3.8</td>
<td>8.34</td>
<td>2.3</td>
</tr>
<tr>
<td>3</td>
<td>35</td>
<td>3.2</td>
<td>8.7</td>
<td>2.3</td>
<td>35</td>
<td>6</td>
<td>3.8</td>
<td>8.34</td>
<td>2.3</td>
</tr>
<tr>
<td>4</td>
<td>24</td>
<td>3.1</td>
<td>8.6</td>
<td>2.3</td>
<td>24</td>
<td>6</td>
<td>3.8</td>
<td>8.34</td>
<td>2.3</td>
</tr>
<tr>
<td>5</td>
<td>12</td>
<td>4.4</td>
<td>8.5</td>
<td>2.3</td>
<td>12</td>
<td>6</td>
<td>3.8</td>
<td>8.34</td>
<td>2.3</td>
</tr>
<tr>
<td>6</td>
<td>31</td>
<td>3.3</td>
<td>8.6</td>
<td>2.3</td>
<td>31</td>
<td>6</td>
<td>3.8</td>
<td>8.34</td>
<td>2.3</td>
</tr>
<tr>
<td>7</td>
<td>34</td>
<td>3.3</td>
<td>8.6</td>
<td>2.3</td>
<td>34</td>
<td>6</td>
<td>3.8</td>
<td>8.34</td>
<td>2.3</td>
</tr>
<tr>
<td>8</td>
<td>38</td>
<td>3.3</td>
<td>8.6</td>
<td>2.3</td>
<td>38</td>
<td>6</td>
<td>3.8</td>
<td>8.34</td>
<td>2.3</td>
</tr>
<tr>
<td>9</td>
<td>41</td>
<td>3.3</td>
<td>8.6</td>
<td>2.3</td>
<td>41</td>
<td>6</td>
<td>3.8</td>
<td>8.34</td>
<td>2.3</td>
</tr>
<tr>
<td>10</td>
<td>45</td>
<td>3.3</td>
<td>8.6</td>
<td>2.3</td>
<td>45</td>
<td>6</td>
<td>3.8</td>
<td>8.34</td>
<td>2.3</td>
</tr>
</tbody>
</table>

Table 4: Hyperparameter search range for nonparametric models

<table>
<thead>
<tr>
<th>Hyperparameter</th>
<th>Search range</th>
<th>Applicable models</th>
</tr>
</thead>
<tbody>
<tr>
<td>Treatment effect time</td>
<td>2.5, 3.0, 3.5</td>
<td>All</td>
</tr>
<tr>
<td>Carbohydrate response lengthscale</td>
<td>0.25, 0.3, 0.35, 0.4</td>
<td>All</td>
</tr>
<tr>
<td>Fat response lengthscale</td>
<td>0.7, 0.75, 0.8, 0.85</td>
<td>GP-Resp, GP-LFM</td>
</tr>
<tr>
<td>Baseline lengthscale</td>
<td>5, 10, 15</td>
<td>All</td>
</tr>
</tbody>
</table>

Appendix F. Model predictions

The GP-LFM’s learned latent force and response to the driving component of one patient’s meals are shown in Figure 9. The test set predictions of the non-
parametric models are shown in Figure 10 for several patients.

Figure 9: Comparison of the GP–LFM latent force and final response to carbohydrates for a single patient.
Figure 10: Comparison of results of the nonparametric models GP-Resp, GP-LFM, GP-Conv, Cheng et al. (2020) and Hızlı et al. (2023).