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Abstract

Globally, 3-10% of newborns do not breathe spon-
taneously at birth and need resuscitation. Prompt
initiation of resuscitative interventions such as tac-
tile stimulation and positive pressure ventilation can
reduce neonatal mortality and morbidity associated
with birth asphyxia. Automated video analysis of
resuscitation episodes may be beneficial for evalua-
tion and debriefing purposes. In this work, a dataset
of 220 newborn resuscitation videos collected at the
Stavanger University Hospital (Norway) is used to
develop NBT-I3D, a deep neural network pipeline to
automatically recognize resuscitation activities. To
assess the task, both binary and multiclass networks
have undergone training, allowing for a comparison
of the two approaches. Results obtained for binary
classification show a mean precision and recall of
84.76% and 80.92%, respectively. For multiclass, a
mean precision and recall of 72.26% and 74.80% are
reported.

1 Introduction

Neonates are at the highest risk of dying during and
shortly after birth. Of the 2.4 million infants that
died in the first month of life in 2020, about 1 mil-
lion died within the first 24 hours [1]. The majority
of these deaths occur in low and medium-income
countries, but even high-income countries face sig-
nificant human and economic costs from neonatal
birth-related complications.

Birth asphyxia, defined as the failure to establish
breathing at birth, is one of the leading causes of
neonatal morbidity and mortality [2]. Early initi-
ation of resuscitation interventions within the first
minute after birth (called the golden minute) can re-
duce the risk of death and long-term damage related
to birth asphyxia [3]. Video analysis of newborn
resuscitation episodes has shown promise for eval-
uation and training purposes [4, 5], but it is time-
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Figure 1. Example of PPV (left) and CPAP (right). A
T-piece resuscitator is a manually operated, flow-driven
device used to deliver controlled breathing support at
specified pressures. For PPV, the valve of the T-piece
device should be intermittently blocked with a finger
30-60 times per minute, while for CPAP it is just held
in position.

consuming and raises privacy concerns. Therefore,
implementing artificial intelligence to automate this
analysis would offer substantial benefits and could
lead to the development of tools for newborn resus-
citation research, debriefing, quality improvement,
and real-time support.

According to resuscitation guidelines [6, 7], critical
resuscitative interventions for non-breathing new-
borns include positive pressure ventilation (PPV),
tactile stimulation, suction, and chest compressions.
PPV should be initiated within one minute after
birth if the newborn is breathing insufficiently or
the heart rate is lower than 100 beats per minute
[8]. Suctioning is only recommended if the airway is
obstructed [7]. Continuous positive airway pressure
(CPAP) can be used for spontaneously breathing
newborns to prevent airway collapse and improve
breathing [9]. When analyzing resuscitation videos,
distinguishing between PPV and CPAP can be chal-
lenging since the differences are mostly subtle finger
movements (blocking a valve or squeezing a bag), as
illustrated in Figure 1. In high-income countries, res-
piratory support is mostly delivered by fixed pressure
devices or self-inflating bags [10]. In low-resource
settings, self-inflating bags are mostly used.

Video-based Activity Recognition typically in-
volves capturing spatial and temporal information
from video frames [11]. Most datasets for human
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Figure 2. Methodology overview. Training and Testing: Full-length videos are used to extract short video clips
containing the specific resuscitation activities. Data augmentation is applied to the RGB frames from video clips
during training. For every input x to our model, we generate a one-hot output vector ¥ with the predicted activity.
Inference: Sliding windows of 64 frames with a stride of 1 second (25 frames) are streamed into the model. The

predictions are represented in a full timeline description.

activity recognition focus on single, easily recog-
nizable activities. The state-of-the-art in activity
recognition previously relied on 3D Convolutional
Neural Network (CNN) [12] until vision transform-
ers emerged [13]. Nevertheless, vision transformers
often require extensive data to overcome the inher-
ent inductive bias associated with CNNs [14]. In
video-based neonatal resuscitation activity recog-
nition, progress has been constrained due to the
limited amount of available data. Previous stud-
ies employed techniques like combining a CNN for
region detection and support vector machines for
frame classification in Guo et al.[15]. Meinich-Bache
et al. [16] introduced ORAA-net, a two-step neu-
ral network that integrated Object Detection with
Region Proposal and Activity Recognition to iden-
tify activities in low-quality newborn resuscitation
videos. However, this system required the estima-
tion of optical flow and a high computational cost.
More recently, Urdal et al. [17] combined 3D CNN
with physiological signals for stimulation detection
in low-quality videos.

NewbornTime project [18] is an interdisciplinary
collaboration that seeks to enhance newborn care by
employing artificial intelligence for activity and event
recognition in video during and after birth. The ob-
jective of the project is to develop NewbornTimeline,
a system capable of automatically generating a re-
suscitation timeline, including the time of birth and
resuscitation activities. This tool is expected to facil-
itate the analysis of extensive newborn resuscitation
videos, contributing to a deeper understanding of
optimal newborn resuscitation practices. Previous
work in this project has investigated the challenges
of using thermal imaging during birth scenarios [19].

In this paper, we present NewbornTime-I13D
(NBT-I3D), a pipeline that benefits from high-
quality video recordings from a high-income country
setting for detecting newborn resuscitation activities.
We propose a more straightforward approach than
Meinich-Bache et al. [16] as we eliminate object
detection and optical flow processing, inputting the
entire RGB video frame into the model. As a pre-
liminary study towards developing a multi-activity
NewbornTimeline, we present results for two simpler
approaches in activity recognition: binary classifi-
cation (activity or no activity) and multiclass clas-
sification. We concentrate on the most important
resuscitation activities: PPV, Stimulation, Suction,
and CPAP.

2 Data Material

The dataset contains 220 newborn resuscitation
episodes that were collected at the Stavanger Uni-
versity Hospital in Norway, using cameras mounted
over the resuscitation stations. The videos were
edited to mainly cover the time period when a new-
born was treated at the resuscitation station, with
a duration ranging from 2-50 minutes and a median
duration of 16 minutes. The resuscitation episodes
were collected as part of a randomized controlled
trial, and not primarily intended for video recogni-
tion. Therefore, there are variations between the
videos in the position of the newborn with respect to
the camera, and in the lighting. In addition, several
healthcare providers may be applying different inter-
ventions at the same time, and obstructions to the
view happen relatively frequently. All these factors



Activity Time (hours)
CPAP 30.95

PPV 7.06
Stimulation 2.25

Suction 0.86

Table 1. Summary of the cumulative duration recorded
for the main activities included in this study.

contribute to what we define as noise in our dataset.
Video resolution is 720 x 1280 with a frame rate of
25 frames per second (fps).

The annotation of resuscitation episodes was car-
ried out by a medical doctor using ELAN 5.8 (The
Language Archive, Nijmegen, The Netherlands) [20].
For each activity considered to be of clinical interest
that occurred in the videos, the starting time, the
ending time, and the total duration of the activity
were annotated. While segments of the video with
complete occlusions were omitted from labeling, la-
bels may be imprecise due to the aforementioned
noise existing in the videos. A total of 21 activity
labels are included in the 220 videos, including if
the newborn is present at the resuscitation station.
All activities are labeled so that a hands-off label
can be inferred from the absence of all other labels
when the newborn is at the resuscitation station.
In this work, we will focus on the main therapeutic
interventions: PPV, Stimulation, and Suction. We
also include CPAP due to the visual similarity with
PPYV. The remaining labels are grouped together.
Table 1 shows a summary of the cumulative duration
recorded for each activity.

3 Methods

An overview of the proposed NBT-13D pipeline is
illustrated in Figure 2. It is designed to make the
activity recognition process simple and efficient. It
benefits from high-quality video recordings to cre-
ate a one-step system that directly works with the
original RGB video frames.

NBT-I3D uses the Inflated 3D CNN (I3D) ar-
chitecture introduced by Carreira and Zisserman
[12]. They proposed to combine RGB video frames
and optical flow for activity recognition, demonstrat-
ing that 3D CNNs can benefit from pre-trained 2D
CNNs and that transfer learning is also highly ef-
ficient in this task. Our pipeline omits the optical
flow estimation for efficiency, using RGB frames only.
Given the limited size of our dataset, we decided
not to employ vision transformers.

3.1 Data Preprocessing

Data preprocessing consists of trimming the resus-
citation videos into several short video clips and
assigning the corresponding label to each video clip
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Figure 3. Representation of the data preprocessing.
For Clip 1, we define the start and end points as ts and
ts+w. We then assess the overlap between the clip and
the time range of each annotation, defined by start and
end points t¢f,,, and t3f . If the overlap meets the Trnin
criterion, the clip is labeled with the label associated
with the annotation. In this example, Clip 1 overlaps
with two annotations, ap and a;. Assuming a 50% of
Tmin, both annotations meet it, and labels lp and [, are
assigned to Clip 1.

according to the manual annotations (see Figure 3).
To extract samples from a resuscitation video,
we begin by defining the set of activity labels [,
contained in the dataset, where m ranges from 0
to M — 1, and M represents the total number of
labels. We also define the annotated sequences ay,
with £ =0, 1, ..., K — 1, where K denotes the total
number of annotations in a resuscitation video. Each
ar, has a starting time t3F ., and a stopping time
stop associated with it, indicating the time in the
video when an activity is occurring. We set a moving
window of size w seconds, containing fps X w frames,
and with a stride of s seconds ( fpsx s frames). Based
on the values of w and s, we determine the total
number of clips N that can be created from the
resuscitation video. Subsequently, we identify the
activities that are occurring within each video clip
n by evaluating the time overlap O, s(n, k) between
the video clip time interval [t,,s, tnstw] With respect
to each annotation ag:

Lok

Ow,s(”a k) = [tn57 tn8+w] N [t(slfartv stop} (1)

where 0 < Oy s(n,k) < w. We can establish a
label matrix L,, s(n,m) with dimensions N x M
that stores the time overlap between video clips and
activity labels. Each row and column corresponds
to a video clip and specific activity, respectively:

K-1
Lus(n,m) =" Ouo(n, k) (ar,lm)  (2)
k

The indicator function I equals 1 if ax = [, and 0
otherwise. We then set a minimum time of activity
Tonin that must be contained in the video clip to
assign that activity label to the clip. Observing the
label matrix L allows us to assess if a specific activ-
ity meets the T, criterion, is partially occurring



(resulting in a ”partial” label), or is completely ab-
sent in each video clip. Multiple labels and partial
labels can be assigned to the same clip.

3.2 Subset Extraction

In each experiment, we selectively utilize video clips
based on the designated Activities of Interest (Aol)
we want to focus on. We extract video clips con-
taining these Aol, even if they are only partially
labeled. However, clips with partial Aol labels are
not considered during the training process.

If there are multiple Aol, we encounter a dispar-
ity in the number of instances per activity, and to
address this, we can balance our subset. This is
achieved by downsampling the instances per activity
to match the number of instances in the least domi-
nant Aol. The downsampling is done randomly while
ensuring that the number of instances per video is
evenly distributed to introduce more variation in
our Aol subset.

Additionally, since our dataset encompasses a
wider range of activities, we can create an “Other’
class comprising video clips that do not belong to
the specific Aol designated for each particular ex-
periment, including non-Aol video clips that are
partially labeled. We extract samples from this
non-Aol set until it contains the same number of
instances as the most dominant Aol. This sampling
process is again random but aims to distribute the
number of instances per non-Aol uniformly, leading
to increased variation within the “Other” class.

Y

3.3 NBT-I3D Pipeline

In NBT-I3D, we maintain the original I3D architec-
ture for the RGB pipeline but we omit the optical
flow pipeline. We adjust the input size to match our
video resolution while retaining the same number
of input frames, i.e., 64. For the output, we replace
the top layer with a new top layer with randomized
weights and the right number of output classes ac-
cording to the experiments. We do transfer learning
from ImageNet and Kinetics, fine-tuning on newborn
resuscitation data with no frozen layers.

Cross-entropy [21] is used as the loss function
(Lor(y,¥)), where y is the true label, and § =
f(x,0) is the predicted label as a function of the
input vector x of size 64 x 256 x 456 x 3 and the set
of parameters of the model 6. In case of unbalanced
data, we estimate the inverted class weight w, for
each class ¢ and use a weighted cross-entropy loss
function Ly cg as follows:

C
Lwep(y,9) ==Y weyclog e (3)
c=1

where C' is the number of classes. With balanced
data, w, is 1 for all classes, and Lywcg = LcEg.-

We train for a total of 20 epochs, setting a batch
size of 6 and early stopping. Stochastic Gradient
Descent with a learning rate of 0.001 and momentum
of 0.9 is utilized for the optimizer. A Tesla V100
GPU with 32 GB is used. We assess precision and
recall as evaluation metrics for binary experiments
and macro-average values for multiclass [22]. In
addition, we use Matthew Correlation coefficient
(MCC) both for binary and multiclass cases [23].

For training and testing, the full-length videos
are first preprocessed in order to generate short
video clips (see Section 3.1). Video clip frames are
resized to 256 x 456. We use a 3-sec window size
(75 frames) with 1.5 sec of stride and consider a
minimum amount of activity occurring in the video
clip of 50% of the clip length (1.5 sec) to assign the
activity label. A total amount of 141299 video clips
are generated from the 220 videos. Thereafter, video
clips containing specific resuscitation activities are
extracted as explained in Section 3.2.

Data augmentation is performed during training.
First, a small temporal cropping is applied, ran-
domly picking 64 consecutive frames among the 75
frames in the clip. Then, we apply random left-right
flipping consistently for all frames of each video
clip. During testing and validation, we utilize the
64 frames centered in the clip.

To perform inference, we run the complete re-
suscitation video through the model and create a
timeline. This involves resizing the whole video spa-
tially to 256 x 456 and capturing segments of 64
consecutive frames centered around each second in
the video. This method enables us to predict the
activity corresponding to each specific second.

4 Experiments

We define the test set by manually selecting video
clips from 20 videos, ensuring a label distribution
similar to our dataset. The remaining video clips are
allocated in the training and validation sets. This
division is performed separately for each experiment,
guaranteeing an 85%/15% split for each Aol, even
if different videos are used. Aol samples from the
same video are exclusively assigned to either the
training or validation set, avoiding any information
leakage. A total of 10 models were generated in the
experiments summarized in Table 2.

The experiments are arranged in three groups. In
PPV Recognition, we aim to recognize PPV from
other activities. We then evaluate the influence of
CPAP in case of not being considered in the “Other”
class or as a combined label with PPV. Finally, we
try to distinguish between PPV and CPAP. In Other
Binary Recognition, we aim to recognize Stimula-
tion and Suction from other activities. In Multiclass
Recognition, we train multiclass models to detect
PPV, Stimulation, and Suction. We try with bal-



Exp. Classes Balanced
PPV Recognition
PPV-1 PPV vs. Other + CPAP Yes
PPV-2 PPV vs. Other Yes
PPV-3 PPV + CPAP vs. Other Yes
PPV-4 PPV vs. CPAP Yes
Other Binary Recognition
Stim-1 Stim. vs. Other + CPAP Yes
Suct-1 Suct. vs. Other + CPAP Yes
Multiclass Recognition
Multi-1 PPV, Stim., Suct. Yes
Multi-2 PPV, Stim., Suct. No
Multi-3 PPV, Stim., Suct., Other + CPAP Yes
Multi-4 PPV, Stim., Suct., Other + CPAP No

Table 2. List of experiments arranged in three groups.
Balanced indicates if the training and test sets used in
the experiment are balanced. If not, all available data is
used.

anced/unbalanced data and with/without adding
the “Other” class.

5 Results and Discussion

The results for the binary classification problems,
Exp. PPV-x, Stim-1, and Suct-1 are presented in
Table 3 together with results reported by Meinich-
Bache et al. [16] on similar binary experiments. As
shown, NBT-I3D exhibits a promising performance
in detecting the main resuscitation activities. This
indicates that using a larger database with higher-
quality recordings is essential to achieve improve-
ment while reducing the complexity of the system.
It is crucial to underline that the dataset used in
[16] is noticeably distinct. As stated in their work,
data was collected from a low-resource setting at
Haydom Lutheran Hospital, Tanzania, using low-
quality cameras with variable frame rates, view an-
gles, distances to the resuscitation station, and light
conditions. Subsequently, object detection, frame
interpolation, and optical flow were used to over-
come this variability. Additionally, manual devices
were employed for resuscitation activities like PPV
or Suction in [16]. Our dataset was collected in a
more controlled setting and using electronic devices.
Therefore, a direct performance comparison is not
feasible, but ORAA-net’s results serve as a valuable
reference.

In our results, we can observe the influence of the
activity CPAP when attempting to predict PPV.
Due to the visual similarity between these two ac-
tivities (see Figure 1), we expect a higher number
of PPV samples to be misclassified as CPAP when
comparing Exp. PPV-1 (with CPAP) and PPV-2
(without CPAP). However, the problem with ex-
cluding CPAP is that it may lead to a significant
number of false PPV predictions during inference.
We explore grouping both activities into the same
category in Exp. PPV-3, resulting in nearly perfect
performance. However, it does come at the cost

Experiment Prec.* Rec.* MCC
= PPV RGB 81.70 83.57 -
=, | PPV RGB+Flow 88.64 88.34 -
< Stim. RGB 75.48 73.13 -
< Stim. RGB+Flow  79.41 78.15 -
& | Suct. RGB 44.96 59.81 -
© Suct. RGB+Flow  56.01 65.61 -
PPV-1 89.99 83.81 0.747
93 PPV-2 94.34 90.40 0.856
n PPV-3 96.75 94.21 0.894
E PPV-4 85.36 83.96 0.725
z Stim-1 90.08 84.65 0.767
Suct-1 69.86 66.81 0.516
Table 3. Performance of NBT-I3D on binary clas-

sification problems using RGB frames solely. Results
provided by ORAA-net [16] on similar experiments are
also included. *Aol are used as positive labels.

Experiment Prec.* Rec.* MCC
Multi-1 81.64 81.47 0.723
Multi-2 81.71 81.65 0.792
Multi-3 73.00 71.33 0.623
Multi-4 72.26 74.80 0.665

Table 4. Performance of NBT-I3D on multiclass exper-
iments. *Macro average is used.

of losing the distinction between two important ac-
tivities. An attempt to classify only between PPV
and CPAP is made in Exp. PPV-4, depicting that
the model somewhat struggles to distinguish these
activities accurately. Even so, precision and recall
values in 0.84-0.85 are promising.

In Exp. Stim-1, NBT-I3D provides positive results
when detecting Stimulation. The influence of other
similar activities, such as Dry, may negatively affect
the performance of the model. Similarly to Exp.
PPV-3, grouping Stimulation and Dry into the same
category can be explored in the future. Regarding
Exp. Suct-1, the model also finds the detection of
Suction challenging. This might be due to the small
amount of video clips containing this activity.

For multiclass, Table 4 demonstrates consistent
precision and recall values among experiments fea-
turing matching class counts (Exp. Multi-1 and
Multi-2, Exp. Multi-3 and Multi-4), regardless of
data balance. A closer examination of the confusion
matrices reveals that experiments with a balanced
dataset exhibit more equitable metrics across all
classes. In contrast, experiments with an unbalanced
dataset expose the impact of the data distribution,
even if a weighted loss function is used. To com-
pare both approaches, MCC offers a comprehensive
overview of the models’ performance, highlighting
the models using a weighted loss function.

To compare binary and multiclass recognition,
we run inference on the same test video example
utilizing both approaches. We use binary models
from Exp. PPV-1, Stim-1, and Suct-1, and the
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Figure 4. Illustration of the activity timeline gener-
ated from a video example. In blue, the original manual
annotations containing PPV, Stimulation, and Suction
activities. In black and red, the probability distribu-
tion of the predicted activities by the binary and the
multiclass approaches, respectively.

multiclass model from Exp. Multi-4. As presented
in Figure 4, for this episode, performance is simi-
lar in PPV and Stimulation for both approaches.
However, as mentioned earlier, the binary model
encounters challenges with Suction. The benefit of
using multiple binary models is that we can detect
multiple activities happening simultaneously, while
the multiclass model can only predict one activity
at a time.

Since our approach does not rely on additional
steps and instead uses the whole video frame along
with activity labels, we are confident in the adapt-
ability of our methodology to diverse hospital set-
tings and camera resolutions. However, ensuring
minimum quality standards in camera configurations
is essential to avoid spatial distortions or frame loss
during video capture. The main challenge to the
generalization of our method is the significant dis-
parity that exists in intervention protocols and the
medical devices employed during newborn resuscita-
tion events across hospitals, particularly comparing
low-income and high-income countries. While ac-
tivities that are applied similarly across hospitals
could be detectable for our system, fine-tuning the
model with specific data from the target hospital is
a potential solution for better adaptation to a new
environment.

6 Conclusion

In this study, we demonstrate that high-quality
videos enable us to create an effective and straight-
forward pipeline for newborn resuscitation activity
recognition. NBT-I3D shows promising results in
both binary detection and multiclass classification,
with a mean precision and recall of 84.76% and

80.92% for binary detection and 72.26% and 74.80%
for multiclass classification.

In future work, we will explore the multilabel ap-
proach to improve activity timelines and enhance
system versatility. Our investigation will also ex-
tend to the detection of additional relevant activities
within the dataset. Furthermore, we plan to leverage
a newly acquired dataset from the same Norwegian
hospital and incorporate simulation data for under-
represented classes. Finally, we aim to develop inter-
pretable algorithms for video-based activity recogni-
tion to improve transparency and explainability.
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